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Abstract
The spread of COVID-19 and the lockdowns that followed led to an increase in activity on online social networks. This has 
resulted in users sharing unfiltered and unreliable information on social networks like WhatsApp, Twitter, Facebook, etc. In 
this work, we give an extended overview of how Pakistan’s population used public WhatsApp groups for sharing informa-
tion related to the pandemic. Our work is based on a major effort to annotate thousands of text and image-based messages. 
We explore how information propagates across WhatsApp and the user behavior around it. Specifically, we look at political 
polarization and its impact on how users from different political parties shared COVID-19-related content. We also try to 
understand information dissemination across different social networks—Twitter and WhatsApp—in Pakistan and find that 
there is no significant bot involvement in spreading misinformation about the pandemic.

Keywords  Misinformation · Infodemic · Social computing

1  Introduction

Applications like Twitter, Facebook, and WhatsApp are ena-
bling millions of users to connect and interact. This has led 
to sharing ideas, getting exposed to different ideologies, and 
absorbing information at an unprecedented pace. Out of all 
these services and apps, WhatsApp is the most popular and 
widely used medium of communication. This has created a 
closed social network of more than 1.5 billion users. Apart 
from having a huge user base, it also has the most active 
users at a time, out of all the social networks (Two Billion 
Users 2020).

This makes WhatsApp a very important medium for anal-
ysis, as it is a major tool for opinion formation and social 
exchange. Due to its end-to-end encryption, it is becoming a 
medium of choice for anti-government movements, sharing 
of radical ideas, and gang operations (UK says WhatsApp  
2017). Similarly, WhatsApp is also used for the propagation 
of antisocial behavior. A study on Brazil’s WhatsApp users 
(Resende et al. 2019a) revealed how WhatsApp can be an 
effective tool for the spread of disinformation. A study con-
ducted in India (Saha et al. 2021) revealed the spread of hate 
speech and Islamophobia on WhatsApp. These problems are 
exacerbated by the fact that content moderation in What-
sApp is rather limited. The content of a group is only mod-
erated by the groups’ administrators. Admins have very few 
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tools at hand: either restrict who can post content or remove 
certain users from the group. Group admins cannot even do 
the simple moderation task of deleting a user’s post. As a 
result, the moderation abilities on WhatsApp are very scant.

This work is an extended version of our earlier prelimi-
nary analysis of COVID-19-related messages being dis-
seminated across public WhatsApp groups by Pakistani 
users (Javed et al. 2020). In this extended version, in addi-
tion to looking at the type of messages being disseminated 
across COVID-19 in Pakistani WhatsApp groups, we also 
try to understand the impact that political affiliation has on 
a group’s overall sentiment related to COVID-19 and the 
types of messages being propagated. Our main research 
questions are: 

RQ1:	 What type of messages about COVID-19 are dis-
seminated in public WhatsApp groups of Pakistan?

RQ2:	 What is the general user behavior when sharing a 
message? Specifically, is there a connection between a 
group’s political affiliation and the content that is being 
shared?

RQ3:	 Is there reciprocation between information dis-
semination related to COVID-19 over WhatsApp and 
Twitter?

RQ4:	 What type of sentiment is expressed by users when 
sharing COVID-19 messages? Does this vary on the 
basis of political affiliation?

To answer these research questions, we have gathered the 
data from 227 publicly accessible WhatsApp groups during 
January 10, 2020–April 9, 2020. This dataset is the first of 
its kind, giving us a unique opportunity to analyze COVID-
19-related discussion from one of the largest countries in the 
world involving a multi-modal environment—images and 
text—and multiple social networking platforms of commu-
nication—WhatsApp and Twitter.

We start by analyzing the content disseminated in these 
227 public groups and extract the COVID-19-related 
content out of them. Extracted content is separated into 
image, video, text,1 documents and links. Using our dataset 
which we make publicly available,2 we make the following 
contributions:

–	 We analyze the groups and messages therein with a focus 
on political affiliations.

–	 We give an overview of how users with different political 
affinities spread COVID-19-related messages. We also 

show that, on average, 14% of the content shared is mis-
information.

–	 We give an overview of the prevailing sentiment of 
COVID-19 posts and find that the sentiment is mostly 
negative.

2 � Related work

2.1 � Misinformation on social media

Many studies have been conducted that gave a special focus 
to rumors and misinformation prior to the events of the 
2016 US presidential elections (Starbird et al. 2014). How-
ever, the events of the US presidential election have since 
triggered a flurry of work on this topic. As a result, there 
have been many papers attempting to understand the impact 
social media has, the amount of misinformation present on 
it and the amount of exposure users have to this informa-
tion (David et al. 2018; Iosifidis and Nicoli 2020; Bovet 
and Makse 2019). For example, during the 2016 elections, 
social media were used extensively to manipulate social 
media users to sway their political inclinations. Grinberg 
et al. (2019) analyzed Twitter to understand the extent of 
political manipulation present during this period. Similarly, 
Badawy et al. (2019) used Twitter to understand the effects 
the Russian Internet Research Agency might have had on 
American Twitter users. They characterize the interactions 
of Twitter Republican and Democratic users with the Rus-
sian trolls.

There are various methods for detecting misinformation. 
They can be divided into two major approaches: content-
based and propagation-based. Habib et al. (2019) performed 
a systematic literature review to understand different meth-
odologies for detecting misinformation in online social net-
works. Chen et al. (2020) performed an analysis of Twitter to 
understand different types of misinformation. Their analysis 
relied on a graph of users based on the content they share. In 
other similar works (Zollo and Quattrociocchi 2018; Cinelli 
et al. 2019), the authors provide analysis on social media 
users and their interactions with controversial topics and 
content. A study on Instagram was conducted by Trevisan 
et al. (2019) where they gave detailed insights on how users 
interact with political content. Similarly, many researchers 
have conducted independent studies in line with those men-
tioned earlier (Zhang and Ghorbani 2020; Shu et al. 2020, 
2017; Sharma et al. 2019; Zhou and Zafarani 2018; Zarei 
et al. 2020).

2.2 � Analyzing content on WhatsApp

The WhatsApp messaging service is the most actively used 
online social network in the world. WhatsApp is a closed 

1  In this study, we only focus on text and images and leave the analy-
sis over video content for future work.
2  https://​tinyu​rl.​com/​snam-​pakis​tan.

https://tinyurl.com/snam-pakistan
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network, without any official access for analyzing its con-
tent. As a result, not a lot of work has been done to analyze 
its content and user interactions. It is a documented fact that 
WhatsApp is being actively used for the dissemination of 
misinformation (Boadle 2018; Perrigo 2019). Due to the 
popularity of WhatsApp in certain regions, political par-
ties have been actively using WhatsApp groups to reach 
the masses (Goel 2018). Surveys performed in Brazil and 
India (Lokniti 2018; Newman et al. 2019) (two of the largest 
democracies) show that one in six users are part of a political 
group on WhatsApp.

Garimella and Tyson (2018) were the first to provide 
tools for analyzing public WhatsApp groups and collecting 
data at scale. These tools have enabled researchers to study 
WhatsApp at scale and created a window into the world 
of WhatsApp. Some of the recent studies can be found 
at Evangelista and Bruno (2019), Resende et al. (2019b), 
Yadav et al. (2020), Garimella and Eckles (2020), where 
researchers analyzed public WhatsApp groups in various 
contexts. Resende et al. (2018) gave a unique insight by ana-
lyzing doctored images used to fuel political smear cam-
paigns against opposing parties on public WhatsApp groups 
in Brazil. Similarly, Garimella and Eckles (2020) analyze 
the images in Indian WhatsApp groups during the 2019 
Indian elections. The study found that 13% of the images 
contained misinformation, using reverse image search on 
Google images. In parallel Melo et al. (2019) gather, ana-
lyze, and visualize public WhatsApp groups and identify 
the extent of misinformation found in India, Indonesia, and 
Brazil. Apart from text messages and images, WhatsApp has 
a large content of audio files. Maros et al. (2020) analyzed 
330 public WhatsApp groups and proposed that audio mes-
sages containing misinformation spread much more farther 
and wider.

2.3 � The COVID‑19 infodemic

Our work revolves around understanding health informa-
tion being shared on WhatsApp, and how users interact 
with it while considering the political inclination of users. 
The COVID-19 pandemic has also created an infodemic, as 
declared by the World Health Organization. An infodemic 
refers to the inflow of information that is so large that users 
are unable to discriminate effectively between misinfor-
mation and correct information. It is already documented 
that WhatsApp is a source of misinformation related to 
health (Purnell 2020), ranging from wrong symptoms to 
ineffective treatments (Bhatnagar and Choubey 2021; Javed 
et al. 2020). This makes it critical to understand the health 
content present in WhatsApp groups.

Apart from WhatsApp, researchers have provided a dash-
board to analyze health misinformation on Twitter (Sharma 
et al. 2020). They analyze 25 million tweets and also perform 

a country-wide analysis of sentiment. They also provide 
an up-to-date view of how people are reacting to COVID-
19-related content on Twitter. Similarly, Singh et al. (2020) 
look at Twitter based misinformation about COVID-19 and 
give insights about the propagation of misinformation on 
online social networks is in line with the rise of cases in a 
given demographic. Another study on Twitter (Kouzy et al. 
2020) found that some tags have more misinformation than 
others, pointing toward potential safe tags on Twitter. Cinelli 
et al. (2020) analyze different social networks for COVID-
19-related content. They analyze, Twitter, Instagram, Reddit, 
Gab, and YouTube, giving a comprehensive picture of the 
state of COVID-19 content on these websites. They not only 
do content analysis but also try to understand the propaga-
tion of misinformation on these social networks.

2.4 � Our work’s novelty

This work is an extension of our previous work (Javed et al. 
2020). In this study, we analyze COVID-19-related discus-
sions on WhatsApp and explore the political influence in 
this context. Since WhatsApp is a popular and frequently 
used application, it is critical to understand how the popu-
lace is utilizing the platform during the pandemic and how 
the platform facilitates the spread of misinformation. While 
doing so, we extract valuable insights from the dataset and 
try to quantify how misinformation and politics can be 
intertwined.

Studies have been conducted to analyze WhatsApp mes-
sages for political events in Brazil and India. On the con-
trary, this study tries to understand the impact WhatsApp is 
having on the infodemic in Pakistan, while considering the 
political nature of our groups. Since Pakistan is a Muslim 
majority country, religion is relevant in the daily life of the 
Pakistani citizens,3 we offer a first insight into how religion 
and politics together play a role in this infodemic.

3 � Methodology

We use a multitude of techniques for data collection, annota-
tion, and analysis of data. We also create novel algorithms 
to better understand the content being shared. The details of 
these methods are discussed below.

3.1 � Dataset preparation

WhatsApp allows its user base to create either public or 
private WhatsApp groups. A private group can only be 
joined through an invite, which is sent by the admin himself. 

3  https://​en.​wikip​edia.​org/​wiki/​Impor​tance_​of_​relig​ion_​by_​count​ry.

https://en.wikipedia.org/wiki/Importance_of_religion_by_country
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Whereas for the public groups, WhatsApp allows users to 
enable joining these groups by means of an invite URL. This 
invite URL can be shared by any number of users and the 
users can join a group by clicking this URL. The invite URL 
has a specific structure of the form: chat.​whats​app.​com/​*. 
Many groups (e.g., for politics, sports, religion) share these 
invite URLs on social networks for easy visibility, hence 
increasing their community size and reach.

Group selection. Leveraging the unique structure of pub-
lic WhatsApp groups, we used Facebook and Google search 
to find WhatsApp invite URLs. To ensure we find groups 
from Pakistani political parties, the URL was often used in 
conjunction with a political party’s name or Pakistan. We 
also used Pakistani IP to ensure Google and Facebook give 
results from Pakistan as a priority. We also used the keyword 
“WhatsApp” along with political parties, names, or slogans. 
All of these queries have been logged for the convenience 
of new researchers in this domain and can be found online.4

Following these techniques, we found, in total 282 public 
Pakistani WhatsApp groups. A loose criterion was set to 
make sure the groups joined are in line with our research 
goals and will provide meaningful value to the overall data-
set. We manually analyzed a group’s bio, name, and profile 
pic. If any of these were not in line with our research goals, 
the group was removed from our dataset. Removed groups 
mostly were sales purchase groups, or groups made only 
for sharing jokes. Furthermore, we analyzed the remaining 
groups for activity over a week. In case a group did not have 
any significant activity, or the activity was not organic (e.g., 
a sales group), they were removed from our dataset. After 
these pruning steps, a total of 227 public groups were used 
to provide the analysis that follows.

WhatsApp data collection. To join these groups, we 
relied extensively on the tools created and provided by Gari-
mella and Tyson (2018). These tools use selenium, enabling 
automated joining of public WhatsApp groups. WhatsApp 
messages are stored on a user’s device in an encrypted form 
and is further protected by being placed in the root folder. 
The root folder is a secure folder and users do not have 
access to it. A rooted Android phone (having an unlocked 
bootloader and root folder) was used to obtain the decrypted 
database. The database is located in the data/data folder of 
the root drive. The media contents (images, videos) are 
stored online on WhatsApp servers and need to be accessed 
using the URLs provided in the database. Using these URLs, 
we downloaded images locally and decrypted them using 
a public tool.5 This tool was not functional out of the box; 
hence, it was modified for our convenience and ease. Dur-
ing our data collection, it was observed that WhatsApp 

periodically deletes content from their servers. As a result, 
if a media file was not downloaded in a respectable amount 
of time, the media content could not be retrieved. Hence, 
a pipeline was created to extract data on weekly basis. An 
overview of our dataset can be seen in Table 1.

3.2 � Annotating COVID‑19 text messages

COVID-19 text messages were extracted using a keyword-
filtering approach. Rashed et al. (2020) provide a diction-
ary of keywords related to COVID-19. We used that and 
translated these words into equivalent Urdu terms. We also 
added small variations to these terms, like spelling mis-
takes, and multiple spellings to ensure that we capture a 
large dataset. Some of the sample keywords are: “corona,” 
“covid-19,” “covid,” “covid19,” and “coronavirus.” It 
should be noted that, although this ensures that we get a 
large chunk of COVID-19-related messages, we still will 
miss some. This approach resulted in 5,039 text messages 

Table 1   Stats of our WhatsApp 
dataset, as collected from public 
Pakistani WhatsApp groups

A detailed breakdown is given 
for our observed window 
between March 16 and April 9, 
2020

Data type Dataset

Groups 227
Admins 521
Users 18,475
All messages 23,895
Text messages 23, 895
Images 6699
Videos 1125
Audio 2741
Documents 1556

Lockdown imposed 
on provincial level

Fig. 1   Percentage of messages per day, for both text and images. A 
spike in images related to COVID-19 was seeing from 24/3 onward 
after lockdown was announced by Punjab on provincial level

4  https://​cutt.​ly/​8yXhx​Bd.
5  https://​github.​com/​ddz/​whats​app-​media-​decry​pt.

http://chat.whatsapp.com/*
https://cutt.ly/8yXhxBd
https://github.com/ddz/whatsapp-media-decrypt
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related to COVID-19 between March 16 and April 9, 2020. 
The dates roughly correspond with the first wave of COVID-
19 in Pakistan.

Figure 1 gives a comparison of daily COVID-19-related 
and non-COVID-19-related messages in our dataset. One 
can observe the irregularity in the percentage of images 
related to COVID-19, compared to the stable flow of text 
messages. It was observed that rather than writing text mes-
sages, users found it more convenient to share images like 
news snippets and pictures from hospitals. In Fig. 1, the 
vertical dotted line represents lockdown being imposed 
on the provincial level. Before the lockdown was officially 
imposed, two spikes in percentage of images can be seen. 
These spikes relate to people sharing news about a mass 
spread event observed near the capital city. After the lock-
down, an awareness campaign was started by the Govern-
ment, in which images that contained helpful info related to 
COVID-19 were shared. Users in our groups actively shared 
these informative images. Another interesting debate that 
occurred during this time was the rulings on offering prayers 
in mosques. Since Pakistan is a Muslim majority country, 
many users shared sayings of scholars and news snippets 
related to this event as images. It is interesting to know that 
w.r.t. percentage — and in contrast to the trend seen for 
text messages — users were more inclined to share COVID-
19-related images than non-COVID-19 images (see Fig. 1).

3.3 � Annotating COVID‑19 images

Twenty-five percent of the messages in our WhatsApp data-
set contained images. We categorized images into COVID-
19- and non-COVID-19-related images using manual 
annotators. Two annotators tagged a total of 6,699 images, 
between March 16 and April 9, 2020. This resulted in 4,490 
non-COVID-19 images and 2,309 COVID-19 images. The 
two annotators had an inter-annotator agreement score of 
98%. For the cases in which the annotators disagreed, the 
annotators were allowed to discuss the case and give a final 
label. Unlike text annotation, the annotators used a set of 
rules to identify the difference between COVID-19 images 
and non-COVID-19 images. If any of the following rules 
applied to an image, it was labeled as COVID-19: 

1.	 Contained Coronavirus, COVID-19, or any other related 
terminology in Urdu or English.

2.	 Contained information relating to a lockdown or any 
restrictions being imposed/relaxed by the government 
on business or public/private institutions.

3.	 Contained any precautionary measures like prayers for 
protection from disease, herbal medications, etc.

4.	 Contained any references to the environmental or eco-
nomic impact of COVID-19.

5.	 Contained people with personal protective equipment, 
possible quarantine centers, and people practicing or 
encouraging social distancing.

3.4 � Methodology for determining political 
affiliations

The groups joined are mainly from the political parties of 
Pakistan. Taking advantage of this, we look at COVID-19 
as discussed by various parties in these groups. The groups 
are divided into three categories: 1) neutral, 2) opposition, 
and 3) government. To determine a group’s affiliation, we 
look at the groups’ name, profile image, and description. 
Many groups declare in their names the party to which they 
belonged to. The government and opposition groups are 
evident and comprise of any group which is affiliated with 
any government or opposition party. Whereas for neutral 
groups, these were constituency specific and did not openly 
declare affiliations toward any specific party. Out of our 227 
groups, 86 were marked as neutral, 103 marked as affiliated 
to opposition parties, and 38 were marked as affiliated with 
the government.

To provide context, Table 2 shows the distribution of 
images shared per affiliation. We separate the images in 
several categories (as explained in Sect. 4). It should be 
noted that this does not reflect the overall government and 
opposition, as this is a skewed representation of the groups 
that are public in Pakistan. While keeping this caveat in 
mind, the government groups seem to share more informa-
tion (rather than misinformation). In contrast, the opposition 
groups seem to share the largest amount of misinformation. 
The Neutral WhatsApp groups, on the other hand, share 
both information and misinformation messages in a large 
quantity. The Neutral WhatsApp groups also contain a large 

Table 2   Distribution of images 
based on a group’s political 
affiliation

The affiliation is determined by a groups name, description, and profile picture

Political affiliation Num. of groups Ambiguous 
(images) (%)

Information 
(images) (%)

Jokes 
(images) 
(%)

Misinfo. 
(images) 
(%)

Religious 
(images) 
(%)

Neutral 86 20 52 14 13 35
Opposition 103 19 41 6 10 22
Government 38 13 56 10 6 12
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amount of religious content (35%), which shows the impor-
tance of religion for the overall populace.

3.5 � Methodology for understanding sentiment

Sentiment analysis is a useful tool for understanding user 
behavior. It also gives insights into the sentiment with which 
different type of messages (information, misinformation, 
etc.) are shared. Fake news often has a negative sentiment 
(Zaeem et al. 2020). To verify that this insight persists, we 
performed sentiment analysis on our dataset. Since our data 
came from political groups, it is also crucial to see the senti-
ment of the messages that also describes the general nature 
of the messages/discourse in political groups and whether 
these groups have a positive or negative sentiment about the 
COVID-19.

As there is a paucity of tooling available for the Urdu 
language, we train our own model to classify WhatsApp 
messages into positive and negative sentiment classes. 
As a training set, we rely on 50K IMDB reviews, which 
were translated into Urdu and released on Kaggle.6 These 
reviews are divided into positive and negative classes. We 
use a Logistic Regression (LR) model provided by Scikit-
learn (Pedregosa et al. 2011). The data are first transformed 
into a term frequency–inverse document frequency (TF-IDF) 
vector. The text, in this vectorized form, is fed to the clas-
sifier. After parameter optimization, we settled for the fol-
lowing parameters: the penalty used was “L2” with “saga” 
solver and balanced class weights. After training, we attain a 
precision and recall of 87.8% (see Table 3). Similarly, when 
doing inference, the text is first transformed into a TF-IDF 
vector and then sent to the LR model for inference.

We then select a threshold to classify a message as posi-
tive, negative, or neutral. Through manual experimentation, 
we decide the following ranges: A probability between 0.4 
and 0.6 is considered neutral; under 0.4 is considered posi-
tive; and above 0.6 is considered negative.

4 � RQ1: information sharing on COVID‑19

To answer our first research question, we start by manually 
annotating our dataset into (overlapping) categories. The 
categories are explained in further detail below.

4.1 � Message type categorization

We annotated text messages and images shared related to 
COVID-19 into five categories: Information, Misinforma-
tion, Religious, Ambiguous, and Jokes/Satire. To ascertain 
these categories, manual observation of the dataset was per-
formed. It must be noted that a single message (text/image) 
can belong to multiple categories as the categories defined 
are not mutually exclusive. Each category is described 
below: 

1.	 Information: This category consists of WhatsApp con-
tent that contains either of the two: News or COVID-
19-related facts. Poynter’s COVID-19 Facts database,7 
which compiles falsehoods detected by a large number 
of fact checking organizations, was used to determine 
the factual basis of the information shared. Further-
more, AFP Pakistan Fact Check8 is used to verify news 
articles. The contents of the text or image, shared by 
WhatsApp users, are used to evaluate the falsehood or 
correctness of a message. Some claims were not present 
in the Poynter dataset. In such cases, if a piece of news 
is reported by a reputed news source, then it is labeled 
as “Information.” A news source is considered reputed if 
it has a satellite news channel or newspaper at a national 
level. COVID-19-related facts are verified using WHO’s 
COVID-19 Information and prevalent myths database.9

2.	 Misinformation: This is the inverse of the “Informa-
tion” category. Similar to Information, Poynter COVID-
19 Facts and Falsehoods database, AFP Pakistan, 
WHO’s COVID-19 Information and COVID-19 Myth 
was used to verify a message. Any content, within a 
message, which is either verified to be misinformation or 
could not be verified as credible information is marked 
as misinformation

3.	 Jokes/Satire: A lot of users poked fun at the COVID-19 
pandemic itself, or various COVID-19-related actions 
performed by local authorities using satire/ memes

	   All the messages that contained this kind of informa-
tion were marked as Jokes/Satire.

Table 3   Precision, recall, and F1-score of logistic regression model 
as trained on 50,000 IMDB reviews

Sentiment Precision Recall F1-score

Negative 0.874823 0.878203 0.876509
Positive 0.881691 0.878394 0.880039
Average/total 0.878313 0.878300 0.878303

6  https://​www.​kaggle.​com/​akkefa/​imdb-​datas​et-​of-​50k-​movie-​trans​
lated-​urdu-​revie​ws/​metad​ata.

7  https://​www.​poynt​er.​org/​ifcn-​covid-​19-​misin​forma​tion/.
8  https://​factc​heck.​afp.​com/​afp-​pakis​tan.
9  https://​www.​who.​int/​emerg​encies/​disea​ses/​novel-​coron​avirus-​2019/​
advice-​for-​public/​myth-​buste​rs.

https://www.kaggle.com/akkefa/imdb-dataset-of-50k-movie-translated-urdu-reviews/metadata
https://www.kaggle.com/akkefa/imdb-dataset-of-50k-movie-translated-urdu-reviews/metadata
https://www.poynter.org/ifcn-covid-19-misinformation/
https://factcheck.afp.com/afp-pakistan
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/advice-for-public/myth-busters
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/advice-for-public/myth-busters
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4.	 Religious: A message is categorized as religious if it 
contains (i) references to religious texts, (ii) quotes of 
religious scholars (called Maulana, Mufti, or Sheikh), 
and (iii) emphasis on religious acts such as supplica-
tions, fasting, etc.

5.	 Ambiguous: If the content does not have enough infor-
mation to be classified into one or more of the above cat-
egories, it is then assigned to the “Ambiguous” category. 
This category mainly consists of content where people 
are distributing Personnel Protective Equipment (PPE), 
social media requests to follow/subscribe, the contact 
information of NGOs, donation requests, etc.

To maintain a consistent quality of annotations for images 
and text messages, the images were annotated by two anno-
tators. Whereas the text annotations were first annotated by a 
single annotator, a randomly sampled 25% of the dataset was 
validated. Twenty-five percent of the sampled text messages 
were again annotated by another annotator. We found an 
82% agreement score between the validating annotator and 
the original annotator, where a common label was counted as 
an agreement. It was found that the majority of the disagree-
ment was between Information, Jokes/Satire, and Religious 
classes. This can be attributed to the mixed nature of texts, 
where jokes, religion, and information were often mixed in 
a single message. On the contrary, few disagreements were 
observed for messages that contained misinformation.

4.2 � Message type analysis

A total of 2,309 images and 5,039 text messages were found 
that had COVID-19-related content between March 16 and 
April 9, 2020. Figure 2 shows the overall distribution of 
texts and images into COVID-19-related categories. The top 
category is that of information, having 29% of text messages 
and 24% of images. Religion is the second most popular 
category, with 26% of the text messages belonging to the 
religious category and 22% of Images. Pakistan is a country 

with a majority Muslim populace, which is reflected in 
the dataset. These statistics are reported without removing 
duplicates; we explore detecting and removing duplicates 
in sec 4.4. There is a variety of content related to religion, 
verses, and text from holy books (Quran), sayings of the 
Prophet (Hadith), sayings of religious scholars, and suppli-
cations. Furthermore, the impact of COVID-19 on religious 
life was also discussed vehemently, like the governments’ 
decision to stop congregational prayers and rigorous testing 
of religious groups on proselytizing trips around the country.

The third most prevalent category is that of Joke/Satire. 
Out of all the text and image messages in our dataset, 17% 
contained Joke/Satire content. It was observed that users 
routinely ridiculed the government’s actions and announce-
ments. For example, a picture was seen circulating where 
an aircraft had a face mask on. Similarly, the governments’ 
lack of initiative in closing borders was given a satirical spin 
and the increase in cases was blamed on officials. We also 
note the presence of a non-trivial amount of misinforma-
tion (14%). This means that 1/7 messages had misleading 
information related to COVID-19. Misinformation related 
to misleading news reporting or an image was shown out 
of context. For example, an image related to deaths in Italy 
was circulated, which in reality was an image from a film 
shoot. Overall, the percentage of misinformation is low but 
the types of misinformation were wide. We discuss different 
types of misinformation later in Sect. 4.3.

The “Ambiguous” category has the least amount of mes-
sages (12%). Many of the messages, in this category, con-
tained requests for users to join their Facebook groups or 
subscribe to YouTube channels. These groups and channels 
were claimed to be related to COVID-19. Many requests for 
donations by different organizations and contact information 
of poverty-stricken COVID-19 patients were also shared. 
This was done to facilitate donations. Images depicting peo-
ple with masks, or pictures of empty quarantine centers, and 
quarantined patients were shared. These images were labeled 
as “Ambiguous” as they did not contain any relevant infor-
mation and were mostly out of context.
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Fig. 2   Percentage of COVID-19 images (light green), texts (medium 
green), and texts + images (dark green) for each category. Notably, 
14% of the total messages were labeled to be misinformation (color 
figure online)
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4.3 � Misinformation

After classifying misinformation, the natural progression is 
to observe what type of misinformation was being shared by 
users. Misinformation was identified by relying on various 
fact checking organizations as mentioned in Sect. 3. Figure 3 
shows the different types of misinformation present within 
the dataset. We detail their individual characteristics below.

Fake News. The most frequent form of COVID-19-re-
lated misinformation is in the form of fake news with 45% 
of misinformation texts. This includes fake news pertaining 
to COVID-19 positive tests and COVID-19-related deaths 
of world figures such as Ivanka Trump, Prince Williams, and 
even the Prime Minister of Pakistan, Imran Khan. Conspir-
acy theories about Bill Gates intending to place RFID chips 
in people to track COVID-19 were also seen. Ironically, fake 
news was also observed regarding a doctored government 
action announcing “Punishment for Spreading Fake News 
on social media.”

Fake Origins. The second most prevalent form of 
COVID-19-related misinformation is claiming fake origin 
stories for the virus, with 22% of the misinformation texts. 
Fake origin stores include a lake in Kazakhstan named 
“Corona,” from which the virus came. A few Hollywood 
movies, namely “Contagion,” “Resident Evil,” and “I am 
Legend” along with the book “The Eye of Darkness” was 
frequently mentioned, stating that COVID-19 had been pre-
dicted by them.

Fake Remedies. Making up roughly 20% of the misin-
formation, this type contains bogus remedies and treatments 
such as the 1-min breath-hold test to detect COVID-19, and 
various items like basil seeds, gargling with salt or garlic 
water, honey lemon tea, and even Hepatitis-C medicine as 
cures to COVID-19.

Vaccine Myths. The fake origin stories were sometimes 
accompanied with claims of the vaccine already being devel-
oped and being used as economic leverage. Countries such 
as Israel, China, and USA were mentioned. This category 
makes up around 6% of the misinformation texts.

Weather Myths. Four percent of the misinformation 
items claim that the virus cannot survive in winter, sum-
mer, or rainy seasons, and that the outbreak would die down 
on its own.

Flu Comparison. Only 2% of the misinformation 
attempted to downplay the symptoms and severity of the 
disease by comparison to the common seasonal flu. Even 
though this narrative was popular elsewhere (e.g., USA), it 
did not have much salience in Pakistan.

4.4 � Lifetime of COVID‑19 messages

In this section, we explore the impact various types of 
COVID-19 messages have on the users of WhatsApp groups. 

Since WhatsApp is a closed and private network, it is a dif-
ficult metric to calculate as WhatsApp does not contain any 
engagement metrics (unlike other platforms like Twitter that 
have retweet and like features). As a proxy, we therefore use 
the lifetime of a message within a given category. Lifetime 
is calculated using the first and last occurrence of a message 
(text or image).

To find the first and last occurrence of a particular text 
message, we perform identical String matching. To calcu-
late the lifetime of an image, we group perceptually similar 
images using Facebook’s PDQ hashing algorithm.10 Two 
images were marked as similar if the Hamming distance 
between their hashes is below a threshold. We use a thresh-
old of 70% as recommended by the PDQ authors. As a 
result, after finding similar images across the dataset, the 
images’ first occurrence and last occurrence were recorded.

The lifetimes of text messages are shown in Fig.  4, 
whereas the lifetimes of both text and images are presented 
in Table 5. Every category can be identified by its unique 
variance and mean measure. The jokes/satire category is the 
most short-lived. This can be attributed to the fact that the 
category has the largest unique set of content, hence low 
repetition. Furthermore, jokes/satire content is generally dic-
tated by events and usually dies out quickly as new events 
happen. An alarming observation is the lifetime of misinfor-
mation. Misinformation has the highest lifetime for both text 
(7 h) and images (5 h). Since WhatsApp is a closed network, 
there is limited professional moderation, which makes the 
long-lived life of misinformation messages quite alarming. 
Our findings are in line with observations made by other 
researchers, specifically (Vosoughi et al. 2018; Garimella 
and Eckles 2020), showing that misinformation tends to live 
longer and penetrate deeper than the rest.
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Fig. 4   Cumulative distribution functions (CDFs) of life of a COVID-
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pretability)

10  https://​github.​com/​faceb​ook/​Threa​tExch​ange.

https://github.com/facebook/ThreatExchange
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4.5 � Lifetime of misinformation

Due to its seriousness, we further inspect the lifetime of 
misinformation messages. Misinformation was divided into 
subcategories as mentioned in Sect. 4.3. To understand the 
temporal properties of various types of misinformation, we 
calculate the life of all the messages that contained different 
types of misinformation. The breakdown of temporal proper-
ties can be seen in Table 5. Here, we observe that weather 
myths are the longest lived, and have a staggering 26hrs of 
lifetime, whereas fake news has a short lifetime, roughly 
4hrs. News shares the same properties as Jokes/Satire: 
they are short-lived and tend to be replaced by other news 
quickly. Hence, it has a shorter lifetime than other categories 
of misinformation. Fake remedies and weather myths have 
the highest lifetimes. This can be attributed to the nature of 
these categories as they are not time-bound and tend to stay 
constant over time. Hence, the type of misinformation is 
important in the impact it has and the time it stays relevant.

5 � RQ2: user behavior and political 
inclination

5.1 � Political affinity and misinformation trends

A WhatsApp group’s political affiliation was deriving as 
described in Sect. 3.4. As a result, each group is labeled as 
neutral, belonging to opposition parties, or affiliated with 
the government. This allows us to understand the political 
side of COVID-19 messages and whether having a specific 
political inclination affects the type of messages a user is 
bound to share.

5.1.1 � COVID‑19 messages

Concerning political affiliation and COVID-19 messages, 
we observe that neutral groups have the highest percent-
age of misinformation messages shared (Fig. 5). The larg-
est amount of correct health information was shared by 
groups affiliated with the government. This can be attrib-
uted to government efforts to share information relating to 
the pandemic. As they are government supporters, they are 
more likely to share government vetted information, result-
ing in a large amount of health information. Unlike neutral 
and opposition groups, the government groups are seen to 
be posting the least amount of religious messages related 
to COVID-19. The number of jokes about COVID-19 is 
equally spread across the groups. This perhaps highlights the 
need for governments to come up with better ways to pro-
mote health information in non-government leaning groups.

5.1.2 � Misinformation

In Sect. 4.3, we looked at the overall distribution of tex-
tual misinformation across all the groups. Textual misinfor-
mation was categorized into fake news, fake origins, fake 
remedies, vaccine myths, weather myths, and flu. We next 
explore what differences exist in this distribution given a 
group’s political inclination. Figure 6 shows the distribution 
of misinformation messages within groups having a spe-
cific political affiliation. This shows roughly similar trends 
across the different political affiliations. The majority of the 
messages are related to fake news, closely followed by fake 
origins and fake remedies. While comparison with flu is the 
least discussed category. This trend is the same irrespective 
of the political inclination.

5.2 � Individual user’s behavior

A WhatsApp groups user base can be split into two cat-
egories: 1) producers, and 2) consumers. Producers are in 
the minority and are the most vocal in sharing messages 
and producing new content. On the other hand, consumers 
silently consume messages, rarely interacting. The producers 
and consumers can be observed in the dataset overview pro-
vided above (Table 1). This section is dedicated to analyzing 
the user behavior and understanding if there is any deliberate 
spread of misinformation (disinformation).

To profile user activity, we take advantage of “UpSet” 
plots.11 UpSet plots give a clean and easy-to-read view of 
the set overlaps within a dataset. In our context, every set is a 
unique user and the contents are the type of messages being 
shared by that user. The set overlap represents the similarity 
of content being shared by users. As seen in Figs. 7 and 8, 
the bottom matrix (known as combination matrix) represents 
the intersection of the sets (users) across various COVID-
19 classes. The bars on top show the number of sets (users) 
within a given intersection. To see the number of users post-
ing content related to a single COVID-19 category, the left 
bar should be observed.

Figure 7 represents the text messages shared by indi-
vidual users in various groups. By looking at the combina-
tion matrix, we observe the general user content sharing 
trends. For example, the most exclusively shared category is 
“Ambiguous.” This shows that most users like to share neu-
tral content related to COVID-19, having no informational 
value. These are mostly, calls of concern or donation efforts. 
This can be equally attributed to the excitement and concern 
of the users. The second and third categories exclusively 
share religious and misinformation content. This deviates 

11  For an introduction, see https://​www.​ncbi.​nlm.​nih.​gov/​pmc/​artic​
les/​PMC47​20993/.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4720993/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4720993/
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largely from what we have seen in Image sharing trends. 
For text messages, users prefer to share misinformation only, 
whereas, for images, we do not see any such trends.

Figure 8 depicts the user behavior when sharing images 
related to COVID-19. Unlike text messages, the majority 

Table 4   Lifetimes of COVID-19-related texts and images shared on WhatsApp

Misinformation tends to have the highest mean lifetime

Label Num. texts Mean (h) Std dev (h)

Text messages
Information 1108 2.75 21.98
Religious 829 6.98 29.15
Jokes/satire 919 1.92 9.15
Misinformation 596 7.0 28.03
Ambiguous 313 10.05 39.2

 Label Num. images Mean (h) Std dev (h)

Images
Information 1069 0.55 2.87
Religious 557 2.70 6.14
Jokes/satire 238 1.21 4.07
Misinformation 236 5.57 9.17
Ambiguous 389 1.35 4.31

Table 5   Lifetime of misinformation texts shared on WhatsApp

Label Num. texts Mean (h) Std dev (h)

Fake news 307 4.06 18.7
Fake origins 171 9.4 35.3
Fake remedies 125 10.6 33.8
Weather myths 26 27.57 67.6
Flu comparison 16 6.68 16.66
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Fig. 5   Percentage of COVID-19-related text messages and images in 
different groups. The groups are differentiated in sub-graphs on the 
basis of their political inclinations
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Fig. 6   The graphs show the breakdown of the percentage of COVID-
19 misinformation per category shared in groups with different politi-
cal orientations. The sub-graphs represent the distribution of mes-
sages based on a group’s political affiliation in which the message 
was shared. The political affiliation is extracted based on a group’s 
name, image, and description
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of the images being shared by users contain facts and 
correct information, whereas very few users are sharing 
misinformation. Only 37 users exclusively shared misin-
formation. On the contrary, 189 users shared images that 
contained fact. If we look at mixed content sharing, we 
observe that 67 users shared a mix of content, sharing 
misinformation along with some other type of content.

We next try to understand if there is any organized spread 
of misinformation, or if a single instance of misinformation 
is being shared more widely than the rest. Note, we have 
already calculated the similarity between different images 
PDQ. Based on this similarity, we find that only 23 images 
were shared more than once, out of which 8 images were 
shared more than 5 times. These 8 images may be a pointer 
toward either a widespread and common misinformation or 
a disinformation campaign.

6 � RQ3: cross network information spread

We conjecture that there may be flows of information across 
WhatsApp and other social networks. Thus, we next explore 
if information passes between Twitter and WhatsApp. This 
means we can further rely on new metrics provided via Twit-
ter, such as likes and retweets.

6.1 � Methodology

Since WhatsApp is a closed network, we perform a cross 
network study of data flow. Twitter is an ideal choice for this 
type of study as, unlike WhatsApp, it is a major conduit of 
information related to user interactions. We obtain around 
0.8 million tweets relate to COVID-19 for Pakistan, using 
relevant hashtags. Examples of some relevant hashtags are 
CovidPakistan, CoronaPak, and CoronaPakistan. Note that 
this is only a subset of activity and should not be generalized 
for the whole population. In order to understand the flow of 
information and obtain user interactions for the content in 
our dataset, we map images between March 16 and April 9, 
2020 for both WhatsApp and Twitter. We then download all 
the images from both WhatsApp and Twitter and use PDQ 
hashing and hamming distance to find similar images.

6.2 � Cross platform image spread

A total of 67,119 images were downloaded from our Twitter 
dataset. After downloading the images, we generate PDQ 
hashes for each one. We then cluster together similar images. 
We then use Hamming distance to find similarity between 
the PDQ hashes generated for WhatsApp images and Twitter 
images. Around  1500 were found to be similar between the 

Fig. 7   UpSet plot of top 15 
intersection sets for users 
posting COVID-19-related text 
messages in public WhatsApp 
groups. More users appear to 
share texts that belong to a 
single category

Fig. 8   UpSet plot for users post-
ing COVID-19-related images. 
Only the top 15 intersection sets 
are visualized. A lot of users 
are sharing information and 
religious content, whereas some 
share misinformation
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two datasets. Table 6 gives a breakdown of the images that 
were found to be similar.

After finding similar images, we calculate the lifetime of 
a message on Twitter. This is the temporal distance between 
the time an image was first observed on Twitter and the last 
interaction on it. Interactions include a like, a tweet con-
taining that image, a reply or a retweet. We find that the 
highest number of retweets is for misinformation. This can 
be attributed to the nature of misinformation, as it is unique 
and insightful and users tend to retweet it faster than other 
categories.

Although misinformation tends to be retweeted the 
most, it still has the lowest lifetime. This can be contrasted 
to WhatsApp where the lifetime of misinformation is the 
longest. This can be the result of the continuous interaction 
of users with a tweet. For a tweet containing misinformation, 
users could be negating the information and hence, reducing 
its life compared to others. Figure 9 shows the CDF for the 
life of a message on Twitter. Most of the categories have a 
long tail. This long lifetime is inverse of what was observed 
on WhatsApp. This can be attributed to the nature of What-
sApp, where old messages are replaced by new (messages 
are displayed in chronological order) and conversation 
chains are few. This nature of WhatsApp results in messages 
being alive for no more than a few hours (Table 4). In con-
trast, Twitter posts can be kept alive for days (Table 6). This 
is because Twitter offers customized feeds to users that devi-
ate from chronological order. This difference in the nature 
of the two social networks is the reason behind the stark 
difference in the lifetime of a message on both platforms.

Figure 10 depicts the flow of information between What-
sApp and Twitter. The figure also gives 3 examples of how 
images originated from WhatsApp and were later to become 
widely tweeted. Most of the images found common between 
WhatsApp and Twitter, first occurred on WhatsApp rather 
than Twitter. This may be specific to our dataset and should 
not be taken as a generalized trend. On average, an image 
that has appeared on WhatsApp tends to appear 4 days later 
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Fig. 9   CDFs of life of an image, along with content type, as seen on 
Twitter. Twitter tends to hold a message alive for a couple of days. 
A healthy trend is that images in the “Information” category live the 
longest on Twitter

Table 6   Characteristics of 
images mapped between Twitter 
and WhatsApp

Label Num. images Retweets (mean) Replies (mean) Life (days)

Information 79 64.18 75.27 5.05
Religious 108 42.66 45.82 3.25
Jokes/sarcasm 104 26.96 89.71 3.0
Misinformation 183 67.72 444.28 1.6
Ambiguous 146 156.82 309.64 4.2

Fig. 10   COVID-19 images’ 
temporal flow across WhatsApp 
and Twitter (a line’s thick-
ness depicts the number of 
images flowing across). Some 
Observations: a a news snippet 
originates from WhatsApp 
on March 19th and is seen on 
Twitter on 21st; b religious sup-
plication to fight COVID-19 is 
observed on WhatsApp 2 days 
earlier than on Twitter; c official 
stats of COVID-19 patients seen 
on March 30th on WhatsApp 
earlier than on Twitter
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on Twitter. This shows the importance that WhatsApp holds 
in content creation and directing the direction of discussion 
on online social networks for the Pakistani populace. These 
findings are important, in the context of the results observed 
in Table 6, where the majority (30%) of the messages that 
are common between the two platforms are misinformation, 
compared to 12% being information.

6.3 � Bots on WhatsApp

Bot activity is actively increasing across social networks 
(Shao et al. 2018). They are even sometimes deployed to 
drive the narrative in the political Twitter-sphere. Detecting 
WhatsApp bots is not a mature field, and there have not been 
any proposed methods of finding them as of yet. In contrast, 
a lot of work has been done on bot detection for Twitter 
(Gilani et al. 2019, 2017). In Sect. 6, we analyzed the flow of 
information between WhatsApp and Twitter. As a result, we 
created a mapping of which content in WhatsApp was shared 
by which users on Twitter. Leveraging this information, we 
try to understand what type of content is being shared by 
WhatsApp users, is also being shared by bots on Twitter.

Using the Yang et al. (2020) bot detection methodology, 
we perform bot classification of the Twitter users that are 
mapped with WhatsApp data. The authors have provided a 
trained model under the name of Botornot-v4. The model 
was trained on a total of 94,124 bots and 43,396 human 
accounts. An advantage of using this dataset is that it does 
not take into account the content of a tweet, but rather looks 
at an account’s metadata and also uses derived features from 
that account’s metadata. The result is that irrespective of the 
language in a given tweet, we can ascertain with a reason-
able probability if an account is a bot. These features are 
then submitted to a random forest for prediction. We used 
the service using a Python library provided by the authors.12

Out of the 470 accounts on Twitter, a total of 33 accounts 
were classified as bots. These accounts mostly share correct 
information or religious content. This suggests that these 
are social bots but are not interested in the spread of misin-
formation. Instead, the amount of misinformation shared by 
these accounts over the period of 3 weeks can be attributed 
to the infodemic. Out of all the messages being propagated 
by these bots, 14.8% were classified as misinformation. This 
is in-line with the overall trend observed by us in WhatsApp 
data, further enhancing our assumption that these bots are 
not sharing misinformation on purpose. That said, it must 
be noted that this does not represent the full scope of Twit-
ter or WhatsApp activity, and this could be the case for our 
specific dataset only.

7 � RQ4: sentiment around COVID‑19 
messages

We next ask what type of sentiment is exhibited when a user 
is sharing a message about COVID-19. More specifically, we 
look at the text messages classified earlier and try to observe 
the sentiments in each category of message. The categories 
are defined in the methodology section above.

7.1 � Sentiment across message category

Figure 11 presents the sentiment breakdown for each cat-
egory of message. Interestingly, most messages have a neg-
ative sentiments. Relative to other categories, information 
messages have the highest fraction of positive and neutral 
sentiment. This can perhaps be attributed to the nature of 
the information category. As these messages mostly consist 
of news articles, headlines, or factual posts. As a result, this 
type of content tends to be neutral. For example, a headline 
containing information regarding the number of COVID-19 
cases on a specific date gets classified as neutral (because 
it is only mentioning a fact and does not have any negative 
or positive sentiment). As a caveat, it should be noted that 
the algorithm used for classification does not understand 
COVID-19 terminology.

To complement this above, Fig. 12 presents the full dis-
tribution of sentiment scores as a violin plot. We observe 
that health information is spread across the spectrum equally 
and the interquartile range is almost in the center. Whereas 
misinformation seems to have the most negative sentiment, 
with the kernel density estimation (KDE), plotting the high-
est density above 0.6.

Fig. 11   Distribution of sentiment across different message types. The 
prevailing sentiment is negative

12  https://​github.​com/​IUNet​Sci/​botom​eter-​python.

https://github.com/IUNetSci/botometer-python
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7.2 � Sentiment across misinformation

We further group the text-based misinformation into cat-
egories, as explained in Sect. 4.3. Next, we try to under-
stand what is the general sentiment of the messages that 
contain misinformation. As seen in Fig. 12b, almost all the 
messages are classified as negative. This is in line with the 
overall message trend. The highest level of negative senti-
ment is seen in the weather myths category. Weather myths 
are a declaration that COVID-19 will be gone when the 
weather turns warmer. Weather myths are closer to being 
a conspiracy theory, where people negate the seriousness 
of COVID-19 and propose that with warmer weathers 
COVID will end. They therefore mostly talk negatively 
about the authorities for not understanding this, or about 
people they consider are profiting from COVID-19.

Interestingly, fake news is more often associated with 
a positive sentiment. This may be related to the way the 
classifier understands the text messages. For instance, a 
fake news piece was shared telling people that “A famous 
footballer was found to have corona” (translated from 
Urdu). This message was classified as positive, rather than 
negative as “famous footballer” is a positive word while 
“corona” is not detected as negative. This explains why 
most of the fake news is classified as positive. Further-
more, note that news is often told subjectively, and with 
the classifier unable to understand if “corona” is negative 
or positive, it does not attribute negative nature to fake 
news.

7.3 � Sentiment of political statements

Political polarization is rampant (Jiang et al. 2020). Paki-
stan has many political parties. Thus, rather than divid-
ing the populace into right or left wing, we divide groups 
into affiliated with government and opposition groups as 
explained in Sect. 3.4. To explore the sentiment of these 
two opposing groups, Fig. 12c displays violin plots of the 
sentiment scores for groups that fall into each political 
affiliation. Interestingly, the groups associated with oppo-
sition parties have a negative proclivity as compared to the 
rest. Groups associated with the government tend to have 
positive or neutral conversations around COVID-19. This 
can be associated with the opposition’s tendency to cri-
tique government policy regarding COVID-19 (in contrast 

(a) Sentiment values for all COVID-19 messages categorized
into 5 classes.

(b) Sentiment values for all COVID-19 misinformation mes-
sages.

(c) Sentiment values, on the basis of a groups political affil-
iation.

Fig. 12   Violin plots showing results of text sentiment analysis for all 
COVID-19 messages. Within the violin plot, box plots are rendered. 
The sentiment analyzer gives values between 0 and 1. A sentiment 
value greater than 0.6 is considered negative, and a sentiment value 
lower than 0.4 is considered positive, whereas the values in-between 
are considered neutral

▸
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to government supporters who praise current policies). As 
seen in Fig. 6b, opposition groups in our dataset tend to 
share more misinformation than government groups too.

8 � Conclusion

Understanding information spread about the pandemic on 
social media enables us to tap into the pulse of modern soci-
eties. In this study, we have analyzed the spread of informa-
tion through WhatsApp messages in the context of Pakistan 
political groups. To the best of our knowledge, this is the 
first study that provides insights into how politics, the info-
demic, and misinformation play a role in Pakistani society 
during the COVID-19 pandemic. Our work has made a num-
ber of key findings. We found that around 14% of messages 
are misinformation and that political party affiliated groups 
do play a role in the dissemination of misinformation. In 
the context of the pandemic, it was found that opposition 
parties tend to share less information and more misinforma-
tion, whereas the opposite was observed for leading parties. 
We also identified overlap between WhatsApp and Twitter 
and found that information originates earlier on WhatsApp 
as compared to Twitter. Prior to common belief, we further 
observed that bots on Twitter are not excessively involved 
in spreading misinformation. We, of course, emphasize 
that our results are based on a small subset of the overall 
conversations taking place on WhatsApp. Thus, as part of 
our future work, we wish to scale-up our measurements to 
explore if our observations generalize. This is particularly 
important in confirming the impact that political affiliation 
has on behavior.
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