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A B S T R A C T   

Emerging from the development of single-energy Computed Tomography (CT) and Dual-Energy 
Computed Tomography, Multi-Energy Computed Tomography (MECT) is a promising tool 
allowing advanced material and tissue decomposition and thereby enabling the use of multiple 
contrast materials in preclinical research. 

The scope of this work was to evaluate whether a usual preclinical micro-CT system is appli-
cable for the decomposition of different materials using MECT together with a matrix-inversion 
method and how different changes of the measurement-environment affect the results. 

A matrix-inversion based algorithm to differentiate up to five materials (iodine, iron, barium, 
gadolinium, residual material) by applying four different acceleration voltages/energy levels was 
established. We carried out simulations using different ratios and concentrations (given in frac-
tions of volume units, VU) of the four different materials (plus residual material) at different 
noise-levels for 30 keV, 40 keV, 50 keV, 60 keV, 80 keV and 100 keV (monochromatic). Our 
simulation results were then confirmed by using region of interest-based measurements in a 
phantom-study at corresponding acceleration voltages. Therefore, different mixtures of contrast 
materials were scanned using a micro-CT. Voxel wise evaluation of the phantom imaging data was 
conducted to confirm its usability for future imaging applications and to estimate the influence of 
varying noise-levels, scattering, artifacts and concentrations. 

The analysis of our simulations showed the smallest deviation of 0.01 (0.003–0.15) VU be-
tween given and calculated concentrations of the different contrast materials when using an 
energy-combination of 30 keV, 40 keV, 50 keV and 100 keV for MECT. Subsequent MECT 
phantom measurements, however, revealed a combination of acceleration voltages of 30 kV, 40 
kV, 60 kV and 100 kV as most effective for performing material decomposition with a deviation of 
0.28 (0–1.07) mg/ml. The feasibility of our voxelwise analyses using the proposed algorithm was 
then confirmed by the generation of phantom parameter-maps that matched the known contrast 
material concentrations. The results were mostly influenced by the noise-level and the concen-
trations used in the phantoms. 
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MECT using a standard micro-CT combined with a matrix inversion method is feasible at four 
different imaging energies and allows the differentiation of mixtures of up to four contrast ma-
terials plus an additional residual material.   

1. Introduction 

Computed tomography (CT) has become indispensable in modern diagnostic imaging due to its widespread availability, high speed, 
non-invasiveness as well as cost-effectiveness [1]. Technically, the degree of the absorption of radiation generated in the X-ray tube is 
tissue-specific. Thus, the trans illumination of a body from one direction leads to a summation image of the attenuations of different 
tissues. Acquisition of many such images from different spatial directions allows generation of cross-sectional images by mathematical 
reconstruction [2,3]. 

Technical developments resulted in the introduction of Dual-Energy Computed Tomography (DECT), which years ago has made its 
way into clinical routine scan protocols [4,5]. Briefly, by using two different energies, tissues, materials or contrast agents can be 
differentiated due to their particular absorption behavior at different energy levels. Consequently, substances that would be indis-
tinguishable in single energy CT may be distinguished in DECT [6]. Therefore, DECT offers advantages, for example in imaging using 
iodine-containing contrast agents, in the evaluation of post-interventional intracranial hemorrhage and classification of uric acid 
versus non-uric acid urinary stones. It has also been successfully applied to reduce periprosthetic metal artifacts [7–10]. 

In the mid-70s, Alvarez and Macovski have already proposed the theoretical basics for Multi-Energy Computed Tomography 
(MECT) based on spectral measurements [13]. With novel hybrid pixel detectors and photon-counting CT-scanners, MECT has become 
an emerging technology in which two or more energies are used for multiple material decomposition [11,12]. This, for example, offers 
multiple contrast agent imaging, reduction of beam-hardening artifacts or the differentiation of various tissues within one sample [11, 
14]. But it is not only further developments in hardware that allow multi-material dissections. Innovations in image processing also 
open up new avenues: Xue et al. and other working groups have shown that multi-material decomposition is also possible under certain 
circumstances based on DECT or even single energy data [15–20]. 

Since years, micro-computed tomography (micro-CT) has been widely used in pre-clinical research providing high-resolution 
imaging of small and very small structures, and thus is frequently used for non-destructive material testing and small animal imaging. 

For the use in small animal micro-CT trials, MECT, however, has been hitherto unexploited. Only a few specialized detectors are 
available and first in-vivo applications in mouse-models have been published recently [22–24]. With different contrast agents at hand 
[25–30], MECT is of highest interest not only for clinical, but also for preclinical imaging and non-destructive material analyses. To 
further demonstrate the potential and broaden the applicability of this technique, we investigated whether MECT can be performed 
using a standard micro-CT (i.e. non-photon counting and non-spectral detector) combined with a matrix inversion method. 

2. Material and methods 

2.1. Multi-energy decomposition 

Besides the energy of the passing through X-rays, the effective signal intensity SI of a CT-voxel depends on the volume fraction and 
the mass of each contained material as well as on their mass attenuation coefficient. Assumed that the volume fraction sums up to 1, SI 
for a combination of m different materials can be described as 
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For CT-measurements at e=m-1 different energies with a known SIpure m for m-1 materials, this equation can be solved by matrix 
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Practically, it is possible to separate m-1 different materials plus one residual using m-1 different energies. 

2.2. Simulation studies to determine the optimal micro-CT protocol 

Simulations on virtual phantoms and contrast materials using an in-house MATLAB code (MATLAB 2022b, TheMatWorks, MA, 
USA) were performed prior to micro-CT measurements in order to cover a broader range of measurements without dissipating our 
micro-CT’s capacity. Virtual phantoms at a volume of five volume units (VU) and up to four different simulated contrast materials 

A. Kronfeld et al.                                                                                                                                                                                                      



Heliyon 10 (2024) e23013

3

(iodine (I), barium (Ba), gadolinium (Gd) and iron (Fe)) were created, covering all possible combinations of the four contrast materials 
(CM) with different CM-fractions (0.0 VU, 0.25 VU, 0.5 VU, 0.75 VU and 1.0 VU) for each CM. The volume of each virtual phantom was 
filled up to five units with water, resulting in total of up to five different materials per virtual phantom. A total number of 625 different 
virtual phantoms was created. To determine the resulting overall attenuation of each phantom, i.e. the virtual gray value, the 
phantoms were virtually imaged (i.e. calculated) by multiplication of the different CM-fractions with their dedicated mass attenuation 
coefficients at the simulated monochromatic energy levels of 30 keV, 40 keV, 50 keV, 60 keV, 80 keV and 100 keV (Table 1) and 
subsequent addition. For all 15 possible four-out-of-six permutations a random factor was added to the virtual gray values to simulate 
noise. Its value was chosen to match realistic signal-to-noise (SNR)-levels derived from phantom measurements (Table 1). 

The CM-fraction was then re-calculated based on the virtual gray values using Eq. (3) for. The preassigned and the calculated CM- 
fraction were compared for each virtual phantom, and the error was defined as the absolute value of the difference between the 
preassigned and the calculated volume fraction including the volume fraction of 0.0 VU (absolute error). A Kruskal-Wallis test was then 
used to verify a statistical dependence of the results on the particular energy combination and a Wilcoxon rank-sum test to detect 
possible significant statistical differences between the results for each energy combination on a significance level of 0.05. This was 
repeated for 1000 different random noise-factors to simulate 1000 measurements. The results were averaged. 

Based on these simulations, an optimal energy combination was determined. For the optimal energy combination, firstly, the 
influence of noise was determined and secondly, the errors for each CM at different volume fractions as well as for different CM- 
combinations were described. Overall, 1000 measurements were performed on 625 phantoms made from 4 different CM at 15 
different permutations which resulted in 37.500.000 single values to be compared to their true value. 

2.3. Phantom scans using the micro-CT 

Eppendorf tubes (Eppendorf Safe-Lock Tubes, 2.0 ml, Eppendorf AG, Hamburg, Germany) were filled with different solutions 
containing iodine, barium, gadolinium or iron (Imeron® 400 mg/ml -Iod, Bracco Imaging Deutschland GmbH, Konstanz, Germany; 
Micropaque ® 1 mg/ml -Barium, Guerbet GmbH, Sulzbach, Germany; Gadovist® 604 mg/ml – Gadolinium, Bayer Vital GmbH, 
Leverkusen, Germany; Ferro Sanol® 20 mg/ml - Iron, UCB Pharma GmbH, Monheim am Rhein, Germany) in various concentrations 
and combinations. The solutions were gelled by adding 2 % agarose to avoid motion artifacts from air bubbles during the micro-CT 
rotation. Phantoms containing a combination of iron and barium could not be prepared, as they chemically reacted to barium fer-
rate and precipitated. All mixtures and concentrations of the materials in the different phantoms are shown in Fig. 1. 

For our imaging studies, an industrial X-ray inspection system (Fig. 2) was used (Yxlon Cheetah; Yxlon International GmbH, 
Hamburg, Germany). The system contains a cone beam X-ray source equipped with a multifocus X-ray tube allowing operation in a 
microfocus, nanofocus or high-power mode. A hairpin-filament with a diameter of 200 μm was used to produce a voltage-dependent 
electron beam of 10 μm–100 μm width, which is focused onto a diamond-like carbon-coated tungsten/beryllium transmission target, 
resulting in a spot size of less than 1 μm. The opening angle of the beam was 10◦. Both, current and voltage were freely selectable. This 
enables the generation of acceleration voltages of 30 kV–160 kV in steps of 1 kV, which in turn allows the exertion of multi-energy 
experiments. The anode current is freely adjustable from 1 μA to 1000 μA in 0.1 μA steps. Depending on the focus size, the current 
is limited by the device itself. 

The system featured a 16-bit direct digital flat panel detector (1616 Amorphous Silicon Digital X-ray Detector; Varex Imaging) with 
a maximum acquisition rate of 24 frames per second (fps) in a 1 × 1 mode (i.e. unbinned scanning mode; pixel matrix of 1280 × 1280) 
and a pixel pitch of 127 μm2 (3.94 line pairs/mm). The scanner theoretically provides X–Y feature recognition down to 350 nm and a 
geometric magnification level of up to 3000 × . 

Cone beam-CT-functionality was achieved by rotating the phantoms in the X-ray beam between the X-ray source and the flat panel 
detector. 

For image acquisition, the phantoms were placed in a 3D-printed phantom holder and clamped in the three-jaw chuck of the micro- 
CT. 720 projections were acquired during one 360◦ rotation of the phantom holder at an imaging frequency of 8 fps and 6 averages, 
which resulted in a iteration time of the detector of 750 ms. The anode current was adapted to obtain similar gray values for every 
acceleration voltage, typically around 250–300 μA at 30 kV and 8–15 μA at 100 kV. A calibration of the detector was performed prior to 
each measurement. Scans were performed at acceleration voltages of 30 kV, 40 kV, 50 kV, 60 kV, 80 kV and 100 kV. Filtered back 
projection was used to reconstruct images with an isotropic voxel size of 0.07 × 0.07 × 0.07 mm3 in a 1260 × 1260 x 1260 matrix. 

Table 1 
Values at different energies used for simulations.  

Energy [keV] Attenuation coefficient [μ/ρ] [32] SNR 

Iodine Barium Gadolinium Iron 

30 8.561E+00 9.904E+00 1.484E+01 8.176E+00 215 
40 2.210E+01 2.457E+01 6.920E+00 3.629E+00 310 
50 1.232E+01 1.379E+01 3.859E+00 1.958E+00 320 
60 7.579E+00 8.511E+00 1.175E+01 1.205E+00 310 
80 3.510E+00 3.963E+00 5.573E+00 5.952E-01 265 
100 1.942E+00 2.196E+00 3.109E+00 3.717E-01 225  
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Fig. 1. Phantoms for the Phantom Study: Phantoms with associated contents (A) and their position in the phantom holder (B). Exemplary 
representation of the sectional, scaled images of the optimal acceleration voltages used (C).). (I: Iodine, Gd: Gadolinium, Ba: Barium, Fe: Iron). 

Fig. 2. Experimental setup: Phantom holder equipped with Eppendorf-Tubes clamped in the three-jaw chuck of the industrial micro-CT at the time 
of the examination. The detector (A) is above the working position to provide a view of the phantom holder (B). The X-ray-tube is positioned below 
with the transmission target visible (C). 
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2.4. Material decomposition using a matrix inversion algorithm 

The micro-CT data sets were saved and exported in a DICOM-format. For a region of interest (ROI)-based evaluation, ROIs were 
placed in each phantom in an area showing no inhomogeneities (e. g. air bubbles). The mean signal intensity of every ROI was analyzed 
using the evaluation algorithm as indicated in Eq. (3). To provide reference values for SIpure for every energy, ROIs were placed only in 
phantoms containing a single CM of known concentration. The voxel data was filtered by a Gaussian filter (σ = 1) and then passed to 
the evaluation algorithm together with the mean pure signal intensities. 

The in-house evaluation algorithm (MATLAB 2022b, TheMathworks, MA, USA, MATLAB-command: inv) solved Eq. (2) for the 
signal intensity of every single phantom at four different energy levels and the pure signal intensities for every CM at four different 
energies. It provided the concentration c of every CM and the residual content of the voxel. 
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After decomposition of the CM-concentrations for every possible four-out-of-six combination of acceleration voltages, similar to the 
simulation study, a Kruskal-Wallis test was used to verify a statistical dependence of the results on the particular combination of 
acceleration voltages and a Wilcoxon rank-sum test to detect possible significant statistical differences between the results for each 
combination of acceleration voltages on a significance level of 0.01. 

The calculated concentrations are compared to the known concentrations by forming the absolute difference given in mg/ml and 
the relative difference given in % (specified in the supplementary material). 

2.5. Calculation of noise and signal-noise-ratio 

Whenever noise is specified, it was determined by subtracting the gray values or concentration values of two adjacent layers from 
each other, dividing the values by the root mean square of 2, and then forming the standard deviation in a region of interest [33]. To 
calculate the SNR, the average signal of the two layers in the region of interest was divided by the value of the noise. 

2.6. Determination of the influence of various interferences on the results 

To determine the influence of different conditions of the environment or disturbances on the results, different parameters of the 
experimental setup were varied to generate different possible measurement conditions. This included an increase of noise, an increase 
of scattering, significant lower CM-concentrations and the presence of artifacts. The differences of the true and the determined con-
centrations are given in absolute values to include the errors made, when the true concentration is zero (i. e. including false positives). 
Figures depicting the relative errors can be found at the supplementary material. 

For every comparison, the afflicted and the normal measurements were done in one sitting and thereby under the same conditions 
(except the measurement of varying concentrations). As a byproduct, the measurements done for comparison could be used to get a 
rough survey on the reproducibility of our measurements. All measurements were done on concentration maps derived from the 
optimal acceleration voltages with an detector iteration time of 750 ms and evaluated using Gaussian filtering with σ = 1 (unless 
otherwise noted) and for voxel containing phantom material. 

2.6.1. Noise 
To determine the influence of the noise, images with different noise levels were generated at the previously determined four 

optimal energies. For this purpose, the time of data iteration of the detector was set to 125 ms, 375 ms and 750 ms. As a control, the 
noise and SNR were determined in the manner described above and the concentrations of the different test substances in each phantom 
were determined for all 3 iteration times and compared to the true concentrations. 

Another way to influence the noise is to increase the filtering of the raw images. To determine the influence of filtering, Gaussian 
smoothing with σ = 1, σ = 3 and σ = 6 was applied to the unprocessed images. 

2.6.2. Scattering 
To vary the scattering, the distance between the X-ray tube and detector was increased from 264 mm to 329 mm (25 %), but the 

image geometry was preserved so that the magnification remained constant. In addition, the image intensity was adjusted via the tube 
current so that it was constant for all measurements. For this, the current had to be increased between 6 μA at 100 kV and 73 μA at 30 
kV. This caused an increase in the scatter due to the increased distance between the X-ray tube and the detector but no major change in 
SNR. Again, the true and calculated contrast material concentrations were compared for the two different distances between the X-ray 
tube and detector. 
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2.6.3. Artifacts 
A metal pin was inserted into the center of the phantom holder, which produced radial beam hardening artifacts. The concen-

trations of the contrast materials were calculated in the presence and absence of artifacts and compared with the true concentrations. 

Fig. 3. Determination of the Optimal Energy/Voltage: Comparison of the results of simulation and phantom study: A and B show the influence of 
the energy permutation/the acceleration voltages on the absolute difference between the known and the calculated concentration given in volume 
units (VU) for the simulations and absolute values for the phantom measurements. In C and D, for a better visualization, selected permutations with 
smaller differences are magnified. In E and F, the differences are itemized for the different CM. On each box, the central line indicates the median, 
and the bottom and top boundary of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data 
points not considered outliers, outliers are not shown.). (I: Iodine, Gd: Gadolinium, Ba: Barium, Fe: Iron). 
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2.6.4. Lower CM-concentrations 
To estimate the influence of contrast material concentration on the accuracy of the method, the experiment was repeated using 

phantoms with 20 % of the initial concentration (i.e., maximum 4 mg/ml) of contrast materials. The true and calculated concentrations 
were compared and contrasted with the results obtained with phantoms of high concentration from the noise-measurements with an 
iteration time of 750 ms. 

2.6.5. Reproducibility 
As a by-product of the previous measurements, the reproducibility of the method over several days could be determined from the 

comparison images. For this purpose, the variation of the deviations of the calculated from the true concentration values was given. 

2.7. Determination of recognition-rates 

Considering true positive or false negative voxels gives a good impression of the binary identification of the algorithm. The 
recognition rates were calculated for all CM using the following formulas, whereby the threshold above which a voxel was classified as 
“containing CM” was defined as 1 % of the median SI in the air outside the phantom holder. 

TPR=
TP

TP + FN
+100% Eq. 4a  

TNR=
TN

TN + FP
+100% Eq. 4b  

FPR=
FP

FP + TN
+100% Eq. 4c  

FNR=
FN

FN + TP
+100% Eq. 4d 

(TPR: true positive rate, TP: true positive, TNR: true negative rate, TN: true negative, FPR: false positive rate, FP: false positive, 
FNR: false negative rate, FN: false negative). 

The calculation of the four values was done on concentration maps from the optimal acceleration voltages with an detector iter-
ation time of 750 ms and evaluated using Gaussian filtering with σ = 1 and for voxel containing phantom material. 

Fig. 4. Voxelwise evaluation: Calculated fraction maps of the different CM (Gaussian filtering with σ = 3). (A) Reflect the results of the ROI-based 
evaluation. (B) True and calculated concentration fractions for each phantom. The numbers below the materials and dotted grid lines depict 
concentrations of 5 mg/ml, 10 mg/ml and 20 mg/ml. Circled letters correspond to the phantom identification as shown in Fig. 1. On each box, the 
central line indicates the median, and the bottom and top boundary of the box indicate the 25th and 75th percentiles, respectively. The whiskers 
extend to the most extreme data points not considered outliers, outliers are not shown.). (I: Iodine, Gd: Gadolinium, Ba: Barium, Fe: Iron). 
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3. Results 

3.1. Simulated material decomposition 

The Kruskal-Wallis test showed a statistical dependence of the results on the particular combination of simulated energies (p ≪<

0.01). The smallest median absolute difference was reached when combining 30 keV, 40 keV, 50 keV and 100 keV with 0.01 
(0.003–0.15) VU, which does not differ significantly from the differences caused by the energy-combinations number 1, 2, 5 and 8 
(Sup. 1). The absolute errors for each individual CM showed differences with remarkable lower error values for Gd and Fe: I 0.16 
(0.07–0.27) VU, Gd 0.003 (0.002–0.006) VU, Ba 0.14 (0.07–0.25) VU and Fe 0.005 (0.002–0.009) VU (median (25 %–75 %)) (Fig. 3 E, 
Sup. 2). The error for the 15 different four-out-of-six combinations of acceleration energies is shown in Fig. 3 A and C. 

A variation of noise from 0.1 times to twice the original noise resulted in a linear decrease and increase of the error, respectively. 
Moreover, we did not observe an error-dependence on the different volume fractions or mixtures of CM. 

3.2. Phantom measurements using the micro-CT 

The ROI-based phantom evaluation showed comparable characteristics to the simulation evaluation including a significant 
dependence from the combination of acceleration voltages, albeit slightly shifted to higher energy levels. The differences between the 
known and the calculated concentrations are small as long as 30 kV, 40 kV and either 50 kV or 60 kV are included into the combination 
of acceleration voltages. The minimal difference was determined when combining acceleration voltages of 30 kV, 40 kV, 60 kV and 
100 kV with a median of 0.28 (0–1.07) mg/ml overall (Fig. 3 B and D) and 0.13 (0–0.79) mg/ml for I, 1.01 (0–3.50) mg/ml for Gd, 1.02 
(0–3.15) mg/ml for Ba and 0.33 (0–1.45) mg/ml for Fe (median (25 %–75 %)) (Fig. 3 F, Sup. 2). As in the simulation study, the results 
for this combination of acceleration voltages shoes no significant difference to the surrounding combinations (Sup. 1). 

The voxel wise evaluation at the optimal energy combination derived from the ROI-based phantom evaluation provided an 
overview of the expected appearance of MECT-parameter maps. In contrast to the preceding result of the simulation study, a mutual 
influence of the different CM was visible, especially in phantom g, where three CMs were combined. We moreover noticed, that the 
concentration of Ba was frequently underestimated, whereas the concentration of Gd was frequently overestimated (Fig. 4 B). 

3.3. Influence of various interferences on the results 

3.3.1. Noise 
By varying the time of data iteration of the detector from 125 ms to 750 ms, the noise could be approximately bisected (Sup. 3 B). 

This led to a reduction of the differences between the known and the calculated concentrations of more than 50 % for all CM (Table 2, 
Fig. 5 A, Sup. 3 A). Smoothing the raw images by Gaussian filtering leads to an exponential decay of the noise values (Sup. 3 D). The 
differences in concentration are following this exponential pattern and are reduced from σ = 1 to σ = 6 for all CM (Table 2, Fig. 5 B, 
Sup. 3 C). 

3.3.2. Scattering 
It was possible to increase the distance between the X-ray-source and the detector by 25 % with only minor changes of the signal 

intensities and noise by increasing the anode current (Sup. 3 F). The remaining influences by the increased scattering only led to small 
changes of the differences between the known and the calculated concentrations (Table 2, Fig. 5C, Sup. 3 E). 

3.3.3. Artifacts 
The metal pin in the center of the phantom holder lead to moderate beam hardening artifacts (Sup. 4 E and F). The high signal 

intensity of the metal pin led to an adjustment of the total image intensity during the reconstruction. This reduced the signal intensity 

Table 2 
Absolute values of differences between known and calculated concentration given in mg/ml as median (interquartile range) unless otherwise stated.    

Iodine Gadolinium Barium Iron 

Noise 125 ms 6.19 (7.61) 24.81 (30.65) 16.19 (19.96) 10.91 (13.41) 
375 ms 3.64 (4.49) 14.80 (18.22) 9.52 (11.74) 6.52 (8.05) 
750 ms 2.60 (3.20) 10.04 (12.39) 6.63 (8.19) 4.55 (5.60) 

Gauss σ = 1 2.60 (3.20) 10.04 (12.39) 6.63 (8.19) 4.55 (5.60) 
σ = 3 0.84 (1.04) 3.66 (4.55) 2.37 (2.90) 1.77 (2.29) 
σ = 6 0.43 (0.53) 2.23 (2.99) 1.45 (1.82) 1.11 (1.66) 

Scattering higher 3.51 (4.32) 14.05 (17.36) 9.23 (11.37) 6.18 (7.63) 
lower 3.54 (4.38) 14.73 (18.15) 9.39 (11.58) 6.55 (8.07) 

Artifacts with 3.04 (3.75) 11.68 (14.43) 7.68 (9.48) 5.10 (6.28) 
without 2.70 (3.33) 10.09 (12.67) 6.82 (8.43) 4.53 (5.61) 

Concentrations max. 4 mg/ml (abs.) 2.04 (2.52) 9.49 (11.70) 8.38 (10.35) 3.64 (4.48) 
max. 20 mg/ml (abs.) 2.60 (3.20) 10.04 (12.39) 6.63 (8.19) 4.55 (5.60) 
max. 4 mg/ml (rel. [%]) 85.77 (115.1) 392.0 (512.6) 320.9 (431.8) 147.0 (183.3) 
max. 20 mg/ml (rel. [%]) 25.14 (34.68) 80.40 (107.6) 54.37 (72.44) 43.66 (67.10)  
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within the phantoms by about 1/3, but also reduced the noise by about the same amount (Sup. 4 C and D). This leads to a comparable 
SNR and also comparable differences between the known and the calculated concentrations with and without artifacts (Table 2, Fig. 5 
D, Sup. 4 A and B). 

Fig. 5. Influences of different changes of the measurement and evaluation environment: The increase of integration time of the detector and 
thus the decrease of noise reduces the differences between the known and the calculated concentrations (A). (B) Shows the similar effect of 
increasing Gaussian filtering. Increased scattering (C) and the presence of artifacts (D) have no major effect on the differences. Lower CM (contrast 
material)-concentrations do not lead to higher absolute differences (E) but strongly increase the relative difference (F). (I: Iodine, Gd: Gadolinium, 
Ba: Barium, Fe: Iron). 
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3.3.4. Lower CM-concentrations 
Even after reducing the CM concentrations to 1/5 of the initial concentrations (maximum concentration 4 mg/ml), it was possible 

to break down the gray values into the different CM. The absolute differences between known and calculated concentrations were 
comparable to those of measurements with high concentrations (Table 2, Fig. 5 E). However, looking at the relative differences gives a 
better impression. Here it can be seen that the differences in the case of low concentrations are on average about 4 times the values of 
the differences in the case of high concentrations (Table 2, Fig. 5 F). 

3.3.5. Reproducibility 
The reproducibility of the signal intensities within the phantoms was good over 4 different measurement days. However, the noise 

differs by up to 30 %–40 %. This leads to deviations in the concentration differences of over 30 % in the case of Fe and Ba but better 
deviations for I and Gd (Sup. 5). 

3.4. Recognition rates 

The recognition-rates were determined for every CM following Eq. 4a-d (Table 3, Fig. 6). 

4. Discussion 

Micro-CT has become a mainstay of modern, non-invasive laboratory small animal imaging as it yields optimized insights into 
different pathologies, allows the evaluation of novel therapeutic strategies and mainly underpins the 3R-principle (i.e. refinement and 
reduction). The 3R principle represents the most important ethical principle in experimental animal research. Consequently, micro-CT 
has been utilized for a vast range of applications such as imaging of mouse brain vessels [34], bony structures [35], tumors [36], 
contrast agent development [37] and many others [21]. Focusing on MECT using micro-CT, only a limited number of studies has been 
performed hitherto. Whereas in almost all studies micro-CT were equipped with highly specialized spectral detectors, photon counting 
detectors, or dedicated X-ray sources [38–43], to our best knowledge, no such MECT studies using a conventional micro-CT exist. 

As indicated above, spectral detectors such as the medipix3 and the DECTRIS detector allow MECT [14,22–24,44–46]. This type of 
detector, for example, is able to detect and count individual particles that hit each detector pixel. Thus, this detector is both 
energy-resolving and photon-counting and thereby allows quantitative imaging. In our case, a normal energy-integrating detector 
(EID) is used in our experiments, and consequently, the detected signal is proportional to the total energy deposited by all photons 
without neither specific information regarding individual photons and their energy nor relevant spectral information. To differentiate 
between different CM using an EID, the energy levels as well as their number (depending on the number of CM to be differentiated) 
must be known in advance. The disadvantage is given by the fact, that the more spectral information is required, the more often an 
object hast to be imaged at another energy level. One workaround to reduce the problem of multiple scans for MECT with EIDs has been 
recently published by Ren et al. who mounted a z-axis split-filter (0.05 mm Au, 0.6 mm Sn) on one tube of a dual-source EID CT scanner 
[42,43]. With the two split X-ray beams from the first tube and the third beam from the second tube, they were able to acquire different 
X-ray spectra with three beams simultaneously and were able to distinguish three contrast materials (I, Gd, Bi plus water). In our 
experiments using an EID even four different contrast materials (plus residual non-contrast material) were differentiated. 

A drawback of our setup is the fact that a) increased radiation doses are required due to repeated scans at different energy levels and 
b) problems in material decomposition may arise from movements when scanning living animals repetitively. Therefore, photon 
counting or multi-source-CT may preferably be used in preclinical MECT imaging. However, by far, these scanners are not ubiquitously 
available. The experimental approach described herein may help to bridge the gap until photon-counting CT-scanners (also in small 
animal imaging) will be available and hence MECT-experiments at lower radiation doses are feasible. 

X-ray imaging normally relies on energy spectra. This becomes apparent, when comparing our simulations to the micro-CT-based 
phantom measurements. Although the micro-CT measurements generally confirm the results of the simulations, we observed a slight 
shift towards higher energy levels when using the micro-CT. This may be explained by the fact, that the selected acceleration voltage 
represents only the highest energy of a continuous spectrum of X-rays. Whereas our simulations were based upon discrete (i.e. virtually 
monochromatic) energy levels (30 keV, 40 keV, 50 keV, and 100 keV) the continuous spectrum of X-rays used in our micro-CT ex-
periments also included X-rays at lower energy levels, which may have caused this shift towards slightly higher acceleration voltage 
levels (30 kV, 40 kV, 60 kV, and 100 kV) to reach comparable results. Both, simulation as well as phantom experiments suggest optimal 
results if two lower, one mid and one high energy/acceleration voltage are included into the combination. Regarding the attenuation 
coefficients of the different CM, it is striking, that the k-edges of the materials are located in the lower and the middle energy-ranges 
(Fig. 7). The different relations of signal intensities at the different energies/acceleration voltages enable the decomposition-algorithm 
to work optimally and produce the best results. The contrast materials as well as their required concentrations can be considered prior 
to animal experiments, hereby supporting the 3R-principle. 

Table 3 
TPR and FNR of the four CM.   

Iodine Gadolinium Barium Iron 

TPR 98.1 % 81.4 % 84.2 % 83.4 % 
FNR 1.85 % 18.6 % 15.8 % 16.6 %  
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Interestingly, in our simulations, typical MRI-contrast materials such as Gd and Fe that are rarely used in CT-imaging showed a 
superior quantifiability with a minimal error compared to typical CT-contrast materials such as iodine and barium (Fig. 3E). This is 
most probably due to the more suitable attenuation characteristics that depend on the applied energy. Whereas iodine-based and 
barium-based CMs showed very similar attenuation curves, the curves of each gadolinium and iron differ and can be differentiated 
more easily at optimal maximum energy levels (Fig. 7). Moreover it is notable, that the best results can be achieved, if 30 kV and 40 kV 
are enclosed in the evaluation. This can be explained by energy levels of the k-edges of I and Ba in the spectrum below 40 kV, which 
covers that range well [47]. In the range of the energy spectrum below 30 kV the attenuation coefficient of Gd differs significantly from 
the other attenuation coefficients, which improves the separation of Gd as well as the k-edge of Gd in the energy range below 60 kV. Fe 
does not exhibit a k-edge in the whole chosen energy spectrum which makes it well separable from the other CM. When comparing the 
quantifiability of contrast materials in real CT phantom scans (Fig. 3F), however, the advantage of Fe and Gd does no longer exist. This 
is most probably is due to the applied continuous spectrum of X-ray. 

The voxelwise evaluation can give an idea of how MECT-in vivo experiments may look like and which quantification accuracy one 
may expect. 

The investigations of the further influences on the accuracy of the method show that the optimization of the noise or the SNR is 
indispensable for the realization of the method. Besides the possibility to influence the image quality already during the image 
acquisition (e.g. by increasing the number of averages or the duration of signal collection), the noise of the output data can also be 
positively influenced afterwards by suitable filtering. Both methods have their advantages and disadvantages, which are less important 

Fig. 6. True and false recognition rates: True and false recognition rates given in % for every CM (contrast material; TPR: true positive rate, TNR: 
true negative rate, FPR: false positive rate, FNR: false negative rate). 

Fig. 7. Attenuation Curves: Attenuation curves of the different contrast materials by energy show a similar trend for I (Iodine) and Ba (Barium) 
with slightly different k-edges, whereas the attenuation curves of Gd (Gadolinium) and Fe (Iron) differ from those of I and Ba, as well as from 
each other. 
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in our phantom study than they would be in a preclinical study in small animals: Longer acquisition times can lead to problems or 
errors in the calculation of CM concentrations in the living animal due to respiration, heartbeat or even rapid removal processes of the 
CM. Filtering during post-processing of the images does not affect the duration of the measurement, but can lead to a loss of small 
details and spatial resolution. Here it is necessary to take care that the filtering is adapted to the details that are investigated (e. g. 
moderate filtering, edge-preserving). A solution here can be a suitable combination of optimization of image acquisition and filtering 
in post-processing. Another improvement might also be achieved with post-processing based on neural networks. However, it must be 
ensured that the gray values are not changed, so that the calculated concentrations are not distorted. 

TPR and FNR are very good for iodine and acceptable for the other three CM (Table 3). However, the values for TNR and FPR are 
each around 50 % (Fig. 6). This means that only 50 % of the voxels that actually do not contain CM are recognized as such, or 50 % of 
the voxels that actually do not contain CM are still recognized as such. All in all, this means that the sensitivity of the method is good, 
but the specificity is only around 50 %. 

To conclude, quantitative MECT using a micro-CT with an energy integrating detector is feasible and can be used for up to four 
different energy levels. Furthermore, the precedent simulations in our approach may help to confine scan protocols prior to testing. A 
suitable noise-management is of utmost importance. 
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