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There is growing interest in the facial signals of domestic cats. Domestication may have shifted 
feline social dynamics towards a greater emphasis on facial signals that promote affiliative bonding. 
Most studies have focused on cat facial signals during human interactions or in response to pain. 
Research on intraspecific facial communication in cats has predominantly examined non-affiliative 
social interactions. A recent study by Scott and Florkiewicz1 demonstrated significant differences 
between cats’ facial signals during affiliative and non-affiliative intraspecific interactions. This follow-
up study applies computational approaches to make two main contributions. First, we develop a 
machine learning classifier for affiliative/non-affiliative interactions based on manual CatFACS codings 
and automatically detected facial landmarks, reaching above 77% in CatFACS codings and 68% in 
landmarks by integrating a temporal dimension. Secondly, we introduce novel measures for rapid 
facial mimicry based on CatFACS coding. Our analysis suggests that domestic cats exhibit more rapid 
facial mimicry in affiliative contexts than non-affiliative ones, which is consistent with the proposed 
function of mimicry. Moreover, we found that ear movements (such as EAD103 and EAD104) are highly 
prone to rapid facial mimicry. Our research introduces new possibilities for analyzing cat facial signals 
and exploring shared moods with innovative AI-based approaches.

Most mammals produce facial signals2,3, facilitated by their cranial structure, which consists of unique 
features4and complex facial musculature5. These signals vary in their physical form and social function, playing 
a crucial role in mammalian social interactions. For instance, mammals use facial mimicry to facilitate complex 
social activities that are essential for managing long-term social bonds6. Facial mimicry is the matching of a 
facial signal of another individual shortly after viewing it7–15. Several studies have demonstrated links between 
facial mimicry, emotion recognition, and emotional contagion10,16. As a result, some researchers suggest that 
facial mimicry may be an evolutionary precursor to empathy in humans17. Many studies on facial mimicry have 
further focused on the facial signals that are rapidly produced during bouts of play7,9,12–14,18–20. Previous research 
has identified two distinct dimensions of facial mimicry. First, facial signals can be mirrored either exactly or 
based on types (i.e., pre-existing categories of facial signals7,15). For example, an individual may mirror all facial 
movements produced by another (exact mirroring) during play or just key facial movements associated with play 
faces (type mirroring). Second, facial signals can be mirrored either rapidly (within 1 second or less of viewing) 
or with a delay (>1 second of viewing13). Rapid facial mirroring is crucial for social bonding and has been found 
to extend affiliative interactions13. Delayed facial mirroring is rare and often occurs during later stages of social 
interactions13. Facial mimicry has been observed in multiple primate7,9,13,14,18,19and carnivore12,15 species.

The facial signals of domesticated cats (Felis catus) are receiving increased attention in the context of facial 
signaling for several reasons. First of all, due to selective breeding by humans21–23, facial features of domesticated 
cats vary, resulting in a greater number of breed types and diversity of morphological features24. Second, cats 
also produce many different facial signals at the species level, some of which have been systematically captured 
by focusing on individual facial movements (that are combined to create a signal25). Discrete facial movements 
have been associated with fear, frustration, relaxed engagement, and pain26–28among domesticated cats. Due to 
the complex social organization and communication of cats29, those signals play an important role within cat 
colonies. Interactions between animals depend on social roles30, and the facial signals could show the nature of 
such interactions31.
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To date, most studies addressing facial signaling in cats focus on pain32–34. For example, the Feline Grimace 
Scale (FGS27) is a validated instrument for cat pain assessment. The FGS was further evaluated in Evangelista 
et al35,36., indicating the reliability of using images as compared to direct, real-time observations and agreement 
across scorers with different backgrounds and experience. Yet such facial analysis instruments are task-
dependant and rely on the researcher’s subjective judgments, which may influence their reliability and validity. 
This leads to the need for the development of more objective methods for facial analysis, which use a unified 
system applicable to different breeds and individuals.

The Facial Action Coding System (FACS)37, is one of the most commonly used methods for objectively 
analyzing changes in facial movements related to human emotions38,39or facial mimicry40–42. Annotators are 
trained to identify facial movements produced in a signal with equal emphasis on each movement using FACS. 
Each facial movement is a variable (action unit or action descriptor), and each facial signal is created using a 
combination of variables. FACS has recently been extended to other animals (AnimalFACS), including non-
human primates, as well as horses, dogs, and cats25,43–47. For instance, Scott and Florkiewicz1 used the CatFACS 
to study intraspecific social interactions in cats. They examined the number and types of facial movements and 
action units (AUs) observed in a facial signal to measure its complexity and compositionality in affiliative and 
non-affiliative contexts. It was found that compositionality, rather than complexity, was significantly associated 
with the social function of intraspecific facial signals, meaning that the combinations of specific facial movements 
could be typical to different interaction contexts and possibly characterize them.

One alternative approach for animal facial analysis is the use of geometric morphometrics48,49, where specific 
points (landmarks) are placed onto images to represent the shape of the animal’s face. Geometric morphometric 
placements are associated with their relative locations, and differences in these positions are indicators of shape 
variation. Finka et al50. applied such an approach to analyze facial shape change associated with pain in domestic 
short-haired cats. A scheme of 48 facial landmarks was developed, specifically chosen for their relationship with 
underlying musculature and relevance to cat-specific facial movements (using CatFACS). A notable correlation 
was found between facial shape changes related to pain and another validated tool for pain assessment (the 
UNESP-Botucatu MCPS tool51). Facial landmarks serve as a quantitative representation of the animal’s facial 
structure, and the change in the landmarks’ coordinates could serve as a signal of the specific condition or 
movement. This approach, like the FACS one, is also prone to potential bias, because the position of some 
landmarks could be misinterpreted without proper instructions. For instance, in the scheme developed by Finka 
et al., some of the muzzle landmarks correspond to inner muscles rather than to the visible facial features, so 
their placement depends on the annotator’s expertise in the cat’s facial anatomy. It’s worth noticing that manual 
landmark annotation also requires an immense amount of time and effort52, especially with a considerable 
number of landmarks.

Utilizing machine learning techniques and computational approaches can significantly enhance animal facial 
analysis. Automated tools have many advantages over manual coding, and they also have the potential to reduce 
subjectivity and bias in some cases53,54. Unlike manual methods, these tools apply general learned rules, which 
makes them applicable in different contexts. Automated facial signal coding has matured in the human domain, 
with numerous commercial tools available, such as FaceReader38and more. In animals, such approaches are just 
beginning to emerge, both in the context of grimace scale automation for pain detection55–57and for various 
emotional states classification58,59. One of the limitations of an automated approach is that automated tools 
require diverse training data, which usually implies careful preparation and a lot of preliminary work.

While developing animal analogs to FaceReader might require considerable resources (due to the data 
collection and validation), further interesting venues exist to explore. First, when AnimalFACS manual 
coding is already available, applying machine learning techniques can provide additional value, expanding 
and complementing the most commonly used statistical analysis methods. For instance, using the DogFACS 
coding, Boneh-Shirtrit59presented a decision trees-based model for classifying positive and negative emotional 
states in dogs. This approach showed lower classification performance than deep learning for the same task but 
was explainable and complemented findings discovered by performing statistical analysis related to emotional 
indicators. Secondly, the methods of geometric morphometrics present an alternative promising avenue for 
automated movement analysis. The tools for automated detection of facial landmarks were recently developed 
for domestic cats57,60. Using landmarks detected in the frames of the same video, it is possible to track the 
changes in an animal’s face through time and identify even the subtle facial movements, which is not possible 
with manual annotation61,62. This approach negates the issue with manual landmark annotation time cost, 
allowing for automated video processing and introducing the temporal dimension into the landmark-based 
methods for animal affective computing63.

The current study leverages these computational directions for investigating intraspecific social interactions in 
cats using the dataset of Scott and Florkiewicz1. First, we investigate to what extent machine learning algorithms 
can classify the context (affiliative/non-affiliative) of these interactions and what cat facial movements are more 
informative for this task. In this context, we specifically consider manual CatFACS-coded variables, studying 
the importance of the temporal dimension, i.e., the order in which the action units appear. Such an approach 
may demonstrate that cats interact by specific facial movements not only by “presenting” them but also by 
doing that in a specific order, and this order is important in terms of the context of interaction. We additionally 
apply the facial landmark detector as an alternative approach based on geometric morphometrics, providing 
a fully automated end-to-end pipeline to classify positive/negative interactions based on cat facial landmarks. 
The second contribution of this study is investigating whether domesticated cats exhibit facial mimicry. To our 
knowledge, this study is the first to address rapid facial mimicry in domesticated cats. As cats are known for their 
social flexibility, which enables them to coexist peacefully in multi-cat households and large colonies64–71, we 
predict that rapid facial mimicry would be more common in affiliative social interactions among cats, given its 
association with social bonding activities (such as play) in other mammals.
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Methods
Dataset
The data were collected at the CatCafe Lounge, a non-profit rescue organization in Los Angeles, CA, was 
established in 2018 to promote cat adoption. The lounge has an open indoor layout where guests can interact 
with about 20-30 cats available for adoption. Data were collected from August 2021 to June 2022 and comprised 
186 communicative events. 53 adult domestic shorthaired cats (27 females and 26 males) that were all spayed/
neutered participated in the study.

The study protocol was approved by the CatCafe Lounge and was conducted in accordance with the NC3R’s 
ARRIVE guidelines and the Association for the Study of Animal Behaviour’s guidelines for the treatment of 
animals in behavioral research. Because the study used non-invasive behavioral observations (recorded in 
staff and visitor viewing areas), full IACUC approval was waived for this study. The Ethical Committee of the 
University of Haifa also waived ethical approval for the current study.

Video recordings were taken with a Panasonic Full HD Video Camera Camcorder HC-V770 using 
opportunistic sampling. All 184 videos have a frame rate of 60 fps and a total length of 194 minutes. The observer 
took video recordings just before the start of a communicative event using the camcorder’s pre-record function. 
Video recordings ended when cats either dispersed away from one another (i.e., the cats proceeded to face 
away from each other and move in opposite directions) or ceased producing any further communicative signals 
towards one another (but may still be facing each other and/or be in close proximity to one another). Figure 1 
shows an example frame from the video in the dataset.

Each cat interaction on video is categorized with one of the two contexts: affiliative and non-affiliative, 
consistent with previous studies29,70,72. The categorized facial signals were based on the presence or absence 
of certain behaviors outside of communication that are strongly associated with each context. For instance, 
affiliative social interactions often include grooming and/or bodily contact, such as resting together, sniffing 
noses, allorubbing, and vertical tail positioning29,70,72–75. In contrast, non-affiliative social interactions include 
vigilance behaviors such as staring and slow approaches; defensive posturing such as stiffening and piloerection; 
and fighting-related behaviors such as biting, hissing, scratching, and swatting76–79.

The recordings were manually coded by Scott and Florkiewicz1using the Cat Facial Action Coding System 
(CatFACS)25. The facial signal is defined as a movement of facial muscle(s) that a cat produces and directs 
towards, by positioning their body towards and fixating their eyes on, another cat in order to communicate with 
them (i.e., influence and/or change their behavior1,80). It’s important to note that the facial movements were 
considered as communicative if they met the two “directed” criteria. Facial movements that occurred when 
the signaler’s body wasn’t turned towards a conspecific and/or the eyes weren’t fixed on a conspecific were not 
included in our coding1. While it is possible that some instances of facial signaling may happen when cats are not 
looking directly at and have their body turned towards conspecifics, it was decided to take a cautious approach 
and concentrate only on cases of facial signaling that are most likely to be communicative. All action units were 
coded at their apex or ‘production peak’. For each facial signal, the identity of the signaler was coded. Further 
details about the data collection and annotation protocol are provided in Scott and Florkiewicz1.

Cat facial landmarks
The landmarking scheme used in this study consists of 48 facial landmarks based on cats’ facial anatomy. 
Figure 2presents an example image annotated utilizing this scheme. This scheme has been central in geometric 
morphometric analysis, which has been applied as a method for quantifying cat facial shape changes50. It 
was further used by Feighelstein et al61. to develop an automated pain recognition model using this method. 
Further, Finka et al81. expanded this approach to examine how breed and head shape variations in cats affect the 
positioning of these facial landmarks.

Since manual annotation using this 48 landmark scheme is extremely labor-intensive, we used an automated 
landmark detector developed by Martvel et al60.. For the face detection, we implemented the custom-trained 
YOLOv882, which allows detecting several cats in one frame, as well as assigning them IDs (stored on one video) 
and the detection probability (certainty of the detector) for the frame filtering purposes. For ID assignment, we 
used a BoT-SORT83 tracking algorithm implemented in the YOLOv8 pipeline.

Fig. 1. An example frame with cat interaction from the random video in the dataset.
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Machine learning models for affiliative/non-affiliative interaction recognition
The first part of the study investigates whether the machine can classify the context of inter-specific cat interactions 
(affiliative vs. non-affiliative) in several ways. To this end, we define the following context classification tasks to 
be addressed by machine learning techniques.

I. CatFACS-based approach In this approach, the machine learning model takes as input the manually coded 
CatFACS variables that are represented in two different forms: (i) as a set, signifying their presence/absence and 
no temporal information (this is the coding performed in1), or (ii) as a sequence, signifying in addition to the 
presence/absence of the action units and also their order. To make the comparison between the two forms, for 
the case of the non-temporal data, the data is provided in random order for multiple instances to “scramble” the 
temporal dimension. Each CatFACS variable is coded according to its type: action unit (AU), action descriptor 
(AD), or ear action descriptor (EAD), and its code is defined in the CatFACS. More details on the FACS structure 
and its variables could be found in the original study25.

To compare the two settings and perform the classification, we used the Tree-Based Pipeline Optimization 
Tool (TPOT)84, a genetic algorithm-based85automatic machine learning (ML) library, widely used for 
classification tasks86–89?. It searches the space of various ML pipelines (Random Forest90, KNN91, XGBoost92, 
MLP93, etc.), selecting the most optimal hyperparameters and features for the task at hand. TPOT produces a 
full ML pipeline, including feature selection engineering, model selection, model ensemble, and hyperparameter 
tuning, which is close to optimal for relatively long enough computational time94and has shown promising 
results in a wide range of computational tasks86,87,95. To obtain a robust evaluation of the models’ performances, 
we used a Stratified k-fold validation method with k = 5, providing a reliable validation during model training. 
For each fold, sequences of length 4 of one-hot encoded CatFACS variables from 80% (147) of the video samples 
were used to train the model, while variables from 20% (37) of the video samples were used to evaluate the 
model’s performance (41k sequences total).

II. Facial landmarks-based approach This approach takes a raw video as input, automatically picks frames 
where at least one cat face is visible (in 12 fps, or each 5th frame is checked), and extracts facial landmarks on 
each cat face present on a frame. To avoid unambiguity in landmark detection, when multiple animal faces are 
present on the same frame, the ID is assigned to each cat so that it is possible to distinguish individuals within 
the same sequence of landmarks for one video. Thus, at the detector output, we have a sequence of landmarks for 
each video, for each set of which there is a time stamp, the model’s detection confidence, and the corresponding 
cat’s ID. Only landmarks with the model’s confidence higher than 0.5 are then used as input for the machine 
learning TPOT classifier.

To further classify the type of interaction, we can use sequences of landmarks for two cats participating in 
the interaction individually (separating in subsequences using their IDs) or use a single landmark sequence for 
both cats. Each of these methods can also be divided into two types by analogy with the FACS-based approach: 
landmarks can be taken (i) independently of each other without considering the temporal dimension (the 
classifier makes a separate decision for each frame independently of the others) or (ii) combined in mini-series 
(we empirically chose length of 5), capturing temporal patterns from multiple frames63. Utilizing the mini-series, 
it’s possible to capture the dynamics and amount of movement, which potentially could better characterize the 
context of interaction. For the training of the non-temporal case, as we used each frame independently, an 
overall of 68 thousand frames were used, divided into 80:20 for train and test, respectively, following the k-fold 
cross-validation method. In a similar manner, for the temporal version, as we required sequential frames with 
landmarks detected, we used 41 thousand samples (mini-series) in total.

As additional features for the machine learning model, we hand-picked 30 geometric descriptors based 
on non-linear combinations of landmark coordinates (such as ratios of distances, angles, and areas between 
landmarks), adapting and extending the approach of Steagall et al57. to our more extensive set of landmarks. 
This method could be beneficial in two dimensions. First, in terms of machine learning, it introduces new 
potentially meaningful features, so it could improve the classification performance96,97. Second, it may be more 
comprehensible to work with features, such as distance ratios or angles, than just with landmark coordinates. 

Fig. 2. The 48 facial landmarks scheme. Figure is from Martvel et al60..
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For instance, the distance between landmarks placed on two eyelids represents blinks more apparent than just 
independent xy coordinates of the corresponding coordinates. The details on feature selection and naming can 
be found in the supplement.

Florkiewicz and Campbell98have shown that opportunistic data sampling has several benefits over focal 
sampling methods, resulting in larger and more diverse datasets. However, even with this approach, there could 
be a lot of “noise”, i.e., non-informative frames in the recorded data, where cats are not present, visible, etc. By the 
“in-the-wild” nature of the dataset at hand, we predict a significant number of frames with no landmarks detected. 
In such cases, some information on animals’ interactions could be lost and the performance of classification 
could drop in comparison with the manual CatFACS method. For instance, when the cat is turned to the side, 
and only half of its face is visible, the human annotator can still draw some information; the landmark detection 
model simply isn’t able to process such a frame. To quantitatively measure the number of informative frames 
across all videos, we will use the deficiency metrics from Martvel et al63.. For each video, we got a deficiency level 
in two dimensions: the ratio of frames where the cat’s face is not detected and the ratio of frames where the face 
is present but heavily obscured/rotated, so the landmark verification model produces a low (< 0.5) confidence 
level. Those metrics could be viewed as the ratio of the number of frames with no “signal” (fully visible face in 
this case) to the whole amount of frames in the video.

Facial mimicry analysis
Our second aim is to quantitatively examine both type and exact matching in rapid facial mimicry. During 
the process of type matching, individuals rapidly mimic the key facial movements associated with a particular 
facial signal type. In these instances, both the signaler and recipient produce a consistent type of signal, though 
other facial movements may accompany the key movements, which differ between individuals. During exact 
matching, all facial movements are rapidly mimicked, including key and accompanying facial movements. 
From a quantitative perspective, type and exact matching can be modeled as a spectrum, where the proportion 
of facial movements mimicked varies from one interaction to the next. Increasing the number of mimicked 
muscle movements is possible if the key facial associated with the facial signal type are produced. For example, a 
signaler could produce a play face with the following seven variables: AU12 (lip corner puller) + AU116 (lower 
lip depressor) + AU25  (lips part) + AU26  (jaw drop) + AD68  (pupil dilator) + EAD101  (ears forward) + 
EAD102 (ears adductor). AU25 and AU26 are crucial in identifying play faces in animals and are necessary 
for type matching6. However, play faces may include other types of movements, such as AU12, that have been 
identified across species6. There may also be individual differences in play faces, which lead to the production of 
additional movements (such as AD68, EAD101, and EAD102 in this example). This means that the number of 
mimicked facial movements during type matching can range anywhere from two to six in this example, and for 
exact matching, all seven must be mimicked within a second of viewing.

It is important to note that there are certain limitations when it comes to identifying instances of exact and 
type matching in facial signals. One of these limitations is the effect of temporal changes caused by the progression 
of social interaction. Facial signals are dynamic and vary throughout social interactions, with different facial 
movements being produced during different parts of the interaction. Instances of mimicry can vary regarding 
muscle movement, with some movements being mimicked at different interaction points. To overcome the 
limitations, we used temporal information regarding the duration between the apex or peak of each facial signal 
and the order of variables within each identified combination. This “overlapping” approach has also been used 
in other rapid facial mimicry studies, although it has been applied to the facial signal and not the FACS level7. 
Second, it can be difficult to identify a type match in species that lack information on prototypical signals. 
The dataset we are using does not include classifying information, as the objective of the previous and current 
studies is to help build a prototypical classification scheme for domesticated cats (specifically, intraspecific facial 
signaling) in the future. Moreover, Scott and Florkiewicz’s dataset includes a wide range of social interactions, 
making it likely that multiple prototypical signals are present. To address the limitations of our dataset, we chose 
to model instances of rapid facial mimicry (which includes both type and exact matching) using count and ratio.

To introduce these measures, we can think of the CatFACS codings as a sequence of events, where each event 
is a turple e := (c, a, t) where c ∈ {s, r} is either the signaller (s) or the responder (r) cat, a ∈ A is a facial signal 
(CatFACS variable) and tis a time stamp (representing the time passed from the beginning of the video start to 
this point in seconds). In this context, we limit ourselves only to the investigation of rapid facial mimicry, which 
restricts the time window for mimicry to 1 second99.

For a formal presentation of our approach, consider, for instance, the following fragment of a sequence of 
events e, representing a possible interaction between two cats — signaller (s) and responder (r), which is also 
presented in Fig. 3.

 
(s, AU25, 0.0)− (s, AU26, 0.3)− (r, AU25, 0.3)− (s, EAD102, 0.45)− (r, AU26, 0.45)− (s, EAD104, 1.00)− (r, AU47, 1.00)−
(r, EAD104, 1.15)− (r, EAD105, 2.00)

In this example, the signaller produces AU25 at time 0.0, AU26 at time 0.3, the responder produces AU25 at 
the same time, and so on. We now define a set of time windows of size 1 second, starting from the first variable 
of the signaler and sliding over all AUs of the signaller. For instance, Figure 3 presents four of such windows: 
w1(0.0, 1.0), w2(0.3, 1.3), w3(0.45, 1.45), and w4(1.0, 2.0). The sets of variables performed by the signaller and 
the responder for each window w are denoted by S(w) and R(w), respectively. Next, we define a metric we call 
RMsize (counting instants of rapid mimicry) for counting CatFACS variables which are shown by the signaller 
and returned by the responder within the 1-second window, thus capturing the essence of rapid facial mimicry:

 RMsize(w) := |S(w)| ∩ |R(w)|. (1)
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Intuitively, in a window w, RMsize returns the number of variables returned by the responder to the signaller in 
w. We can then aggregate it over the set of all windows W in a video v as follows:

 
RMsize(v) :=

1

|W |
∑
w∈W

RMsize(w). (2)

Furthermore, to integrate the distinction between exact and type mimicry7,15, we incorporate another metric, 
RMratio, which measures the ratio between the variables that signaller shows and those returned by the 
responder in a window w:

 
RMratio(w) :=

|S(w)| ∩ |R(w)|
|S(w)| ∪ |R(w)|

. (3)

Similar to the previous metric, it can also be extended to videos by aggregating over all windows W in a video 
v as follows:

 
RMratio(v) :=

1

|W |
∑
w∈W

RMratio(w). (4)

Therefore, for the example presented in Fig. 3, RMsize(w1) = 2 and RMratio(w1) = 0.5, RMsize(w2) = 2 and 
RMratio(w2) = 0.66, RMsize(w3) = 1 and RMratio(w3) = 0.5 and RMsize(w4) = 1 and RMratio(w4) = 1
. Aggregation over the four windows leads to the average scores (2 + 2 + 1 + 1) · 1/4 = 1.5 for RMsize, and 
(1/2 + 2/3 + 1/2 + 1) · 1/4 = 0.66 for RMratio. Intuitively, it means that, on average, 1.5 variables were returned 
in a window, and two-thirds of the signaled variables were returned in a window on average.

Fig. 3. Example of a sequence representing a signaler and responder interaction. This example interaction 
features the following facial movements: AU25 (lips part), AU26 (jaw drop), EAD102 (ears adductor), EAD104 
(ears rotator), AU47 (half blink), and EAD105 (ears downward).
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The measures of count and ratio are consistent with the idea that type matching and exact matching can be 
modeled as a spectrum. Although not commonly used in rapid facial mimicry research, these measures can 
be useful for identifying its likelihood in species without typical classification schemes through automation. 
Returning to the previous play face example (AU12+AU116+AU25+AU26+AD68+EAD101+EAD102), if 
a cat responds to the original signal with AU12+AU116+AU25+AU26+EAD101, this would constitute type 
matching with a size of 5 and a fullness of 0.71. In the temporal condition, these five muscle movements would 
need to be produced within one second of viewing to result in the same size and fullness as the non-temporal 
condition.

We further aim to explore not only how many but also what are the most frequent variable combinations 
appearing in rapid facial mimicry. To this end, we draw inspiration from natural language processing techniques, 
which commonly use a representation of N-grams (collections of commonly used successive items in a text)100. 
Thus, we treat the CatFACS variable sequences as words, finding the most frequent combinations for each 
length of the sequence. By using this approach, we are able to statistically determine the most common variable 
consecutive combinations in general and for affiliative/non-affiliative contexts separately, describing the context 
of interactions not only by single movements, as it was done before55,59, but by movement combinations.

Results
Performance of models for recognition of interaction context
The compared models for context recognition (affiliative/non-affiliative) work with four different types of 
data representations: (i) CatFACS-based non-temporal, representing action units as a set with no temporal 
information, (ii) CatFACS-based temporal, representing action units as sequences with temporal information 
on their order, (iii) landmark-based non-temporal, using as input 48 facial landmarks produced by the facial 
landmark detector, and (iv) landmark-based temporal, using the mini-series of landmark sets detected on five 
frames, to make a decision.

The TPOT library used for model training ran different machine-learning models with various parameters 
for each type and automatically selected the best one. Figure 4 presents the results for the top 3 selected models in 
each data representation pipeline. It can be seen that the CatFACS-based approach reaches 77.2% accuracy with 
temporal information, with a drop to 73.61% without temporal information. The fully automated landmark-
based temporal pipeline has a lower performance, reaching 68.04% accuracy, with a similar accuracy drop to 
63.81% in the non-temporal case.

A paired one-tailed U-test showed that statistically, models with temporal dimension perform significantly 
better, with p < 0.01. Using a mini-series of several frames for classification, we can consider the dynamics of 
changes in the position of cats’ faces and transfer even small movements to the statistics field, potentially leading 
to performance improvement. For instance, we can clearly see the motion encoded in the facial landmark 
representation: Figure 5 shows the example with landmarks of three frames taken at the beginning, middle, 
and end of the one-second interval corresponding to manually encoded EAD104 (ears rotator). So, if some 
movements are inherent to the specific behavior, the landmark-based approach allows for detecting it.

The decrease in the performance of the landmark-based approach can be explained by the fact that even with 
the opportunistic method of collecting data, there are lots of frames that can’t be used by an automated approach 
(animal faces are obscured/rotated), and some “signal” could be lost. The histogram of data deficiency metrics 

Fig. 4. Context recognition performance for different data representations. Abbreviations and names used: 
Weighted Average (WA), Random Forest (RF)90, Nearest Centroid (NC)103, Decision Template (DT)104, 
Multilayer Perceptron (MLP)93, K-Nearest Neighbors (KNN)91, ExtraTrees (ET)105, XGBoost92, Principal 
Component Analysis (PCA), K-means106, CatBoost107, Long Short-Term Memory network (LSTM)108, 
AutoEncoder (AE)109(the whole pipeline for AE+XGboost is presented in63).
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from Martvel et al63. is presented in Figure 6 for the current dataset, demonstrating low numbers of frames 
where cat faces and landmarks on them were successfully detected, and some videos containing no informative 
frames at all. Of all 139,680 processed frames, faces were detected on ∼ 97, 000 frames, and the landmarks were 
detected with confidence > 0.5 on 68,000 frames. However, the classification model is still able to determine the 
nature of the interaction even with such a small amount of informative data.

We additionally experiment with feature engineering, adapting the approach of Steagall et al57.. Classification 
based on 30 geometrical features didn’t improve the performance (63.18% accuracy, 61.30% F1 score in non-
temporal case, 67.12% accuracy, 66.62% F1 score in non-temporal case), but introduced more explainability into 
the classification process. By performing the leave-one-feature-out feature selection, we obtained the importance 
of the created features for the landmark-based model. Figure 7 presents the importance of the features, showing 
that distance ratios between landmarks are more informative than angles and areas between them. Moreover, 
features related to eyes and ears are more informative than those related to the muzzle area.

Facial mimicry analysis
Descriptive statistics of the RMsize and RMratio metrics for the affiliative and non-affiliative context are 
presented in Table 1. A one-tailed T-test shows that RMsize and RMratio are significantly higher for affiliative 
than non-affiliative context with p values of < 0.005 and < 0.05, respectively.

The results from the n-gram analysis of FACS variables combinations further indicate that rapid facial 
mimicry is more likely to be associated with ear movements (EAD101-EAD107) and certain mouth movements, 
such as AU109+AU110, AU116, AU25, and AU26, compared to other types of facial movements (see Table 2). 

Fig. 6. Deficiency levels63 for the current dataset (blue—for landmark detection, red—for face detection). 
Many videos contain a low percentage of frames with detected cat faces, and 53 do not contain facial 
landmarks detected with a sufficient confidence level.

 

Fig. 5. Normalized landmarks from a one-second interval containing an EAD104 (ears rotator) variable.
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In Scott and Florkiewicz’s previous study1, they identified four movements associated with affiliative signals 
(EAD101, EAD102, AU143, and AU201) and four with non-affiliative signals (AD37, EAD103, EAD104, AD69). 
Our findings indicate that while rapid mimicry of facial signals is less common in non-affiliative interactions, 
facial movements typically linked to non-affiliative interactions (EAD103 and EAD104) are more likely to be 
rapidly imitated. Other facial movements linked to non-affiliative interactions in cats are also susceptible to 
rapid facial mimicry, including AU109+AU11028. The facial movements typically associated with affiliative 
interactions were not detected in our n-gram analysis. However, facial movements related to playful interactions 
such as AU116, AU25, and AU26 were present6, indicating the potential for greater communicative complexity 
during intraspecific cat interactions. Cats likely use different types of affiliative and non-affiliative facial signals 
to navigate intraspecific social interactions.

Discussion
In this study, we have utilized different forms of computational analysis to better understand cat intraspecific 
interactions. One finding was that models utilizing CatFACS variables (77.2% with temporal information; 73.61 
without it) performed better than landmark-based pipelines (68.04% with temporal information; 63.81 without 
it). Moreover, models with temporal information of both types were shown to perform significantly better. 
Figure 4 shows that taking into account the temporal dimension provides a performance boost, thus indicating 
it is informative for context classification. The advantages of integrating the temporal dimension for landmark-
based analysis from videos are further highlighted by Fig. 5, visualizing the dynamics of ear rotation.

Comparing between the CatFACS-based and landmark-based approaches studied here, it is important to note 
that the former is based on manual coding data, while the former is a fully automated approach. Thus potentially, 
landmarking is prone to more errors, compared to manual coding. Moreover, there was more information loss 

Context Metric Min Max Mean STD Median

All
RMsize 1.00 7.00 2.14 1.55 1.71

RMratio 0.08 1.00 0.35 0.19 0.33

Affiliative
RMsize 1.00 7.00 2.45 1.91 1.25

RMratio 0.08 0.77 0.35 0.17 0.33

Non-affiliative
RMsize 1.00 5.00 1.85 1.03 1.875

RMratio 0.09 1.00 0.35 0.20 0.33

Table 1. Descriptive statistics of the RMsize and RMration mimicry metrics during different affiliative and 
non-affiliative contexts.

 

Fig. 7. Relative importance of the 30 geometrical descriptors (e—ears, ey—eyes, m—muzzle) used in the 
landmark-based classification model.
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in the landmarking-based approach due to discarding frames where landmarks could not be fully detected (due 
to, e.g., turned head), but the manual annotator could still code these frames.

Despite its lower accuracy, one important benefit of the landmark-based pipeline is the ability to analyze 
intra-specific cat interactions using videos, introducing a fully automated, human-independent approach that 
eliminates the need for time-consuming coding or frame selection. Given this example and taking into account 
its limitations, the development of a landmark-based automated detector of at least some important movements 
and other CatFACS variables seems promising and could potentially be used in different tasks28,110,111. Overall, 
based on our findings, it seems that combining CatFACS-based and landmark-based approaches is a fruitful 
direction for future research, at least until one of them reaches higher accuracy.

In general, the noisy nature of the data presented a challenge for the automated landmark-based analysis. 
For future studies studying social interactions, it is important to take this point into consideration, by adding 
more cameras to increase the amount of captured information. This, however, leads to additional complications 
of synchronizing the cameras. An alternative can be more controlled settings, however experimental paradigms 
should be developed to enable natural social interactions within such settings, which is also a challenge.

Measuring facial mimicry is a complex problem, especially challenging due to the intricate variety and 
temporal dynamics of feline facial action units. Using the manual CatFACS coding sequences as a starting point, 
we have suggested a formalization of the concept of rapid facial mimicry in terms of two metrics: RMsize, referring 
to the (absolute) count of mimicry events, and RMratio to capture the distinction between exact and type facial 
mimicry. We have shown the usefulness of these metrics for establishing a ‘greater’ degree of facial mimicry in 
affiliative interactions as compared to non-affiliative ones. For additional validation of the two metrics, we have 
further considered the behavior of these metrics on ‘synthetic’ data, measuring RMsize and RMratioon random 
interactions (taking signaller sequence from one interaction and responder from another). Indeed, as expected, 
there was a significant drop in both metrics (but they were not zero, as some amount of random rapid mimicry 
was still displayed). One notable limitation of our approach is the use of sliding windows of size 1 second, which 
leads to counting the repetition of some action units more than once. However, the aggregation over all sliding 
windows smooths this effect. This approach could be refined by some more fine-grained analysis of facial signals, 
where the start of each interaction segment is clearly marked. Our research provides evidence that domesticated 
cats also exhibit rapid facial mimicry. As predicted, affiliative interactions showed higher levels of rapid facial 
mimicry (measured by size and fullness) than non-affiliative interactions. Our results are consistent with the idea 
that the social function of rapid facial mimicry is to share positive emotions during affiliative interactions20,112. 
It is interesting that ear movements (such as EAD103 and EAD104) are highly prone to mimicry. The ears of 
domesticated cats are essential for communication during social interactions, both affiliative and non-affiliative1. 
Previous studies have often focused on facial mimicry with facial movements of the mouth region6, but our study 
shows that future research should also take ear movements into consideration with domesticated cats. However, 
other explanations for our findings are also possible, e.g., as the ears move also for acoustic detection of a sound, 
it might be that the ear movement is temporally linked since the two individuals are responding to a sound 
simultaneously, and not to each other.

One limitation of our study to consider is that audio stimuli may lead to behavioral responces that can be 
mistakenly associated with mimicry due to close timing. To check this issue, We cut from the video only the time 
frames where we detected mimicry, and computed the average volume intensity at that time frame. For the control 
group, for each time frame, we found another time frame in the same video, at random, that does not correspond 
to any mimicry time frame and is of the same length. The control groups aim to provide a one-to-one statistical 
matching of the overall auditory stimuli the cats experienced. Based on these two distributions, we computed 
the Kullback-Leibler (KL) divergence between them, obtained that the two distributions are not statistically 
different. This suggests that only sound stimuli by itself can not explain the phenomenon observed, however 
the fact that auditory stimuli can influence the observed mimicry behavior should taken into consideration in 
future studies.

Our newly designed measures make it possible to automate the process of identifying potential instances of 
rapid facial mimicry using FACS-coded data. This has the potential to help expedite the process of recognizing 
(rapid) facial mimicry (RFM), as it is often time-intensive and involves laborious data cleaning. This is mainly 
because in order to study RFM, the data need to be structured in such a way that information about AUs and AU 

Context 1-Gram 2-Gram 3-Gram 4-Gram

All

EAD104 (233) AU25+EAD104 (115) AU25+AU26+EAD104 (79) AU25+AU109+AU110+AU116 (56)

AU25 (138) EAD103+EAD104 (108) AU25+EAD103+EAD104 (75) EAD104+AU109+AU110+AU116 (53)

EAD103 (115) AU25+AU26 (102) AU25+EAD104+AU116 (69) AU25+EAD104+AU109+AU110 (53)

Affil.

EAD104 (105) AU25+EAD104 (69) AU25+AU26+EAD104 (52) AU25+EAD103+EAD104+AU116 (35)

AU25 (82) AU25+AU26 (65) AU25+EAD103+EAD104 (45) AU25+EAD103+EAD104+AU143 (31)

EAD103 (66) EAD103+EAD104 (61) AU25+EAD104+AU116 (42) AU25+AU26+EAD103+EAD104 (28)

Non-Affil.

EAD104 (128) EAD103+EAD104 (47) EAD104+AU109+AU110 (33) AU12+AU109+AU110+AU116 (30)

AU47 (61) AU47+EAD104 (46) AU25+AU109+AU110 (32) AU25+AU109+AU110+AU116 (30)

AU102 (60) AU25+EAD104 (46) AU25+EAD103+EAD104 (30) AU12+AU25+AU109+AU110 (30)

Table 2. Rapid facial mimicry most popular AU combinations, number in brackets denotes the count of the 
combination in that context.
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combinations are presented with individual and cumulative timestamps. Furthermore, there is a ’checking’ process 
where the researcher has to manually check when each AU occurred for both the signaler and recipient. Going 
through this manually to check for instances of RFM is very time-consuming. Moreover, manually checking for 
rapid facial mimicry in video footage involves integrating FACS-coded signals with temporal information and 
making comparisons between multiple social interaction conditions112,113. If it is unclear whether rapid facial 
mimicry is present, our tools can help investigate its possible existence before making comparisons. However, 
facial signals should be coded with FACS using a computer program that captures temporal information, like 
ELAN114.

Another interesting alternative route toward automated measurements of facial signals in facial mimicry 
can be provided by the landmark detector. Figure 8presents a visualization of the differences between two 
combinations: EAD104+105 and EAD101+105 averaged over all cats in the dataset. This signifies the signal 
that facial landmarking can pick on for automated facial behavior analysis. The use of an automatic landmarks 
detector, either for automating CatFACS coding or for searching for an alternative explainable representation 
for facial signals, seems a promising route for future research. However, any investigation into AI-enhanced 
methods of analysis of animal behavior should address concerns of bias115–117.

Our results contribute to the growing body of literature suggesting that, like many other mammals6, cats 
are also capable of exhibiting Rapid Facial Mimicry (RFM). Numerous studies have demonstrated behavioral 
and neurological links between rapid facial mimicry, emotion recognition, and emotional contagion, all of 
which serve as an important foundational framework for empathy16,17. Rapid facial mimicry strengthens social 
bonds between friends, mates, and kin and has been extensively documented in both primate and non-primate 
species12,15,19,118. Highly social mammals can greatly benefit from RFM, as it would enable them to manage a 
broad range of social relationships. Although cats are often seen as solitary creatures, they actually exhibit a 
remarkable degree of social flexibility, residing in small household groups or large colonies on islands (citation 
numbers64–71. In colony settings, cats interact with conspecifics of varying social rank, sexual status, age, group 
membership, and genetic association70. Having a large repertoire of facial signals, coupled with communicative 
mechanisms that facilitate understanding between two animals, can enable cats to navigate these diverse 
interactions more effectively. In addition to the machine learning models developed here, our research also 
offers a more intricate understanding of sociability in domesticated cats. Most documented instances of RFM are 
in the context of play6. However, one study did find evidence of RFM in the production of facial signals during 
sexual contact119. In our current study, we did not have video footage of sexual encounters between cats, but 
we observed many instances of play. This suggests that the social function of RFM in modulating play may also 
be extend to cats. RFM helps coordinate behavior among playmates and can minimize misunderstandings that 
could lead to fights6. Social play is common among domesticated cats, especially between 4 weeks and 4 months 
of age, as it serves as a way to develop social relationships among littermates . Adult dyads have been observed 
engaging in social play70,119, which could indicate its function in maintaining social bonds over an extended 
period of time. In our present study, we observed this behavior in cats that were 1 year or older, providing further 
evidence for this claim.

Our results further have far-reaching practical applications. Recognizing instances of rapid facial mimicry 
among domesticated cats is another way for pet owners and clinicians to increase the probability of successful 
bonding between cats. During affiliative interactions, cats with higher instances of rapid facial mimicry may 

Fig. 8. Differences between two combinations: EAD104+105, and EAD101+105 averaged over all cats.
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indicate a stronger bond8. In rescue settings, this information can be useful when making shelter housing or 
adoption decisions (i.e., if two cats should be adopted together).

Data Availibility
The dataset used in this paper is available from the corresponding authors upon reasonable request.
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