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A B S T R A C T   

This study established a feature-enhanced adversarial semi-supervised semantic segmentation 
model to automatically annotate pulmonary embolism (PE) lesion areas in computed tomography 
pulmonary angiogram (CTPA) images. In the current study, all of the PE CTPA image segmentation 
methods were trained by supervised learning. However, when CTPA images come from different 
hospitals, the supervised learning models need to be retrained and the images need to be relabeled. 
Therefore, this study proposed a semi-supervised learning method to make the model applicable to 
different datasets by the addition of a small number of unlabeled images. By training the model with 
both labeled and unlabeled images, the accuracy of unlabeled images was improved and the labeling 
cost was reduced. Our proposed semi-supervised segmentation model included a segmentation 
network and a discriminator network. We added feature information generated from the encoder of 
the segmentation network to the discriminator so that it could learn the similarities between the 
prediction label and ground truth label. The HRNet-based architecture was modified and used as the 
segmentation network. This HRNet-based architecture could maintain a higher resolution for 
convolutional operations to improve the prediction of small PE lesion areas. We used a labeled open- 
source dataset and an unlabeled National Cheng Kung University Hospital (NCKUH) (IRB number: 
B-ER-108-380) dataset to train the semi-supervised learning model, and the resulting mean inter
section over union (mIOU), dice score, and sensitivity reached 0.3510, 0.4854, and 0.4253, 
respectively, on the NCKUH dataset. Then we fine-tuned and tested the model with a small number 
of unlabeled PE CTPA images in a dataset from China Medical University Hospital (CMUH) (IRB 
number: CMUH110-REC3-173). Comparing the results of our semi-supervised model with those of 
the supervised model, the mIOU, dice score, and sensitivity improved from 0.2344, 0.3325, and 
0.3151 to 0.3721, 0.5113, and 0.4967, respectively. In conclusion, our semi-supervised model can 
improve the accuracy on other datasets and reduce the labor cost of labeling with the use of only a 
small number of unlabeled images for fine-tuning.  
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1. Introduction 

Pulmonary embolism (PE) is a disease in which the blood vessels in the lungs are blocked by foreign bodies, resulting in hypoxia in 
the lung tissue. Acute PE can even lead to death. Since the symptoms are similar to those of a cold, doctors need to arrange a variety of 
diagnostic methods to confirm the PE condition. The diagnostic methods include electrocardiogram, chest X-ray, computed tomog
raphy (CT) scan, blood test, and computed tomography pulmonary angiogram (CTPA). Among these methods, CTPA is the main 
criterion for the final diagnosis of PE. Therefore, the detection of PE in CTPA images is clinically important. However, in PE CTPA 
detection, doctors need to find the lesion area from a large amount of images, which makes diagnosis difficult. To accelerate the 
diagnostic process and improve the PE CTPA detection accuracy, the use of deep learning to classify and annotate PE has become a 
popular research topic in recent years. 

The deep learning research on PE CTPA images can be divided into two categories: classification and segmentation. PE CTPA image 
classification can identify patients with PE early to reduce mortality. Many studies have examined PE CTPA image classification [1–3], 
and the use of deep learning can achieve rapid classification. Another category is PE lesion segmentation, which enables doctors to find 
the lesion area of PE quickly and easily provide follow-up treatment. Most of the current studies on PE lesion segmentation with 
supervised learning [4,5] have encountered two challenges: (1) A great amount of manual labeling is required, resulting in huge labor 
costs, and (2) different hospitals use different CTPA imaging settings, leading to different PE CTPA image characteristics, such as 
contrast and vessel detail. As a result, the accuracy may decrease when datasets from different hospitals are used for testing. 

To overcome these two challenges, we built a model with a semi-supervised learning method; that is, the model is trained with both 
labeled images and unlabeled images. As shown in Fig. 1, we used labeled open CTPA datasets and unlabeled CTPA datasets from one 
hospital. By using the unlabeled data for training, the amount of manual labeling can be reduced. Furthermore, once the model is 
trained, the model can be further trained and hence fine-tuned with other unlabeled datasets from different hospital imaging settings. 
As a result, the model can be fine-tuned and applied to different hospital images, and fewer data are needed. 

We established a feature-enhanced semi-supervised segmentation model for annotating PE CTPA images. We trained the model 
with both a labeled open dataset and an unlabeled hospital dataset so that the model could adapt better to the unlabeled dataset. Then 
we used an unlabeled dataset from another hospital to fine-tune and test the model. Moreover, we also strengthened the ability of our 
model to perform PE feature extraction. The improvements and advantages of our proposed model included the following.  

• We strengthened the ability of the discriminator by adding feature maps to the predicted label and then using it as the input of the 
discriminator during training. The results showed that the boundaries and shapes predicted were improved.  

• The HRNet-based architecture was used to enhance the PE feature extraction. We reduced a downsampling layer and removed the 
4th stage of HRNet [6] to reduce the calculation and extract PE features at a higher resolution. In addition, the bilinear upsampling 
layer in the decoder was replaced with the CARAFE [7] upsampling module to better restore the PE shape and position.  

• This is the first study to establish semi-supervised segmentation for PE CTPA datasets. The segmentation model can first be trained 
with one data set, and, with our semi-supervised method, the model can be trained for application to datasets from other hospitals 
with the use of only a few images. 

The use of the semi-supervised learning method can reduce the demand for labeled images and reduce labor costs. In addition, due 
to the use of unlabeled images for training and fine-tuning of the model, our model is more adaptable to the images obtained from 
different hospitals than are models trained by supervised learning. Therefore, our method is more widely applicable to different 
datasets. 

Fig. 1. Our semi-supervised model was trained with an open dataset and an unlabeled dataset from one hospital. The trained model can be fine- 
tuned with other unlabeled datasets for apply to other hospitals. 
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2. Related work 

Previous studies have used only supervised learning methods for PE lesion segmentation. Carlos et al. used the 2D, 2.5D, and 3D U- 
Net models to train PE CTPA images and compared the differences between those models [5]. The sensitivity of 3D U-Net, which 
performed the best, was 0.55. Kun et al. used mask RCNN for object detection in PE CTPA images [4] and achieved a sensitivity of 
0.747. However, the above-mentioned studies were all tested on a single dataset, and the model performed well on only a single 
dataset. CTPA images vary according to the machine settings of different hospitals, making it difficult to apply a model directly to other 
hospital datasets. In this case, some of the current research using the domain adaptation method to map the source domain and target 
domain into common feature space to minimize the dataset bias and negative influence. However, domain adaptation requires a 
pre-existing concept of the source and target domain to avoid distributional matching cannot guarantee good generalization on the 
target domain [8]. In addition, in some high-dimensional practical settings, multiple transformations can align the data distributions 
but not the posterior or class-conditional distributions [9]. Therefore, this study proposes the use of semi-supervised learning methods 
which can be better capture the underlying structure of the data distribution and generalize to new domains. This can be particularly 
important in medical image analysis where different imaging modalities or acquisition protocols can lead to significant domain shifts. 
With semi-supervised method the adaptability will improve while solving different datasets so that the model can be applied to CTPA 
images obtained from different hospitals with few data needed to get outperformance accuracy. 

Semi-supervised learning method involves training a model with both labeled and unlabeled data. Semi-supervised learning 
methods have also been used on magnetic resonance imaging (MRI) and microscope images. Considering the various common semi- 
supervised medical segmentation methods, they can be categorized into three distinct strategies: pseudo labels, unsupervised regu
larization, and semi-supervised learning with knowledge priors. Firstly, assigning pseudo annotations for unlabeled images and 
integrating them with labeled images to update the segmentation model is a direct and intuitive method for utilizing unlabeled data. 
However, when using an under-trained segmentation model with limited labeled data, the output may be noisy, potentially leading to 
unstable training and negatively impacting performance [10]. Recent advances in semi-supervised medical image segmentation have 
shifted the focus towards incorporating unlabeled data in the training procedure through unsupervised regularization, such as un
supervised loss functions, which generate a supervision signal without the need for iterative pseudo label generation and segmentation 
model updates. Secondly, Knowledge priors refer to the information that a learning model already possesses before learning new 
information, which can be useful in addressing new tasks. Medical images contain numerous anatomical priors, such as the shapes and 
positions of organs, and incorporating this prior knowledge into semi-supervised models can lead to improved performance in medical 
image segmentation or representation ability for the new task [11]. However, the effectiveness of this approach relies heavily on the 
availability of prior knowledge, which can be challenging to obtain or may not be accurate in certain scenarios. Different from 
generating pseudo labels and prior knowledge method, unsupervised regularization with adversarial learning use adversarial methods 
to encourage the segmentation of unlabeled images to be more similar to that of labeled images. Such methods typically involve a 
discriminator that distinguishes between inputs from labeled annotations and unlabeled predictions. Dong et al. used an adversarial 
semi-supervised learning architecture to train MRI images for segmenting prostate, bladder, and rectum [12]. By adding unlabeled 
images during training, the model could revise the predicted boundary. Zhou et al. applied semi-supervised learning to microscope 
images for annotating diabetic retinopathy [13] It was verified that semi-supervised learning can also perform well in small-object 
segmentation with complex shapes. This is another reason why we proposed the application of semi-supervised learning to the PE 
dataset, which contains small objects, so as to enable our model to better adapt to different datasets and improve the accuracy. 

Fig. 2. Feature-enhanced adversarial semi-supervised segmentation architecture. The discriminator network trained using L D. We employ three 
loss functions to optimize the segmentation network: cross-entropy loss L Seg based on the segmentation ground truth, adversarial loss L adv to 
deceive the discriminator, and semi-supervised loss L semi that depends on the confidence map. 
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3. Methods 

3.1. Feature-enhanced adversarial semi-supervised segmentation 

Our semi-supervised semantic segmentation architecture refers to the adversarial learning architecture by Hung et al. [14]. The 
concept is to train a segmentation network and a discriminator with labeled data so that the discriminator can be used to provide a 
prediction with positional features when predicting unlabeled data. The model used by Hung et al. was mainly for panoptic seg
mentation. The input of the discriminator was the masks of different classes, which enabled the discriminator to learn features for 
differentiating classes. However, there is only one class in the PE task, making it difficult for the discriminator to learn features through 
a single mask. To better leverage the discriminator in the PE task, we proposed a novel design by adding a feature map to the predicted 
label. The feature map was extracted from the semantic segmentation model encoder and used as the input of the discriminator, as 
shown in Fig. 2. Therefore, the discriminator not only learned from the masks but also from the mask position and PE-related features. 
Our semi-supervised segmentation network contained a segmentation network and a discriminator. The segmentation network was a 
revised version of HRNet with enhanced PE features to increase the computational efficiency while maintaining high-resolution 
convolutional operations. The added discriminator trained by adversarial learning methods can further make predictions of unla
beled data that are close to the real data annotation. 

Our training process involves both labeled and unlabeled images in a semi-supervised setting. Labeled data is used to supervise the 
segmentation network with both the standard cross-entropy loss L Seg and the adversarial loss L adv through the discriminator network. 
It is important to note that we train the discriminator network exclusively with labeled data. On the other hand, we train the seg
mentation network with our proposed semi-supervised method for the unlabeled data. The initial segmentation prediction of the 
unlabeled image is computed by the segmentation network, and a confidence map is obtained by passing the prediction through the 
discriminator network. This confidence map serves as a supervisory signal, and we use a self-taught scheme to train the segmentation 
network with a masked cross-entropy loss L semi. The confidence map indicates the quality of the predicted segmented regions that the 
segmentation network can trust during training. The feature maps generated from the encoder are used as the input of the discrim
inator to improve the ability of the discriminator. 

3.1.1. Segmentation network 
Although HRNet can extract features with high resolution, the resolution is still too low for segmentation of the small-sized PE 

features. Therefore, we modified our HRNet-based segmentation model to extract the features of PE at an even higher resolution. To 
increase computation efficiency while detecting small objects at this higher resolution, we made three modifications to HRNet to save 
computing resources, as shown in Fig. 3. The purpose of the modification was to maintain the PE features at a high resolution during 
the training. Moreover, we used the CARAFE upsampling module to replace the bilinear upsampling module of the encoder to increase 
the accuracy of the predicted shapes and boundaries. The first modification was to remove the second convolutional layer of HRNet to 
reduce the downsampling rate before entering the network from 1/4 to only 1/2. This allowed the images to preserve a larger feature 
map, which would be suitable for PE feature detection. However, this removal significantly increased the computing cost. Therefore, in 
the second modification, we removed the 4th stage of the original HRNet to reduce the computation complexity. Since the feature map 

Fig. 3. Segmentation network structure. We used HRNet as our backbone. Unlike the original structure of HRNet, we only downsampled the image 
3 times to increase the clarity of the feature map. The CARAFE module was used for upsampling in the decoder to help restore the predicted position 
and shape. 
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of the smallest scale size in the 4th stage was only 25 × 25 (pixels), the boundary and location features of PE were found to be blurred 
by the visualized feature map, so the decoder could not easily improve the prediction accuracy effectively. Therefore, when the 4th 
stage was removed, the computing cost was greatly reduced but the accuracy remained. The third modification was to build the 
CARAFE module as the upsampling layer of the decoder. Compared with bilinear interpolation, the CARAFE module predicted the 
upsampling kernel for each pixel in the feature map so that it could better restore the shape and position of the PE. 

3.1.2. Discriminator network 
The discriminator network was the core of adversarial semi-supervised learning. The discriminator network was used to generate 

the confidence maps from the predicted label and ground truth label for adversarial learning. Two loss functions were used to train the 
discriminator. Loss_D was used to differentiate the ground truth confidence map from the predicted confidence map. Loss_adv was used 
to calculate the similarity of the ground truth confidence map with the predicted confidence map. By minimizing the sum of loss 
functions, the discriminator was able to make the predicted label closer to the ground truth map. Thus, the discriminator could revise 
the predicted mask during training with unlabeled PE images. As shown in Fig. 4, the discriminator consisted of three convolutional 
layers and an upsampling layer. As the input of the discriminator, the feature map generated by the encoder of the segmentation 
network was concatenated with the prediction mask, the weight of which was set to 5. Therefore, the discriminator focused on both the 
positional information in the mask and PE features. Due to our proposed discriminator, the mask of unlabeled PE images could achieve 
higher accuracy. 

3.2. Post-processing 

To ensure that the prediction results were inside the lung, we added two further image processes after the output of our semi- 
supervised segmentation model: a lung area mask and boundary lines. For obtaining the lung mask, the CTPA image HU threshold 
was set to − 160 to binarize the image. Then, in the middle of the cropped area, a pixel with a value of 0 was randomly selected as the 
starting point for region growing. Finally, the lung mask resulting from the region growing was used as a filter for the predicted lung 
mask, with which we could focus on PE lesion detection in the lung area. In addition, since the CTPA images were obtained from 
different hospitals, the PE images had different sizes, brightness values, and displacements. Thus, the boundary lines method was also 
used. We first binarized the image by setting the HU threshold to − 160 and found the top and bottom boundaries of the lungs. Then the 
areas outside of the boundary lines were removed from the predicted mask. The boundary line method was used after the lung area 
mask methods. By adding the two correction processes, we were able to ensure that most of our predicted masks were inside the lung 
area. 

4. Experiments and results 

Our semi-supervised segmentation model was trained with a labeled dataset and an unlabeled one. The prediction accuracy of the 
unlabeled dataset was increased after the training. Our model was also applied to other PE datasets. The results showed that only a 
small amount of unlabeled data (tens of patients) was required for fine-tuning and that the prediction accuracy of the unlabeled data 
was greatly improved by our method. In this study, we used two different datasets to train the model and one external dataset to 
evaluate the model. The mIOU, dice score, and sensitivity were used for evaluation. Furthermore, our model was compared with the 2D 
and 2.5D U-Net models proposed by Carlos et al., which used only supervised learning. 

Fig. 4. Discriminator network structure. Five convolutional layers were used. The output was a confidence map, which could help to determine 
whether the predicted mask of an unlabeled PE image was correct. 
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4.1. Training and evaluation datasets 

This study used three different CTPA datasets: the open source dataset, the National Cheng Kung University Hospital (NCKUH) 
dataset, and the China Medical University Hospital (CMUH) dataset. (I) The open source dataset was provided by Mojtaba et al. [15]. In 
all, 33 patients were included in the dataset; 27 patients, in the training set; and 6 patients, in the validation set. All the data were 
labeled images. This dataset was used to train the supervised segmentation model in the pre-training stage. (II) The second dataset, 
with 70 patients, was provided by NCKUH. The NCKUH dataset included 63 patients in the training set (unlabeled images) and 7 
patients in the validation set (labeled images). The NCKUH dataset and the open source dataset were jointly used to train our 
semi-supervised segmentation model, and the two validation sets were used to evaluate the trained model. (III) The third dataset, with 
27 patients, was provided by CMUH and was used as the external testing set in this study. We used a small number of CMUH unlabeled 
images (from 5 patients) to fine-tune our model and then used the remaining images from 22 patients (labeled images) as a testing set. 
The results were compared with ground truth labels manually annotated by a physician. Both the NCKUH dataset and the CMUH 
dataset were composed of axial images from chest CT scans performed according to a pulmonary angiography protocol. The anno
tations of the two datasets were reviewed by board-certificated radiologists and contoured by a board-certificated radiation oncologist. 
This study was approved by the institutional review boards of NCKUH and CMUH. 

4.2. Implementation details 

In this study, the training process of the semi-supervised segmentation model was divided into two steps. First, we trained the 
supervised segmentation model. Then we used the parameters of the trained model as the pre-trained parameters for the semi- 
supervised model. When training the supervised segmentation model, we used only the open source dataset, which was labeled im
ages. In total, 100 epochs were used in the training. The loss functions were binary cross entropy (BCE) loss and dice loss. The optimizer 
was stochastic gradient descent (SGD) [16] with momentum of 0.9. The initial learning rate was set to 1e-4. For semi-supervised 
segmentation, both the open source dataset and the NCKUH dataset were used during training. In the segmentation network, BCE 
loss and dice loss with SGD optimization were also used. The initial learning rate was set to 2e-4. In the discriminator network, BCE loss 
was used, and the initial learning rate was set to 1e-4 due to its simple architecture. The code and model are available at https://github. 
com/zach0306/PE_avgSemiseg.git. 

4.3. Open source dataset supervised model results 

The pre-trained model for semi-supervised learning was trained with the open source dataset. To demonstrate the ability of our 
segmentation model, we compared our proposed segmentation model with other baseline models, which used only supervised 
learning. In this study, we tested the basic segmentation models, including 2D U-Net [17], 2.5D U-Net, DeepLabV3+ [18], and HRNet, 
on the open source dataset. The results are listed in Table 1. The 2D U-Net model performed better than the 2.5D U-Net model on our 
dataset, which was consistent with the results of Carlos et al. The HRNet performed better on PE images because it retained a high 
resolution architecture for convolutional operations and integrated feature maps of various scales. We further improved our 
HRNet-based model by increasing the input size (HRNet Large), adding the CARAFE module (HRNet Large/CARAFE), and removing 
the 4th stage of HRNet (HRNet Large/CARAFE/without stage4). The resulting mIOU, dice score, and sensitivity achieved 0.4801, 
0.6018, and 0.6801, respectively. Since the 4th stage was removed from HRNet, the performance of our model was slightly lower than 
that of HRNet with the 4th stage in supervised learning. However, the HRNet without the 4th stage achieved higher computing ef
ficiency during the semi-supervised learning described in section 3.4. The visualization of the predicted results is shown in Fig. 5. When 
the lesion area of PE was small, the prediction was usually larger than the ground truth. Hence, the false positives lowered the accuracy 
significantly. Nevertheless, false positives are not a major concern in clinical diagnosis. Thus, we also evaluated our model by dice 
score and sensitivity, which focused on the true positive area. The high true positives showed that our model correctly annotated the PE 
lesions most of the time. 

Table 1 
Supervised segmentation results of open source dataset. HRNet (Large/CARAFE) achieved the best mIOU, but HRNet (Large/CARAFE/without 
stage4) had fewer parameters and was more suitable for semi-supervised learning.  

Supervised segmentation (Open source dataset) 

Segmentation model Validation set MIOU Dice score Sensitivity 
2D U-Net 0.3433 0.4168 0.4831 
2.5D U-Net 0.3378 0.4061 0.4712 
DeepLav3+ 0.3044 0.3707 0.4455 
HRNet 0.4218 0.5168 0.5750 
Our (HRNet large) 0.4611 0.5877 0.6735 
Our (HRNet large/CARAFE) 0.4801 0.6018 0.6810 
Our (HRNet large/CARAFE/without stage4) 0.4683 0.5938 0.6856  
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4.4. Semi-supervised results 

We tested the supervised learning model on the NCKUH and CMUH datasets. The results showed that the supervised learning model 
overly relied on the PE features of the training dataset, so the performances on these two new datasets were not ideal. To adapt our 
model to different datasets, we added the unlabeled PE images from NCKUH for semi-supervised learning. Furthermore, we also used 
an additional CMUH dataset to fine-tune and test our semi-supervised model. In this section, we used three datasets to evaluate our 
semi-supervised segmentation model and compared the differences between supervised learning and semi-supervised learning in 
predicting unlabeled images. Through semi-supervised learning, our model achieved great improvements in accuracy on different 
datasets by the use of fine-tuning with a small number of unlabeled images. 

4.4.1. Open source dataset semi-supervised model results 
In the present study, we used HRNet (Large/CARAFE/without stage4) as the backbone of the semi-supervised segmentation 

network. We also tested the semi-supervised models with different segmentation backbones. As shown in Table 2, the HRNet-based 
models achieved higher accuracy than the U-Net and DeepLabV3+ models. Since the PE lesions were small, a higher-resolution 
convolutional operation was needed to extract the PE features. Compared with the original HRNet, our proposed model enhanced 
the feature extraction capability for small objects such that the accuracy was greatly improved. To increase the PE mask identification 
ability of the discriminator, we concatenated feature maps to the predicted labels and ground truth labels and used them as the input of 
the discriminator. Although the mIOU was not improved significantly, the dice score and the sensitivity were. As shown in Fig. 6, after 
the addition of feature maps, the model was better able to predict the shapes and boundaries. These results showed that our feature- 
enhanced methods could increase true positives and improve both the dice score and sensitivity. 

The semi-supervised learning results and supervised learning results for the open source dataset are compared in Table 3. The mIOU 
and the dice score of the semi-supervised learning method slightly decreased, but the sensitivity significantly improved. The result 
showed that semi-supervised learning increased the number of true positives. However, the semi-supervised model tended to predict 
larger PE lesion areas, which led to an increase in false positives. Therefore, the sensitivity was much higher than the mIOU and dice 
score. From comparing the results of supervised learning and semi-supervised learning on the open dataset, we found that semi- 
supervised learning provided limited improvement on the training dataset, but it improved the boundary prediction and thereby 
improved the true positive rate. 

4.4.2. NCKUH dataset semi-supervised model results 
We used the NCKUH dataset as the unlabeled training dataset. To evaluate our semi-supervised model on unlabeled images, we 

segmented a validation set from the NCKUH dataset to evaluate both the supervised model and the semi-supervised model. In addition, 
the NCKUH dataset was not used for fine-tuning during the testing of the supervised model. As shown in Table 4, if the supervised 
model was not fine-tuned for other datasets, the results were not ideal. However, through semi-supervised training, the accuracy on 
unlabeled images was significantly improved by only a small number of additional unlabeled images. Using our feature-enhanced 
adversarial semi-supervised segmentation model, the resulting mIOU, dice score, and sensitivity reached 0.3510, 0.4854 and 
0.4253, respectively. The results showed that semi-supervised learning improved the accuracy on unlabeled images due to the addition 
of the unlabeled dataset to the training. As shown in Fig. 7, the vascular imaging of the NCKUH dataset was more obvious than that of 
the open source dataset. Therefore, the supervised model trained on the open source dataset was unable to perform well on the NCKUH 
dataset, while the semi-supervised learning solved the problem of over-fitting to a specific dataset in supervised learning. 

Fig. 5. The predicted images of the supervised segmentation in the open-source dataset are presented in the first and second columns. The red 
regions in the first column represent the ground truth, while those in the second column represent our predicted label. While cases 1 and 4 
demonstrate accurate predictions, cases 2 and 3 show false positive results. 
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Table 2 
Semi-supervised results of the open source dataset. The mIOU, dice score, and sensitivity were improved after the addition of feature maps to the 
predicted labels and ground truth labels.  

Semi-Supervised segmentation (Open source dataset) 

Segmentation model Validation set MIOU Dice score Sensitivity 
U-Net 0.2810 0.3418 0.4927 
DeepLav3+ 0.2513 0.3188 0.4205 
HRNet 0.3142 0.4323 0.5764 
Our (HRNet large/CARAFE/without stage4) 0.4548 0.5588 0.7056 
Our (HRNet large/CARAFE/without stage4) + feature maps 0.4549 0.5611 0.7180  

Fig. 6. Predicted images of semi-supervised segmentation in the open-source dataset are shown in the first row of the figure. The cases displayed in 
the column represent a selection of results to illustrate the performance of different models design. The second row shows the results obtained 
without the addition of feature maps before the discriminator. The third row displays the results obtained with the addition of feature maps before 
the discriminator, which reduced the number of false negatives. 

Table 3 
Comparison between supervised and semi-supervised methods on the open source dataset. The higher sensitivity showed that the semi-supervised 
method yielded more true positives.  

Open source dataset 

Segmentation backbone Validation set mIOU Dice score Sensitivity 

Supervised segmentation HRNet (large/CARAFE/without stage4) 0.4683 0.5938 0.6856 
Semi-Supervised segmentation HRNet (large/CARAFE/without stage4) 0.4548 0.5588 0.7056 

HRNet (large/CARAFE/without stage4) + feature maps 0.4549 0.5611 0.7180  

Table 4 
Comparison between supervised and semi-supervised models on the NCKUH dataset. Through semi-supervised learning, the accuracy on unlabeled 
data was significantly improved.  

NCKUH dataset 

Segmentation backbone Testing set mIOU Dice score Sensitivity 

Supervised segmentation HRNet (large/CARAFE/without stage4) 0.2128 0.3488 0.3169 
Semi-Supervised segmentation HRNet (large/CARAFE/without stage4) 0.3386 0.4597 0.4088 

HRNet (large/CARAFE/without stage4) + feature maps 0.3510 0.4854 0.4253  
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4.4.3. CMUH dataset semi-supervised model results 
To verify whether our semi-supervised model could be applied to different datasets, we used the CMUH dataset for additional 

testing. We added only a small number of CMUH unlabeled images (from 5 patients) to fine-tune the model. As shown in Table 5, 
through fine-tuning of the semi-supervised learning, the resulting mIOU, dice score, and sensitivity improved from 0.2344, 0.3325, 
and 0.3151 to 0.3721, 0.5113, and 0.4967, respectively. As shown in Fig. 8, the semi-supervised model labeled the PE lesion area more 
completely than the supervised model did. This result showed that our semi-supervised model can work well on other unlabeled 
datasets. 

5. Discussion 

In this work, we first designed a supervised segmentation network which was suitable for the PE dataset. Unlike the models of 
Carlos et al., our HRNet-based model was more suitable for small object detection. Therefore, our supervised model was able to achieve 
better dice scores and sensitivity. Then, to better fit our model to different PE datasets, we designed a feature-enhanced adversarial 
semi-supervised segmentation model. We found that the semi-supervised model did not significantly improve the accuracy on the 
testing set of the open source dataset, as the improvement was limited due to the use of the same training set in the supervised learning. 
Therefore, our semi-supervised model only slightly revised the predicted boundaries and shapes. However, our semi-supervised 
learning provided a significant improvement in the accuracy of the NCKUH and CMUH datasets. Because of the addition of feature 
maps to the predicted label and ground truth label as input to the discriminator for training, our model was able to mark the shapes of 
the PE lesion areas more accurately and thus increased the accuracy. 

The sensitivity was higher than the dice score only on the open source dataset. The reason was that the predicted label of the open 
source dataset contained more false positives, which are unfavorable for the calculation of a dice score. However, the predicted labels 
of other datasets rarely contained false positives, so the dice score was slightly higher than the sensitivity. This difference could be 
ascribed mainly to the open source dataset and other datasets being sourced from different labeling personnel with dissimilar labeling 
standards. The open source dataset had stricter standards for the PE lesion area, and only the obstructed area was annotated. In the 
other datasets, all areas around the obstructed area were annotated. Therefore, the true positives were increased and the false positives 
were decreased in the NCKUH and CMUH datasets. 

The prediction results of unlabeled images (NCKUH and CMUH datasets) are shown in Fig. 9. The complex shapes and the large 
number of PE lesion areas resulted in the decrease in accuracy. Our model was able to predict only the approximate locations in these 
images and was unable to fully present the details, resulting in a large number of false negative pixels. However, the approximate 

Fig. 7. Predicted images of segmentation results in the NCKUH dataset. The results of semi-supervised training on the NCKUH dataset show a 
reduction in false negatives compare with supervised training, as observed in the various cases presented in the columns. 

Table 5 
Comparison between supervised and semi-supervised methods on the CMUH dataset. The accuracy was improved through fine-tuning the semi- 
supervised model with a small number of CMUH images.  

CMUH dataset 

Segmentation backbone Testing set mIOU Dice score Sensitivity 

Supervised segmentation HRNet (large/CARAFE/without stage4) 0.2344 0.3325 0.3151 
Semi-Supervised segmentation HRNet (large/CARAFE/without stage4) + feature maps 0.3721 0.5113 0.4967  
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locations we predicted were sufficiently helpful for doctors to check the PE lesion areas. Therefore, despite the large number of false 
negative pixels, our model can still assist doctors in quickly finding PE lesion areas. 

The clinical limitations of CT angiography are impacted by selection bias, as the cases that currently undergo this test usually 
involve high-risk patients with high d-dimer levels and a strong suspicion of pulmonary embolism. Consequently, the rate of positive 
cases among those who undergo CTA is high. However, there may be a considerable number of hidden cases of asymptomatic pul
monary embolism, in which patients show no symptoms and therefore do not undergo CTA. Unfortunately, there is no data available 

Fig. 8. Predicted images of segmentation results in the CMUH dataset show that fine-tuning the semi-supervised model with images from five 
patients improved its ability to fit the shapes of the pulmonary embolism (PE) lesion area, as illustrated in the different cases presented in 
the columns. 

Fig. 9. We compared the segmentation results of our semi-supervised model on the NCKUH and CMUH datasets, and selected representative cases 
to highlight the presence of false negative pixels in the predicted labels. These pixels, indicative of missed PE lesions, can reduce the accuracy of 
the model. 
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on the percentage of cases with asymptomatic pulmonary embolism. This lack of data limits the model’s ability to make accurate 
judgments, which can lead to false negative readings in mild cases. 

6. Conclusion 

In this work, we proposed a semi-supervised semantic segmentation model for PE lesion annotation. In the semantic segmentation 
network, we increased the size of the input feature map to preserve the features of PE. We also modified the oversized HRNet model to 
reduce the computational load while maintaining high accuracy. The other novel aspect of our model is the addition the feature map 
information to the discriminator by using the feature map of the encoder to improve the accuracy. 

In the open source dataset, our supervised model outperformed the model of Carlos et al. The resulting mIOU, dice score, and 
sensitivity reached 0.4683, 0.5938, and 0.6856, respectively. Furthermore, the addition of a small number of unlabeled PE images for 
fine-tuning of the model improved the mIOU, dice score, and sensitivity of the NCKUH dataset to 0.3510, 0.4854, and 0.4253. The 
resulting mIOU, dice score, and sensitivity of the CMUH dataset increased to 0.3721, 0.5113, and 0.4967, respectively. Superior to the 
supervised learning models, our semi-supervised model achieves higher accuracy in predicting unlabeled images. The results also 
showed that our semi-supervised model can be applied to other PE datasets. 

For CTPA images obtained from different hospitals, we can fine-tune our model by adding a small number of additional unlabeled 
images from another hospital and achieve an accuracy equivalent to the accuracy of the training dataset from the original hospital. 
Although the accuracy of our semi-supervised learning model may still be improved, we have demonstrated a promising training 
method that can be easily applied to multiple datasets. While our model demonstrated promising results, we recognize the need for 
further improvements. We plan to implement image pre-processing techniques to enhance the detail features of blood vessels and 
incorporate attention modules to improve the model’s ability to distinguish between the background and target. 
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