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Abstract
In medical practice, all decisions, as for example the diagnosis based on the classification of images, must be made reliably

and effectively. The possibility of having automatic tools helping doctors in performing these important decisions is highly

welcome. Artificial Intelligence techniques, and in particular Deep Learning methods, have proven very effective on these

tasks, with excellent performance in terms of classification accuracy. The problem with such methods is that they represent

black boxes, so they do not provide users with an explanation of the reasons for their decisions. Confidence from medical

experts in clinical decisions can increase if they receive from Artificial Intelligence tools interpretable output under the

form of, e.g., explanations in natural language or visualized information. This way, the system outcome can be critically

assessed by them, and they can evaluate the trustworthiness of the results. In this paper, we propose a new general-purpose

method that relies on interpretability ideas. The approach is based on two successive steps, the former being a filtering

scheme typically used in Content-Based Image Retrieval, whereas the latter is an evolutionary algorithm able to classify

and, at the same time, automatically extract explicit knowledge under the form of a set of IF-THEN rules. This approach is

tested on a set of chest X-ray images aiming at assessing the presence of COVID-19.

Keywords Covid-19 disease � Chest X-ray images � Classification � Interpretable machine learning � Evolutionary
algorithms

1 Introduction

Images are nowadays of paramount importance in medi-

cine for diagnosis. By looking at them, expert clinicians

can hypothesize the presence or absence of a specific dis-

ease, or even its degree, thus performing human-based

classification.

Advances in machine learning have opened this field to

automatic classification tools. In the last years, Deep

Learning methods [1] relying on Deep Neural Networks

(DNNs) have become the de-facto standard for automatic

image classification [2]. These methods often allow

obtaining very high classification quality measured in

terms of indices as, e.g., accuracy and F-score.

The problem with DNNs is that they behave like black

boxes, i.e., they do not provide any explanation on the

reasons why they assign an item to a given class. Interest is

rising, instead, in getting information on this issue. This is

true both for experts who make use of DNN-based classi-

fication systems and for subjects whose lives are influenced

by those decisions. As a few examples, just consider

problems related to risk assessment, as credit assignment in

finance, recidivism risk prediction in court trials, and

diagnosis in medicine as well. In this latter field, when

doctors examine images related to a patient, they can

motivate their decisions and can explain them to patients.

An automatic tool should be able to convince doctors by

telling them why that image represents a positive or a

negative case and should reassure patients that the decision

is correct and will not threaten their lives.

Consequently, there is wide research aiming at provid-

ing DNNs and other black-box classifiers with ways to
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explain their decisions. This leads to the concept of ex-

plainable Artificial Intelligence / Machine Learning [3],

and consists of finding a posteriori another model that can

inform people with the reasons for the choices, the

underlying hypothesis being that the behavior of the inner

model of the DNN and of this external one is exactly the

same on all the examined items, and on new ones that

could be presented in the future.

Of course, the hypothesis above is very strong. It is often

the case that, as Cynthia Rudin notes in [4], ‘‘Explainable

ML methods provide explanations that are not faithful to

what the original model computes’’. Unfortunately, the

current ways to add explainability to black boxes are far

from being satisfactory. As Rudin writes, ‘‘explanations

often do not make sense, or do not provide enough detail to

understand what the black box is doing.’’

Unlike explainability, an alternative approach aims at

creating classification tools that are interpretable, meaning

with this that they directly build an explicit model so that

they can provide users with explicit knowledge about the

problem and with the reasons for classifying items the way

they do. This knowledge may be represented as, e.g.,

decision trees or sets of rules. A common criticism about

interpretable models is that they perform worse than

explainable ones. Yet, in [4] it is argued that ‘‘It is a myth

that there is necessarily a trade-off between accuracy and

interpretability’’.

In this paper, we follow this latter approach and apply it

to the medical field, with specific reference to the detection

of Covid-19 [5]. This is the disease caused by the new

SARS-CoV-2 coronavirus. Since its first official

announcement on December 31, 2019, this disease has

been defined as a pandemic and has caused more than 197

million cases worldwide, and more than 4.2 million people

died. Symptoms of Covid-19 are highly variable, the most

common being fever, dry cough, and fatigue, followed by,

among many, loss of taste or smell, nasal congestion,

nausea, vomiting, diarrhea, conjunctivitis. Symptoms of

severe Covid-19 disease are shortness of breath, persistent

pain or pressure in the chest, high temperature (above

38�C).
The standard examination to diagnose Covid-19 is the

Reverse Transcription Polymerase Chain Reaction (RT-

PCR), which shows problems related to low accuracy,

delay, and low sensitivity [6]. Given its problems, other

examinations may help. One of the routine ways to help

objectively diagnose the presence of Covid-19 in a subject

consists of letting them undergo a chest X-ray radiography

(CXR) examination [7]. This has the advantage of being

performed easily, also by means of portable X-ray

machines that can provide faster, and accurate Covid-19

diagnosis. CXRs, when coupled with AI, can be very useful

in the detection of Covid-19 [7]. The outcome of a CXR

examination is a set of gray-scale images, through which

experts can tell whether or not the subject suffers from

Covid-19.

As far as we know, never have Evolutionary Algorithms

(EAs) been used to perform the classification task starting

from a data set of images, a fortiori related to Covid-19.

This is confirmed by a wide and recent literature survey

conducted in 2020 by Nakane et al. [8]. In it, they report

that surveys on the application of EAs and swarm algo-

rithms (SAs) to the field of computer vision have not been

updated during the last decade, so their paper is the most

reliable source on this. Importantly, they report no EAs

being used to classify images of any type. The only way in

which EAs have been utilized for image classification

consists of their use to evolve good DNN structures and

hyper-parameter values [9, 10], yet those structures remain

black boxes.

Therefore, in this paper, we propose a new general-

purpose methodology to classify images that is based on

two steps. The first step performs pre-processing, namely,

it filters each image and transforms it into a set of real

values, so that the image data set is transformed into a

numerical one. In the second step, an evolutionary-based

interpretable classifier acts on this numerical data set by

performing classification, and at the same time provides

users with explicit knowledge. This latter has the form of a

set of IF-THEN rules each of which contains AND-con-

nected literals on the data set variables.

This paper is a feasibility study for the proposed

approach. To test if it may be useful in the medical domain,

and to which degree of accuracy, we make use here of a

freely downloadable data set containing X-ray images of

subjects’ chests. The task is to discriminate people with

Covid-19 from healthy ones.

2 Related works

The use of Artificial Intelligence and Machine Learning

techniques has proved extremely useful in managing ima-

ges, as these methodologies have turned out very effective

in facing problems as image segmentation, feature detec-

tion and selection, image matching, visual tracking, face

recognition, human action recognition, and so on. For a

recent survey on this with reference to Evolutionary

Algorithms, the reader is referred to [8].

As regards the task of image classification, the state of

the art is currently largely represented by Deep Learning

structures, with specific reference to Convolutional Neural

Networks (CNNs) [11]. Their use started in the last eighties

of the past century, when, in 1989, LeCun et al. proposed

the first multilayered CNN named ConvNet [11], and, after

a first wave of interest, their use met a stagnation phase
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mainly due to the high computational time, in some cases

even some weeks, needed to obtain very small improve-

ments in performance. This was mainly due to the lack of

parallel processing techniques and limited hardware

resources necessary to train such networks. This problem

was overcome in around 2010, and in about the same

period some important advancements were made in the

activation function, with ReLu or Tanh replacing the Sig-

moid [12]. More recently, improvements have been made

in the use of parameter optimization strategies, and in the

design of new architectural ideas, as proposed in, e.g., [13]

(2018), [14] (2018), and [15] (2019).

Basically, the current idea consists of the observation

that hyper-parameters as filter dimensions, stride, padding,

and so on are difficult to determine for each layer, as this

would mean to optimize hundreds, if not thousands, of

parameters. Consequently, the idea is to start with a CNN

block with fixed topology and to repeat this multiple times.

All this research led to significant improvements in CNN

performance taking place in the period 2015–2019.

As of today, many different structures exist and are

typically used ‘‘as they are’’. Just to mention a few, we can

recall here LeNet [16] (1995), AlexNet [17] (2012), Goo-

gleNet [18] (2015), ResNet [19] (2016), and DenseNet [20]

(2017),

It is worth pointing out that, apart from CNNs, other

Machine Learning algorithms have been used and are still

being used on their own to face image classification. From

among them, we can recall here at least K-Nearest

Neighbour [21], the use of which together with texture

features has turned out useful in classifying medical images

containing either normal or abnormal tissues [22] (2019).

Also used for image classification are methodologies as

Support Vector Machines [23], Decision Trees [24], shal-

low Artificial Neural Networks [25]. These methodologies

exhibit good performance when small- or medium-sized

data sets are considered, yet they are typically outper-

formed by Deep Learning algorithms when large or very

large data sets, possibly with high numbers of classes, are

considered.

However powerful for image classification, CNNs are

not immune from drawbacks. Firstly, CNNs are well suited

for large data sets allowing good training, whereas in

several cases the size is small; this holds frequently true for

Covid-19-related data sets. A possible solution to this is

represented by transfer learning, in which a CNN is pre-

viously trained on a large image data set and is then applied

to face the small data set available. Secondly, the execution

of CNNs needs high amounts of computational resources in

terms of both memory and storage. Thirdly, their working

mechanism implies that they build a black-box model

based on the implicit extraction of features, yet these

cannot be checked and approved by humans. It may happen

that these extracted features may mislead classification,

thus leading to bad performance.

Consequently, feature selection techniques can be used

in conjunction with CNNs. In particular, meta-heuristic

techniques are very helpful in this task. For feature selec-

tion in images, we can recall here at least the use of a

genetic algorithm (GA) on a data set of lung and breast

nodules [26] (2011), a Flower Pollination Algorithm for

lung cancer detection [27] (2020), a Simulated Annealing

scheme hybridized with GA for the classification of brain

tumors starting from MR images [28] (2019), a fuzzy

particle swarm optimization (PSO) scheme for CT imagery

related to emphysema [29] (2019), a Bat Algorithm for

lung X-ray images [30] (2019), a hybrid algorithm con-

sisting of PSO and fuzzy C-means for the segmentation of

MR images [31] (2020), and an Artificial Bee Colony

applied to Parkinson’s disease [32] (2020). The years of

publication of these papers show that the problem of

automatically selecting features is a currently open one in

image classification.

As concerns Evolutionary Algorithms and Swarm

Intelligence algorithms, it should be remarked here that

they are being applied as well for image classification with

respect to some specific tasks. As a first task, many papers

exist in which these algorithms are used for the automatic

design of CNN structures, as for example in [33] (2017),

[9] (2018), and [10] (2020). As a second task, other papers

show the use of EAs to perform feature selection, as, e.g.,

[34] (2013), [35] (2015), and [36] (2016).

To the best of our knowledge, instead, no paper

describes the use of an EA to directly classify images,

which, we believe, is the big novelty of our paper.

3 The method

Our method consists of the sequential application of two

steps. Figure 1 shows that the image data set is firstly given

as input to a filter that outputs a numerical data set. Then,

this latter is input to a classifier that performs explicit

knowledge extraction. These steps are detailed in the fol-

lowing subsections.

3.1 Image filter

The image filter we have considered was originally pro-

posed in [37] by Mingjing Li. It was introduced in the area

of Context-Based Image Retrieval and allows encoding an

image as an array of 64 attributes each represented by a

real number. Actually, these attributes can be grouped into

three sets, each of which takes into account different fea-

tures of the image.
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Firstly, six features make reference to the first two-color

moments of the image in the RGB color space. Their

values are normalized based on the idea of histogram

normalization so that their sum equals 1.0.

Secondly, 14 attributes are related to the texture moment

of the image. In this case, the feature extraction is confined

to the grayscale representation of an image only. Therefore,

rather than to the color, these attributes are somehow

related to the structural information of the image. In fact,

for each interior pixel of the image, seven different attri-

butes are calculated, which can be seen as representing

detected edge strengths at that pixel. Then, the mean and

variation of each attribute are calculated separately over

the whole set of interior pixels of the image. These values

too are normalized in a way that the sum of their values is

equal to 1.0.

Thirdly, 44 attributes represent the color correlogram in

HSV color space. This incorporates the spatial correlation

of image pixels. To obtain them, the HSV color space is

quantized into 44 bins, and the auto correlogram is only

considered between a pixel and its 8 neighboring ones. In

HSV color space, the area deemed corresponding to black

color is quantized into 1 bin, and that corresponding to gray

levels, white color included, is quantized into 8 bins. This

is important whenever the images are not in color but in

grayscale, because, in this case, only these nine bins will

correspond to non-zero attribute values. In this case too, the

values are normalized so that their sum equals 1.0.

A very important consequence of the above is that, if the

filter is applied to grayscale images, not all the 64 features

will be meaningful. In fact, the only significant variations

are, obviously, those related to black, white, and gray

levels, which are represented by nine attributes as a whole.

This reduces the total number of filter features from 64 to

29.

Readers interested in further details on what these

attributes represent, or in why they were chosen rather than

others, or in why exactly that number of features was

considered, can make reference to the seminal paper [37]

by Li.

The application of this filter allows us to pass from the

field of images to that of numbers, thus transforming a data

set of images into a numerical one. This latter can be easily

deal with by EAs in general, and by the DEREx algorithm

in particular.

3.2 DEREx

The classifier we use is the Differential-Evolution-based

Rule Extractor (DEREx) [38] developed by us. Its core is

an EA, specifically one relying on Differential Evolution

(DE) [39, 40]. EAs are an optimization methodology

relying on mimicking in a computer the evolution of a

population of individuals that takes place in nature. Given a

problem needing optimization, an EA iteratively updates a

set of a number of Pop_Size solutions over a number of

Max_Gens iterations. An objective function, called the

fitness function, drives this optimization process. Details on

how this takes place in DE can be found in [39, 40]. Other

DE parameters include the crossover ratio CR and the

mutation factor FV: they concern the way currently avail-

able solutions are used to create new ones. The values

assigned to all the parameters cited influence the evolution

and, hence, the final best solution found. DEREx users can

Fig. 1 The method. Input: X-ray radiography (CXR) images. 1st step:

the feature extraction through the use of a filter detailed in 3.1 - each

image is processed in order to extract 64 features that will constitute

an item of the data set. 2nd step: the data set creation - to each item

of 64 features it is associated the class (1: Covid-19 or 2: Normal). 3rd
step: the DEREx classifier, which also provides the explicit knowl-

edge extraction under the form of IF-THEN rules. Output: the

classification - each X-ray image is classified
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also choose the specific DE algorithm DE_Algo to be run

among a set of ten possible ones.

Each possible solution proposed by DEREx is a set of

rules each of which is of the type IF (condition) THEN

(class). The condition part of each rule is composed of

AND-connected literals, each of which is in the form

ðvari OP const1 const2Þ

where vari is an attribute in the data set, const1 and const2
are two constant values, and OP is a relational operator in

the set \; � ; � ; [ ; IN;OUT . Actually, for the first four

operators, just const1 is considered, whereas the two latter

represent the variable being within a given range or outside

it, and hence require the use of both constants.

Users can set the maximum number of rules a set can

contain, represented by N_Max_Rules. They can also set a

rule threshold Rule_Thr in 0.0 – 1.0: the lower this value,

the more likely a rule set will contain less than N_Max_-

Rules. Similarly, a literal threshold Lit_Thr can be set

within 0.0 - 1.0: the higher its value, the lower the number

of literals in a rule. In this way, users can modulate the

number of rules and their size in the proposed rule sets. For

example, if DEREx is applied to a data set with two classes

and six attributes, a possible solution proposed could be:

• IF (var1[ 0.89) AND (var2[ 0.23) THEN class = 1

• IF (var2 � 0.19) AND (var5\ 0.48) THEN class = 2

• IF (var4 IN (0.47, 0.65)) THEN class = 1

About the assignment of an item to a class, three possible

cases can take place. In the first case, the item is taken by

just one rule or by more rules related to the same class, in

which case it is assigned to the class contained in that

rule(s). In the second case, the item is taken by more rules

related to different classes, which is what is defined as a

yes–yes indeterminate situation. In the third case, the item

is taken by no rule, which represents what is called a no–no

indeterminate case.

DEREx is endowed with a recovery mechanism that

allows resolving both yes–yes and no–no indeterminate

cases, so that each item will always be assigned to one and

only one class.

Details on all of this can be found in the seminal paper

[38].

4 The data set

We downloaded from Kaggle the COVID-19 Radiography

Dataset [41]. This data set was collected as a joint effort by

a team of researchers from Qatar University, Doha, Qatar,

and the University of Dhaka, Bangladesh in cooperation

with collaborators from Pakistan and Malaysia. This took

place under the supervision of medical doctors. The data

set consists of a set of chest X-ray images for COVID-19

positive cases along with Normal items and Viral Pneu-

monia images as well [6, 7]. Each image in it is in

portable network graphics (PNG) file format, is in gray-

scale, and has a resolution of 299 � 299 pixels. This data set

is under constant updating.

In addition to the COVID-19 Radiography Dataset used

in this study, several data sets containing chest images

related to Covid-19 exist, as it can be seen at, e.g., [42]. We

chose this specific data set because it has a lot of positive

features. Firstly, it contains images related to Covid-19,

which is a current problem highly impacting our society

and our goal here. Secondly, as a consequence of an

international cooperation among several institutions pro-

viding imagery, it consists of a large number of images,

quite larger than those of the other data sets listed in the

above reference, and is possibly the largest image data set

related to Covid-19. Thirdly, its quality is very good, to the

point that it was awarded by the Kaggle Community as the

winner of the Covid-19 Dataset Award. Finally, it is freely

available.

As summarized in Table 1, from the original Kaggle

data set, we have considered all the examples of the two

classes Covid-19, with 3,616 items, and Normal, containing

10,192 examples. Therefore, the data set we use here

consists of 13,808 images.

Figure 2 shows some examples of the classes. It can be

seen that the images are very similar in color and shape, the

differences being quite small. Yet, the expert eye of a

doctor can actually spot the zones where differences exist.

5 Experiments

In the experiments reported in this paper, we do not per-

form any data pre-processing, meaning with this no data

cleaning, noise reduction, image transformation, and data

normalization take place. This could somehow impact the

quality of the results, as these preliminary steps often help

improve the quality of the images. This choice also impacts

the reproducibility of our experiments, making their

replicability easier for the scientific community, in order to

let people introduce some improvements and/or compare

their results with ours.

About the filter tool, in this paper, we use a version

made available in GitHub [43] by Xirong Li et al. who

Table 1 The distribution of the

considered images (items) over

the two classes: Covid-19 and

Normal

#items

Covid-19 3,616

Normal 10,192

Total 13,808
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made use of it as a part of a neighbor voting algorithm [44].

In that software, unlike Mingjing Li’s paper, the order of

the features is different: firstly we have the 44 correlogram

features, then the 14 texture moment ones, and finally the

six color moment ones.

Additionally, as said in Sect. 3.1, if the filter is applied

to grayscale images, not all the 64 features will be mean-

ingful, but only 29. In fact, we can see that 35 of them are

always equal to 0.0 for all the items in the data set because

all the correlogram features related to non-gray colors

receive a value of 0.0 due to the nature of the image.

Specifically, the only significant variations are, obviously,

those related to black, white, and gray levels, which are

represented by nine attributes as a whole. Therefore, the

number of accounted features is reduced from 64 to 29.

Table 2 shows the position of each of the 29 attributes in

the encoding, and shortly describes their meaning.

As for the classification step, instead, we have to high-

light that DEREx is a stochastic algorithm, meaning that its

execution depends on the value of a random seed that is

initially set. Therefore, the algorithm has been run 25 runs

with 25 different initial seeds, which provides different

evolutions and, hence, different final solutions.

To investigate the classification ability, as the fitness

function we have not taken into account the often-used

accuracy Acc, because the data set is highly unbalanced. In

cases as the one faced here, instead, quality indices as

F_score or Matthews correlation coefficient (MCC) should

be used. Especially, this latter is becoming more and more

recommended in case of unbalanced data sets, therefore we

avail ourselves of it for this study.

To define it, firstly, we take as the positive class that

containing the Covid-19 items, the negative one being that

with the items of the Normal class. Then, given a classi-

fication applied to the data set items, we can divide them

as:

– true positive (tp): the positive items right assigned to

the positive class;

– true negative (tn): the negative items right assigned to

the negative class;

– false positive (fp): the negative items wrongly assigned

to the positive class;

– false negative (fn): the positive items wrongly given to

the negative class.

With these definitions, the MCC index is defined as:

Fig. 2 Examples of items from

the two classes. Top panes:

normal. Bottom panes: Covid-
19

Table 2 The order of the 29 attributes in the encoding

1 Color correlogram: black bin

2 to 8 Color correlogram: gray bins

9 Color correlogram: white bin

10–16 Mean values of the seven texture moment attributes

17–23 Variation values of the seven texture moment attributes

24 First-order R color moment

25 First-order G color moment

26 First-order B color moment

27 Second-order R color moment

28 Second-order G color moment

29 Second-order B color moment

Neural Computing and Applications

123



MCC ¼ ðtp � tnÞ � ðfp � fnÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðtpþ fpÞ � ðtpþ fnÞ � ðtnþ fpÞ � ðtnþ fnÞ
p ð1Þ

The admissible range for MCC is [-1.0, 1.0], and the higher

this value, the better the classification. Given this choice of

the fitness function, the problem becomes a maximization

problem.

To perform supervised learning, we divide the data set

into a training set, containing the first 70% of the cases, and

a test set with the remaining 30%.

5.1 Settings

The values for the parameters of DEREx have been set as

shown in Table 3. These values have not been optimized by

means of a preliminary tuning phase, rather they are the

default ones, i.e., those we typically use when classifying

over two-class numerical data sets.

These values say that we are looking for small rule sets

composed of exactly two rules (one per class) (N_Max_-

Rules = 2 and Rule_Thr = 0.0), and each such a rule should

contain a very low number of literals (Lit_Thr = 0.95).

These choices imply our preference for compact and easy-

to-understand knowledge, also to the detriment of accuracy

values.

The two last rows of Table 3 report the correspondence

of the class names to the integer values representing them.

After the filtering phase, the data set contains the items

grouped class by class in sequential order, hence, we firstly

randomly shuffle it, and then assign the first 9665 items to

the training set and the last 4143 to the testing set. The

resulting distribution of the items is summarized in

Table 4.

To carry out our experimental phase, a version of

DEREx has been implemented by us in C language, and a

Mac Pro has been used that runs MacOS High Sierra and

has the following hardware features: a total of 12 cores

(two 3.5Ghz Intel Xeon E5 processors with 6 cores each),

256kB L2 cache for each core, 32 GB DDR3 ECC mem-

ory, 1TB PCIe-based SSD storage.

5.2 Results

From a numerical viewpoint, our algorithm reaches good

performance, because the average value for MCC over the

train set is equal to 0.423 out of the 25 runs. Also, the

generalization ability shown is good, because the MCC

value over the previously unseen items in the test set,

averaged over the 25 runs, is equal to 0.446. As it can be

seen, there is no relevant difference in performance over

the two sets, as these two numbers are quite similar to each

other. This means that the generalization ability of the rule

sets found is good.

We consider as the best run the one that achieves the

highest MCC value on the training set, and we examine its

behavior on the test set. For this problem, the best run

obtains MCC values of 0.486 over the train and of 0.496

over the test set. Also, the MCC on the total data set is

equal to 0.489.

Table 5 shows the confusion matrices over the train set,

the test set, and the total data set for the best solution

obtained. It is worth noting that the items are quite cor-

rectly assigned to both classes, although the Normal class

is about three times the Covid-19 one. In particular, for

each class, the majority of the items is correctly assigned to

that class, and this takes place for all three sets. Instead, the

use of indices as the accuracy, not designed to effectively

deal with such situations, could have likely led to the

majority class incorporating many samples of the minority

one, even more than half of them, and up to all of them.

Thanks to MCC, this is not the case here. The last row of

the table reports the values for Accuracy Acc and MCC. As

it can be seen, Acc is higher than 80% overall three sets.

This is especially important for the test set, as it means that

generalization obtained by the system through the rules is

good.

The best solution obtained is the following set of two

rules:

Table 3 The Parameter Setting for DEREx

Pop_Size 50

Max_Gens 500

Cr_Ratio 0.3

Mut_F 0.7

DE_Algo DE/rand-to-best/1/bin

N_Max_Rules 2

Rule_Thr 0.0

Lit_Thr 0.95

Class 1 Covid-19

Class 2 Normal

Table 4 The distribution of the items over the training and testing

sets. Each item is composed of 29 attributes and one class (Covid-19

or Normal)

#Items Percentage (%) Covid-19 Normal

Training 9665 70 2541 7124

Testing 4143 30 1075 3068

Total 13,808 100 3616 10,192
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IF (var5 OUT (0.235 0.301)) AND (var7 � 0.143) AND

(var27\ 0.220) THEN class = 1

IF (var13 IN (0.074 0.098)) THEN class = 2

where class 1 is Covid-19, instead class 2 is Normal.

As it can be seen, just four parameters are contained out

of the 29.

The rule for the normal class is extremely compact and

easy to understand, as it contains just the mean value of the

fourth texture moment attribute.

That for the Covid-19 class, instead, contains three

attributes, two of which are from the color correlogram,

namely they correspond to two different gray levels, an

intermediate level, and a light gray. The third attribute in

the rule, instead, is related to the second-order R color

moment. The meaning of this rule is that there are some

levels of gray in the images related to Covid-19 that are not

present in those from healthy subjects.

5.3 Comparison

To investigate the performance of the classification tool

proposed here, we have compared its results against those

provided by other widely used Machine Learning-based

classifiers. Actually, such classifiers can be divided into

groups, so that all those in the same group share the same,

or similar, features. Namely, we have considered here the

Bayesian methods, from which we have chosen the Bayes

Net (BN) [45] and the Naive Bayes (NB) [46], the func-

tion-based, from which we have selected the radial basis

function (RBF) [47] and the support vector machine (SVM)

[48], the ensemble methods, for which AdaBoost (AB) [49]

has been taken into account, and the rule-based tools, from

which the one rule (OR) [50] has been picked.

Of course, the first step of the method has been left the

same in all the cases, and we have given as input to these

algorithms the same data set that is given in input to

DEREx in the second step of our methodology.

To run these algorithms, we have used the Waikato

Environment for Knowledge Analysis (WEKA) [51] tool,

version 3.8.5. We have executed them in exactly the same

experimental conditions used for DEREx: the same divi-

sion into training and testing set, the same number of 25

runs only differing in the initial seed provided to the ran-

dom number generator, and the absence of any preliminary

parameter tuning phase.

Table 6 firstly reports for each of the algorithms the

average final values over the 25 runs in terms of accuracy

(A), and Matthews correlation coefficient (M). The next

two columns report the highest values obtained in the 25

runs with respect to the same parameters. Finally, the last

two columns show the corresponding values for the stan-

dard deviation.

For each column in the table, the best value achieved is

shown in bold, and the second is reported in italic.

As it can be seen in the table, in terms of higher single

performance, DEREx obtains the highest final values for

both the considered parameters. In terms of MCC, the

Bayes Net is the runner-up, whereas, when the accuracy is

considered, the Radial Basis Function shows the second-

best performance. This means that DEREx has found the

best-quality classification model, which is the one shown in

the previous subsection.

As far as the average final values are considered,

instead, when the MCC is examined, the Bayes Net is the

best performer, DEREx being the runner-up: they both are

far superior to the other algorithms. In terms of accuracy,

instead, the Radial Basis Function performs best, followed

by DEREx.

Finally, in terms of standard deviation, as far as the

accuracy is concerned, SVM has the lowest value, followed

Table 5 Confusion Matrices of

the Best Rule Set. Covid-19 is

class 1, instead Normal is class

2

Real class Train set Test set Whole data set

Predicted class Predicted class Predicted class

Covid-19 Normal Covid-19 Normal Covid-19 Normal

Covid-19 1,574 967 670 405 2,244 1,372

Normal 955 6,169 396 2,672 1,351 8,841

Acc MCC Acc MCC Acc MCC

80.11% 0.486 80.67% 0.496 80.28% 0.489

Table 6 The results obtained by the algorithms

Average Best Std. dev

A M A M A M

BN 77.51 0.474 78.61 0.492 0.627 0.012

NB 76.62 0.372 77.41 0.397 0.516 0.012

RBF 79.60 0.410 80.28 0.442 0.434 0.016

SVM 78.55 0.361 79.39 0.391 0.311 0.012

AB 76.73 0.341 79.07 0.419 1.034 0.045

OR 76.31 0.317 77.76 0.354 0.935 0.023

DEREx 78.86 0.446 80.67 0.496 2.094 0.022

For each column, the best value achieved is shown in bold, and the

second best is reported in italic
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by RBF. When MCC is considered, instead, BN, NB, and

SVM turn out to be the best. DEREx shows higher values

than the other classifiers with respect to accuracy, whereas

it is comparable with the other algorithms when MCC is

considered.

It should be emphasized here that the algorithms the

performance of which are closer to that of DEREx, i.e., the

Bayes Net and the Radial Basis Function, do not provide

easily interpretable knowledge, which limits their utility in

the present scenario and, more generally, whenever easily

understandable interpretable knowledge should be pro-

vided to the users.

5.4 Discussion

The first important pro of our approach lies in the fact that

it is general-purpose, meaning with this that its applica-

bility is not restricted to the specific area from which the

images used here come, nor does it depend on their specific

format. Rather, independently of the specific field, all it

requires is a data set composed of images. Hence, if we

remain in the medical area, it is applicable to other dis-

eases/pathologies. Moreover, it can be profitably used in

any other area where an image data set is available.

Then, the execution of a run of our approach on the

above-described machine requires for this data set about

six minutes, whereas Deep Neural Networks are typically

slow, and, on this set, require many hours to obtain clas-

sification, even with small network configurations or low

values of the parameters. As a first example, we have run a

GoogLeNet DNN, consisting in a 22-layer deep convolu-

tional neural network, that has required on the same

machine described above about 190 minutes when set with

low parameter values, whereas has taken about 19 hours

when the parameter values are set higher. Noticeably, this

difference in execution time increases with the data set

size. As a further example, we have executed a ResNet-50

network, consisting of 50 layers. This latter has taken a

training time range from about 90 minutes to about 600

minutes.

Another pro of the methodology proposed here lies in

the fact that the images representing the classes are very

similar, as can be appreciated in Fig. 2. Furthermore, also

the typical colors of the images associated with the dif-

ferent classes are the same. This means that the algorithm

has no easy way to assign the items to the classes thanks to

different colors or shapes. Therefore, this experiment is a

kind of a worst-case situation. Yet, the results are good.

Another positive aspect, we believe, is due to the fact

that this methodology relies on colors, therefore its use

seems promising whenever the items of different classes

are typically represented by different colors. This is the

case, for example, in the classification of birds on the

CUB_200_2011 data set [52]. We have effected some

preliminary experiments on it, with good results in dis-

criminating among birds as common yellowthroat, red-

cockaded woodpecker, and red-headed woodpecker. The

data set used has three classes and about 60 items per class.

Accuracy values obtained are 97.52% on the train set and

96.23% on the test set. These values imply that the use of

colored images improves classification quality with respect

to those in grayscale used here.

Moreover, the data set used here is relatively large,

especially in the medical domain. In many practical cases,

the opposite takes place: often doctors only have some

dozens of examples, rather than hundreds or even thou-

sands. In spite of this size, results are encouraging.

Another positive issue is the fact that this data set is

quite unbalanced between the classes. This situation can in

many cases lead to unsatisfactory classifications, yet here

these problems do not hold true.

On the other side, a weakness of the experiments pre-

sented here lies in the fact that the behavior of this clas-

sifier has been tested on one data set only. This should be

checked on different types of image data sets from other

fields when items of a same class are represented in dif-

ferent colors, or items from different classes are repre-

sented in a same color.

Another investigation field is constituted by the filtering

step. Research will be developed on the number of the filter

attributes with reference to each of its three components:

are more orders useful for the color moment? Does a

number of bins different from 44 for the color correlogram

provide better performance? Can other texture moments be

defined?

It is very interesting to look for other filters that can

provide other parameters more meaningful for us

humans from the point of view of the interpretability. For

instance, they could be pieces of information related to a

given image area: ‘‘this part of the image suggests that...’’.

6 Conclusions and future works

A new general-purpose two-step approach has been pro-

posed to perform image classification. It relies both on

Context-based Image Retrieval concepts and on an evolu-

tionary-based automatic extraction of explicit knowledge.

This approach has been tested on a data set of X-ray images

related to Covid-19.

This paper represents a feasibility study for the proposed

approach. The results obtained are encouraging, and some

possible problems seem not to affect the approach, yet

much investigation must be carried out to check its effi-

ciency on other data sets, especially in the medical domain.

Some directions for our future work have been evidenced
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in the discussion reported in Sect. 5.4 in terms of investi-

gation on the general applicability of this approach.
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