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ABSTRACT
This article describes dynamical simulations of the assembly of an icosahedral protein shell around a bicomponent fluid cargo. Our simula-
tions are motivated by bacterial microcompartments, which are protein shells found in bacteria that assemble around a complex of enzymes
and other components involved in certain metabolic processes. The simulations demonstrate that the relative interaction strengths among
the different cargo species play a key role in determining the amount of each species that is encapsulated, their spatial organization, and
the nature of the shell assembly pathways. However, the shell protein–shell protein and shell protein–cargo component interactions that
help drive assembly and encapsulation also influence cargo composition within certain parameter regimes. These behaviors are governed
by a combination of thermodynamic and kinetic effects. In addition to elucidating how natural microcompartments encapsulate multiple
components involved within reaction cascades, these results have implications for efforts in synthetic biology to colocalize alternative sets of
molecules within microcompartments to accelerate specific reactions. More broadly, the results suggest that coupling between self-assembly
and multicomponent liquid–liquid phase separation may play a role in the organization of the cellular cytoplasm.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0089556

I. INTRODUCTION

Compartmentalization is essential for many biological func-
tions, including metabolism, cellular signaling, and genetic storage.
While membrane-enveloped organelles are a prominent mode of
compartmentalization in eukaryotic cells, it has become appar-
ent that liquid–liquid phase separation1–14 and proteinaceous
organelles15–17 play an important role in organizing the cyto-
plasm for all kingdoms of life. For example, in bacteria, cer-
tain metabolic pathways are enabled by bacterial microcompart-
ments, which are organelles consisting of a large protein shell
assembled around a dense complex of enzymes and reactants.18–25

Other protein-shelled compartments include encapsulins26,27 and
gas vesicles26,28 in bacteria and archaea and vault particles in
eukaryotes.29 From a practical perspective, there is great inter-
est in exploiting principles and materials from biology to achieve
similar nanoscale compositional control for synthetic biology and
drug delivery applications. In particular, researchers have demon-
strated the ability to target new molecules to microcompartment
interiors and to transfect the systems into non-native organ-
isms, including bacterial and plant cells, suggesting a basis for

designing microcompartments as customizable nanoreactors (e.g.,
Refs. 22 and 30–43).

Many of these cellular functions and biotechnology applica-
tions require compartments that assemble around multiple cargo
species. For example, metabolism relies on achieving high local
concentrations of the enzymes and reactants involved in a reac-
tion cascade, while the formation of cellular signaling com-
plexes requires colocalizing signaling proteins and their regulatory
ligands.11,21,44 Similarly, applications in synthetic biology require
targeting multiple species to microcompartment interiors (e.g., Refs.
22, 24–26, 30, 31, 34–43, and 45–52). In particular, microcom-
partments could be exploited to increase the efficiency of arbitrary
multienzyme cascades if the species are encapsulated with con-
trolled stoichiometry. Thus, understanding the factors that con-
trol the amount and composition of packaged cargo is essential
for understanding both natural and reengineered functions of
microcompartments.

Previous experimental and modeling studies of micro-
compartments and other shells provide an important start-
ing point for understanding multicomponent encapsulation. The
outer shells of microcompartments are roughly icosahedral, with
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diameters ranging from 40 to 400 nm, and assemble from
pentameric, hexameric, and pseudo-hexameric (trimer-of-dimer)
protein oligomers.18,19,26,53–59 Recent atomic-resolution structures
of small, empty microcompartment shells, as well as compu-
tational modeling,60–67 have elucidated mechanisms that con-
trol the structure and size of microcompartment shells. More
broadly, previous modeling studies have shown the assembly
of empty icosahedral shells68–94 and templating effects of a
cargo consisting of a nanoparticle or RNA molecule on shell
assembly.75,81–83,95–119 However, alternative models are needed
for microcompartment encapsulation of multicomponent cargo
complexes that do not have a specific size, structure, or
composition.

Although previous experiments successfully targeted particular
cargo species to microcompartment interiors,22,30–43 the factors that
control cargo coalescence and encapsulation remain incompletely
understood. In some microcompartments, shell–cargo attractions
are mediated by “scaffold proteins” such as the CcmN protein
in β-carboxysomes,120 while in other systems core enzymes have
a short “encapsulation peptide” sequence that binds to the shell
inner surface.26,31,35–37,39,121 Similarly, cargo–cargo attractions may
be mediated by scaffolds, such as CcmM in β-carboxysomes120

or potentially through direct pair interactions between cargo
molecules.36,37

Previous experimental and modeling studies suggest that the
packaged cargo of microcompartments undergoes phase separa-
tion, either prior to or during assembly of the outer protein
shell.60–62,65,120,122–126 Furthermore, some microcompartments ful-
fill similar functions as liquid–liquid phase separated domains in
cells—for example, the composition, structure, and function of the
RuBisCO complex within carboxysomes have strong similarities
to those of the pyrenoid, which is a liquid domain consisting of
RuBisCO and other components that enables carbon fixation within
plant cells.127–130 It is, therefore, likely that some factors that con-
trol the composition of liquid–liquid phase separated domains in
cells (e.g., Refs. 2, 6, 8, 10, 12–14, and 131–145) also affect the
composition of microcompartment cargoes. However, in the case
of microcompartment assembly, thermodynamic and kinetic fac-
tors resulting from coupling between liquid–liquid phase separation
and assembly of the crystalline shell could have significant effects.
Previous computational modeling of microcompartment assem-
bly has focused on encapsulation of a single cargo species, either
driven by direct cargo–cargo pair attractions60,61,65 or mediated
by scaffolds.62

In this work, we build on these previous studies, by study-
ing a minimal computational model for a microcompartment shell
that assembles around a cargo containing two species. We inves-
tigate the amount and composition of the encapsulated cargo as
a function of the affinities among these cargo species, and of the
shell–cargo and shell–shell affinities. The simulation results sug-
gest that the relative cargo–cargo affinities are the most impor-
tant factor in determining the amount and composition of pack-
aged cargo. However, within certain parameter ranges, varying
the shell–cargo and shell–shell affinities provides an alternative
means to sensitively control the packaged cargo. These effects are
governed by a combination of thermodynamic and kinetic fac-
tors arising due to coupling between cargo coalescence and shell
assembly.

II. RESULTS AND DISCUSSION
A. Model overview

We simulate the dynamics of microcompartment assembly in
the presence of two cargo species, which we denote as “R” and “G.”
There are numerous control parameters in the microcompartment
system, many of which have been explored in previous studies.60–67

Here, our objective is to focus on the effect of interaction para-
meters on cargo encapsulation. To avoid complexities associated
with assembly into different shell geometries,61,62,65,66 we use a mini-
mal model for the shell developed in Perlmutter et al.,60 for which
the energy minimum corresponds to a T = 3 icosahedral shell in
the Caspar–Klug nomenclature,146 comprising 12 pentamers and
20 hexamers (Sec. IV A and Fig. 1). Although our model is moti-
vated by bacterial microcompartments, it is sufficiently general to
describe other proteinaceous shells, including viruses and micro-
compartments that are reengineered to encapsulate designer cargoes
(e.g., Refs. 22, 30–39, 41, 46–48, 50–52, and 147–156).

1. Interaction parameters
Efficient assembly and cargo loading generically require three

classes of interactions: interactions between shell subunits that drive
shell assembly, interactions between shell subunits and one or more
cargo species, and interactions between cargo particles that drive
cargo coalescence.60 While in some systems, one or more of these
interactions can be mediated by auxiliary proteins (e.g., the CCmM
and CCmN proteins in β-carboxysomes), for simplicity we model all
interactions as direct pair interactions in this work.

We have explored assembly dynamics over a range of the sim-
ulation control parameters that most strongly affect the amount
and composition of encapsulated cargo—these are the interaction

FIG. 1. Description of the model. (a) Each shell subunit contains “Attractors” (green
circles) on the perimeter, which define the shape of the subunit. (b) Attractive
interactions between Attractors drive subunit dimerization. Complementary pairs
of Attractors are indicated by green arrows in (a) for the pentamer–hexamer inter-
face and in (b) for the hexamer–hexamer interface. A combination of Top–Top (T)
and Bottom–Bottom (b) repulsions controls the subunit–subunit angle in a com-
plete shell. (c) Bottom pseudoatoms “B” bind cargo molecules (shown as R and
G). (d) The cargo molecules have attractive interactions between each other that
depend on pair type.
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TABLE I. The shell–shell binding affinity for the default affinity parameter values.
The binding free energy and dissociation constant for hexamer dimerization [ghh,
from Eq. (A1)] and from the shell–shell and shell–cargo interactions in a complete
shell complex with εSC = 6kBT [from Eq. (A3)]. The standard state concentration
is 1M. ∗Does not include cargo–cargo contributions, which will increase (decrease)
the effective shell dissociation constant Kshell

d below (above) the threshold for cargo
vapor–liquid coexistence (see Perlmutter et al.60).

Shell–shell affinity parameter εSS/kBT 2.0 3.5
Hex–hex affinity ghh/kBT 4 −0.5
Hex–hex dissociation constant Khh

d /μM 7 × 107 6 × 105

Free energy per subunit in shell∗ Δgshell/kBT −15 −27
Dissociation constant from shell∗ Kshell

d /μM 0.4 1 × 10−6

potential well-depths that control the binding free energy (affinity)
between each type of cargo pair, εGG, εRR, and εRG, as well as between
shell–cargo and shell–shell pairs, εSC and εSS (see Appendix B). To
minimize the number of parameters, we assume that both cargo
species have the same binding affinity to shell subunits; i.e., εSC is
equal for R and G particles. For convenience, throughout this arti-
cle, we refer to the well-depths as “affinities.” We approximately
relate εSC and εSS to the actual affinities in Appendix A and Table I.
Throughout this article, all energy values are given in units of the
thermal energy, kBT, and all lengths are given in units of the cargo
diameter, r∗, which translates to r∗ ≈ 13 nm for carboxysomes (see
Sec. IV B).

We consider ranges of affinity parameters relevant to bio-
logical microcompartments (see Sec. IV B for details). Except
where mentioned otherwise, we consider two shell–shell affini-
ties (εSS/kBT = 2, 3.5), which are, respectively, below and above
the transition between one-step and two-step assembly pathways
(discussed in Sec. II C). Both cases are below the threshold for
assembly of empty shells (containing no cargo). Importantly, dimer-
ization is very unfavorable, but the assembled shells are stable (see
Table I). The unfavorable dimerization affinities reflect the essen-
tial role that cargo plays in assembly at these shell–shell affinities,
the cooperative nature of assembly, and the fact that a signifi-
cant nucleation barrier is essential to avoid kinetic traps.60,80,89,157

We primarily focus on a representative shell–cargo affinity
εSC = 6kBT, which corresponds to a free energy per shell subunit of
gSC ≈ −14kBT. Our simulations span the range of cargo–cargo affini-
ties in the vicinity of vapor–liquid coexistence (εvl ≈ 1.3kBT at our
simulated cargo concentration), but they remain below the thresh-
old for cargo crystallization at εfs ≈ 3kBT. With εvl as a reference
point, we denote cargo–cargo affinities as “weak” for εRR ≲ 1.1kBT,
“moderate” for 1.2 ≲ εRR ≲ 1.4, and “strong” for εRR ≳ 1.5kBT (with
analogous definitions for εGG and εRG).

Our shell subunit and cargo concentrations map to ∼1 and
10 μM, respectively, which are reasonable based on quantities found
within bacterial cells.

2. Simulated systems
There are multiple thermodynamic and kinetic factors that

could influence the amount and composition of encapsulated cargo.
Thermodynamic effects include the interplay between cargo–cargo
and shell–cargo affinities, and the finite size of the encapsulated
cargo globule. Kinetic effects arise from the fact that once a shell

closes, even with relatively weak shell–shell affinities typical of pro-
ductive assembly, exchange of shell subunits or cargo particles does
not occur on experimentally relevant timescales. Thus, an assem-
bling shell may trap its contents far out of equilibrium. To dis-
tinguish these effects, we begin by describing large simulations of
cargo in the absence of shell subunits to approximate a bulk sys-
tem (Sec. II B). We then describe the dynamical assembly of shells
and cargo particles (Secs. II C and II D). We compare the results
of these finite-time dynamical simulations against simulations with
assembled but permeable shells, which allow the encapsulated cargo
to equilibrate with the bulk.

B. Cargo phase behavior without shell subunits
We begin by briefly summarizing the bulk phase behavior of

the cargo in the absence of shell subunits, as a reference point from
which to understand how shell assembly can change cargo coales-
cence. We focus on parameter regimes relevant to our shell assem-
bly simulations; more comprehensive descriptions of the phase
behavior of a binary Lennard-Jones (LJ) system can be found in,
e.g., Refs. 158–160. In particular, we consider equal stoichiometry
between R and G molecules and cargo–cargo affinities (εij < 1.8 for
ij = RR, GG, RG) that maintain the system in vapor and/or liquid
phases but are below the crystallization threshold (the vapor–fluid
and crystallization transitions for a single species occur at εvl = 1.3
and εfs ≈ 3). Within these limits, the phase behavior can be clas-
sified as follows: homogeneous demixed (no phase coexistence),
phase separation of one cargo species (a dense phase rich in one
cargo species in coexistence with a dilute phase containing an excess
of the other), phase separation and mixing of both cargo species
(coexistence between dilute and dense phases, with both species
homogeneously mixed within both phases), and phase separation
with demixing (coexistence between three phases—a dilute phase,
a dense phase rich in R, and a dense phase rich in G). We con-
sider weak, moderate, and strong R–G affinities: εRG = 1.0, 1.3, 1.6.
For each of these, Fig. 2 summarizes the bulk phase behaviors as
a function of the R–R and G–G affinities εRR and εGG. Specifi-
cally, Figs. 2(a)–2(c) compare the driving force for phase separation
for each of the two species by showing the fraction of R particles
fR in the high-density phase (hereafter referred to as “globule”).
Figures 2(d)–2(f) quantify the extent of nonrandom compositional
mixing within the high-density phase, fUL. Here, we define the mean
fraction of unlike neighbors in the first solvation shell around each
particle as f̄ UL ≡ nRG

nRR+nGGnRG
, with nij the number of cargo neighbor

pairs of species i and j with a neighbor pair defined as two par-
ticles with separations of r < 1.2. For random mixing, we expect
frand = 2 fR(1 − fR), so the plots indicate the difference between
randomness and the results: fUL ≡ (f̄ UL − frand).

For weak R–G affinities [εRG = 1.0, Fig. 2(a)], the system
exhibits no phase separation, coexistence between a phase rich in
one species and a dilute phase, or coexistence among a dilute phase
and separate phases for each species. In the latter case, the R-rich and
G-rich phases are attracted to each other by the weak but nonzero
R–G affinities, leading to formation of one globule with an interface
separating the two phases. The interface between these two phases
becomes more diffuse with decreasing εRR and εGG and/or increasing
εRG because the surface tension between the two domains decreases.
For moderate R–G affinities, i.e., εRG = 1.3, Fig. 2(b), we observe no
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FIG. 2. The bulk phase behavior of cargo particles (in the absence of shell subunits) as a function of their binding affinities. (a)–(c) The fraction of R particles in the
high-density phase, fR, as a function of the R–R and G–G affinities for different R–G affinities: (a) weak εRG = 1.0, (b) moderate εRG = 1.3, and (c) strong εRG = 1.6. All
energies are given in units of the thermal energy, kBT . The symbols on the plot identify corresponding snapshots below each plot that illustrate the phase behavior at the
indicated value of εRG. (d)–(f) For the same parameters, the fraction of unlike cargo particles in the first solvation shell relative to random mixing, fUL, defined in the text.
Each simulation contains 46 938 total cargo particles, with equal composition of R and G.

phase separation, coexistence between a phase rich in one species
and a dilute phase, or coexistence between a dilute phase and a dense
phase containing both species.

For strong R–G affinities [εRG = 1.6, Fig. 2(c)], we always
observe mixing of both species within the dense phase, with the frac-
tion of R or G particles depending on the relative magnitudes of εRR
and εGG. Since the primary driving force for phase separation is εRG
in this case, fluctuations in fR and fUL are smaller than for the other
systems.

C. Assembly pathways
We now consider how cargo and shell affinities affect the

dynamics of assembly and cargo encapsulation. In a previ-
ous work, simulations with a single cargo species showed that
assembly pathways are strongly affected by the net strength of
cargo–cargo affinities.60 In particular, at our simulated volume frac-
tion of 0.003, weak cargo–cargo affinities (εRR < 1.7) and/or the
higher shell–shell affinities (εSS > 2.5) lead to one-step pathways in
which shell assembly is concomitant with cargo coalescence, while
strong cargo–cargo and lower shell–shell affinities (εRR > 1.7 and
εSS < 2.5) allow two-step pathways in which a cargo globule

coalesces, followed by disordered adsorption of shell subunits onto
the globule surface and then cooperative rearrangement into an
assembled shell. Other interaction combinations, such as high
cargo–cargo and shell–shell affinities, lead to pathways in between
these two extremes.

The case of two cargo species exhibits qualitatively similar
classes of assembly pathways. Figures 3(a) and 3(b) show snapshots
from typical simulations at shell–shell affinity εSS = 3.5, leading to
one-step assembly pathways. In Fig. 3(a), the cargo–cargo affini-
ties are uniform and relatively strong εRR = εGG = εRG = 1.7, leading
to rapid and simultaneous coalescence of cargo and shell assembly,
resulting in a uniform mixture of both cargo types within the com-
plete shell (Multimedia view). In Fig. 3(b), the R–R affinities (εRR
= 1.7) are stronger than the G–G and R–G affinities (εGG = εRG
= 1.3), leading to simultaneous assembly and coalescence of a nearly
pure R domain (Multimedia view).

Figures 3(c)–3(e) show trajectories with a weaker shell–shell
interaction of εSS = 2.0, for which shell nucleation is slow and we
observe two-step assembly pathways. In Fig. 3(c), the cargo–cargo
affinities are strongest for R–R, and the assembly pathway closely
resembles that for a single species—a domain of nearly pure
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FIG. 3. Assembly pathways. Snapshots from simulation trajectories illustrate the classes of assembly pathways discussed in the text. In each row, the first four snapshots
show frames at indicated time points (in units of the nondimensional time τ), while the last snapshot is a cutaway view of the shell to show the encapsulated cargo. The
parameters characterizing binding affinities are listed under each row (shell–shell, εSS; shell–cargo, εSC; R–R and G–G, εRR and εGG; and R–G, εRG). (a) All affinities are
relatively strong, driving rapid and simultaneous coalescence of both cargo types and shell assembly (one-step assembly). The encapsulated cargo is uniformly mixed
(Multimedia view). (b) At εSS = 3.5kBT , high εRR but moderate εGG and εRG lead to one-step assembly and coalescence of R cargo, with G cargo essentially excluded from
the shell (Multimedia view). (c) At εSS = 2kBT , strong εRR but moderate εGG and εRG lead to two-step assembly around an almost pure R domain (Multimedia view). (d) Strong
εGG and εRR and moderate εRG drive two-step assembly, with coupling between shell closure and cargo compositional fluctuations, leading to encapsulation of nearly pure R
and G cargo domains in separate shells. The initial globule that becomes separated is shown in the top cutaway view, while the assembled shells are shown in the bottom view
(Multimedia view). (e) Very strong εRR, strong εGG, and moderate εRG lead to two-step assembly around an almost pure G domain. The strength of the εRR interaction prevents
the subunits from successfully encapsulating the globule of R cargo, while the G cargo is able to bud off similarly to (d) and form a properly assembled shell. The cutaway
shows the state of the assembled shell and G cargo domain within as well as the R cargo globule that is unable to properly close (Multimedia view). Supplemental videos
corresponding to each of the respective trajectories are included in the SI. Multimedia views: (a) https://doi.org/10.1063/5.0089556.1; (b) https://doi.org/10.1063/5.0089556.2;
(c) https://doi.org/10.1063/5.0089556.3; (d) https://doi.org/10.1063/5.0089556.4; and (e) https://doi.org/10.1063/5.0089556.5
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R particles condenses, with subsequent assembly and encapsulation
by the shell (Multimedia view).

We observe a more interesting coupling between cargo com-
position and shell assembly for strong R–R and G–G affinities (εRR
= εGG = 1.7) and moderate R–G affinities εRG = 1.3 [Fig. 3(d)]. The
cargo initially coalesces into a globule that is mixed, albeit with sig-
nificant compositional fluctuations, consistent with the bulk cargo
phase behavior under these parameters [the purple filled hexagon
in Fig. 2(b)]. At these parameters, the domain is large enough to
form two shells and shell closure couples to compositional fluctua-
tions and occurs preferentially in the vicinity of an interface between
R-rich and G-rich domains. In particular, we observe closure at the
interface and consequently purified cargo encapsulation, meaning
that the encapsulated cargo within an individual shell is nearly pure
R or G (Multimedia view).

The origins of coupling between shell closure and composi-
tional fluctuations can be understood from the competing forces that
govern shell closure. For the shell to close, curvature of the assem-
bling shell must first generate the formation of a “neck” of cargo,
i.e., a narrow region of cargo particles that connects a shell assem-
bly to the remainder of the globule or to other assemblies [e.g., see
Fig. 3(d) at t = 43 and Fig. 3(e) at t = 34]. Then, additional shell sub-
units must assemble to close the shell, causing the neck to break and
the completed shell to separate from the remainder of the globule
[Fig. 3(d) at t = 224 and Fig. 3(e) at t = 143]. The processes of form-
ing and then breaking the neck increase the total cargo interfacial
area and correspondingly reduce the number of cargo–cargo inter-
actions. Thus, they are accompanied by a free energy barrier with a
height that increases with cargo surface tension and correspondingly
increases with cargo–cargo affinity. In Fig. 3(e), the R–R affinities are
stronger (εRR = 2.0), resulting in a larger barrier for closure within
the R-rich portion of the globule, and thus a complete shell forms
only around G particles (Multimedia view).

1. Shell closure locks the encapsulated cargo
composition out of equilibrium

After a shell closes, fluctuations of subunits large enough to
allow cargo particles to escape are extremely rare because all sub-
units have their maximum number of interactions. Thus, the cargo
composition is essentially fixed once the shell completes. How-
ever, as noted in Sec. II D, the cargo remains fluid in the range
of cargo–cargo affinities that we focus on, and, thus, the cargo can
spatially reorganize inside of the shell even after its completion.

D. Factors that control the composition
of encapsulated cargo
1. Cargo–cargo affinity

Under most conditions, the cargo–cargo affinities have the
strongest effect on the amount and composition of encapsu-
lated cargo. We begin by considering one-step assembly path-
ways obtained with moderate shell–cargo affinities εSC = 6.0 and
the higher shell–shell affinities εSS = 3.5. These conditions allow
assembly over a broad range of cargo–cargo affinities.

Figures 4–7 show observables that characterize cargo prop-
erties, as well as the assembly yield, quantified as the fraction of
subunits within complete shells [ fs, Fig. 4(d)]. Because the most
interesting variations occur at moderate R–G affinities, we present

FIG. 4. Effect of cargo–cargo affinities on encapsulation for one-step assembly
pathways. (a)–(c) Characterization of the encapsulated cargo as a function of the
G–G and R–R affinities, for fixed R–G affinity εRG = 1.3. (a) The fraction of R
particles averaged over all shells fR to characterize the average composition of
encapsulated cargo. Snapshots show cutaway views of assembled shells, to illus-
trate the cargo morphology at corresponding symbols on the plot. (b) The fraction
of unlike cargo particles in first solvation shells, fUL, averaged over all shells. (c)
The mean number of encapsulated cargo particles per shell, to indicate cargo
loading efficiency. (d) The fraction of subunits in complete shells, revealing the
effect of cargo–cargo affinities on shell assembly. (e) The shell-to-shell variability
of cargo composition, σR,shell, defined as the standard deviation of fR over shells,
is shown as a function of the R–R and G–G affinities for three indicated values of
εRG. High values of σR,shell ≳ 0.4 indicate that different shells have encapsulated
pure domains of, respectively, R or G cargo species. To simplify the presentation,
we only consider equal R–R and G–G affinities, εRR = εGG. For (a)–(e), other para-
meter values are εRG = 1.3, shell–cargo affinity εSC = 6.0, and shell–shell affinity
εSS = 3.5.

most results in this figure with varying R–R and G–G affinities at
fixed εRG = 1.3. First, Fig. 4(c) shows that the amount of packaged
cargo increases monotonically with the net encapsulation driving
force; i.e., increasing either or both of εRR and εGG raises the number
of encapsulated cargo particles NC, which asymptotically approaches
the value corresponding to crystalline density (NC ≈ 150).60 This
demonstrates that cargo–cargo cohesive interactions are essential to
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FIG. 5. Comparison of cargo encapsulation for one-step and two-step pathways.
The fraction of R cargo in completed shells fR (a) and the fraction of unlike cargo
particles in first solvation shells fUL (b) are shown as a function of εRR for the
lower and higher shell–shell affinities εSS = 2.0 and εSS = 3.5. Other parameters
are εGG = 1.7, εRG = 1.3, and εSC = 6.0. Histograms of cargo composition within
individual shells to illustrate shell-to-shell variability, for the peak in panel (a) at
εRR = εGG = 1.7 and εRG = 1.7, for (c) one-step and (d) two-step pathways.

obtain full shells.60 Importantly though, NC does not reach crys-
talline density until cargo–cargo affinities nearly reach the bulk
crystallization threshold εfs ≈ 3kBT. Reference 60 found that well-
formed shells cannot assemble when the cargo crystallizes, because
the solid cargo cannot be deformed by assembly subunits, thus
preventing shell closure. They also measured radial distribution
functions for a single cargo species system, which showed that con-
finement by the shell imposes layering on the encapsulated cargo
due to steric effects, but that the cargo remains fluid. The same effect
is present for the bicomponent system studied in the present work,
since the two cargo species differ only in their cargo–cargo affinities.

Next, to determine the relative loading of the two cargo species,
Fig. 4(a) shows the fraction of R species averaged over all shells, fR,

FIG. 6. Fraction of shell subunits in complete shells in the two-step assembly
pathway regime, εSS = 2.0 and εRG = 1.3.

FIG. 7. Effects of shell–cargo and shell–shell affinity on cargo composition reveal
thermodynamic and kinetic influences on encapsulation. (a) The fraction of encap-
sulated R particles fR as a function of shell–cargo affinity εSC, for shell–shell
affinities εSS = 2.0, and εSS = 3.5. To assess the importance of dynamics on these
results, fR is also shown for the “equilibrium” simulations in which cargo can
exchange between shell interiors and the bulk. Other parameters are εGG = 1.7
and εRR = εRG = 1.3. (b) Cargo composition fR as a function of shell–shell affin-
ity εSS, at a constant shell–cargo affinity of εSC = 6.0. Other parameters are
εRR = 1.3, with εGG = 1.7 and εRG = 1.3. The “equilibrium” results are also shown,
as a straight line since they do not depend on εSS.

as a function of εGG and εRR. Further, to characterize the arrange-
ment of cargo particles within shells, Fig. 4(b) shows the fraction
of unlike particles in the first solvation shell ( fUL). The snapshots
surrounding Fig. 4(a) illustrate typical arrangements of the encap-
sulated cargo in each regime. Comparing Figs. 4(a) and 4(b) with
results from the bulk cargo system in the absence of microcompart-
ment shells [Figs. 2(b) and 2(e)] shows that the composition and
mixing of the two cargo species within shells is similar to the case
of bulk cargo coalescence for this parameter regime. However, we
will see below that shell assembly has a more significant effect on
cargo properties in other parameter regimes.

Figure 5 compares these results to two-step assembly pathways
that occur for lower shell–shell affinities, εSS = 2.0. Since we observe
significant assembly only for a narrow range of strong cargo–cargo
affinities (Fig. 6, discussed next), we present these results as a func-
tion of εRR for fixed εGG = 1.7. We see that average cargo loading
and composition are qualitatively similar between the two cases,
although there are quantitative differences revealing deviations from
equilibrium, which we consider in more detail in Sec. II D 2.

However, the composition of cargo within individual shells
can differ significantly from the mean. Figure 4(e) shows the shell-
to-shell variability of cargo composition, σR,shell, defined as the
standard deviation of the fraction of R particles within each shell:
σ2

R,shell = 1
Nshell
∑Nshell

n=1 ( fR,n − fR)2. Because compositional fluctuations
depend strongly on the ratio of εRR and εGG to εRG, we present the
results as a function of equal R–R and G–G interactions (εRR = εGG),
for weak, moderate, and strong εRG. In each case, as the R–R and
G–G affinities exceed εRG, there is a transition from shells containing
uniformly mixed cargo to nearly pure domains of R or G particles
respectively, within different shells, corresponding to large σR,shell.

Interestingly, this variability arises in different ways depend-
ing on the class of assembly pathways. To illustrate this difference,
Figs. 5(c) and 5(d) show histograms of cargo compositions measured
within individual shells for one-step and two-step pathways, respec-
tively. These parameters correspond to the maximum in Fig. 5(a),
where fR and fUL are approximately equal for the two pathways, but
the mechanisms underlying the cargo separation differ. In one-step
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pathways, as shown in Fig. 3(b), a compositional fluctuation in the
initial cargo globule nucleus leads to preferential coalescence of the
same cargo type as shell assembly proceeds, with the shell eventually
closing around a nearly pure domain. However, for these para-
meters, we do occasionally (∼5%) observe shells that encapsulate
two domains separated by an interface [see Fig. 5(c)]. In contrast,
two-step assembly pathways form purified shells via the compo-
sitional fluctuation mechanism discussed in Sec. II C and shown
in Fig. 3(d). This leads to highly purified cargo globules within
individual shells [see Fig. 5(d)].

a. Cargo–cargo affinities also affect shell assembly. While our
focus in this article is on factors that control cargo encapsulation,
it is important to note that the driving force for cargo cohesion in
turn affects the extent and robustness of shell assembly. Figures 4(d)
and 6 show the fraction of subunits in complete shells fs as a func-
tion of cargo–cargo affinities for εSS = 2.0 and εSS = 3.5, respectively.
We observe that assembly occurs over a broad range of cargo–cargo
affinity values for the higher shell–shell affinity [εSS = 3.5, Fig. 4(d)],
but for the lower shell–shell affinity (εSS = 2.0, Fig. 6), significant
assembly requires at least one strong cargo–cargo affinity; i.e.,
εij ≥ 1.7 for at least one of ij ∈ {RR, GG, RG}. This result indicates
that nucleation of shell assembly for εSS ≲ 2.5 requires adsorption
onto a cargo globule and thus requires that cargo–cargo affini-
ties are sufficient to drive cargo phase separation. This observation
is consistent with results from simulations with a single cargo
species.60

2. Shell–shell and shell–cargo affinities affect
cargo packaging through equilibrium
and nonequilibrium mechanisms

Although the cargo–cargo affinities most strongly affect the
amount and properties of encapsulated cargo, the shell protein
affinities (εSC and εSS) can also modulate cargo encapsulation.
These effects depend on an interplay between thermodynamic and
kinetic effects. The assembly trajectories in our simulations begin
from an initial condition of dispersed subunits and cargo that
are significantly out of equilibrium. Moreover, once a shell closes,
the timescale for reconfiguration to another shell morphology or
exchange of the encapsulated cargo is much longer than assembly
timescales since all subunits have their maximum number of inter-
actions. Therefore, even though the dynamics satisfy microscopic
reversibility, trajectories are not guaranteed to approach equilibrium
on the finite timescales of simulations and experiments.157

To distinguish between equilibrium and kinetic effects, we
compare the results of our assembly simulations to the alterna-
tive “equilibrium” or permeable-shell system described above, in
which shells are completely assembled but are made permeable to
cargo particles, thus allowing the encapsulated cargo to fully equi-
librate with cargo particles in solution (see Sec. IV). The amount
and composition of encapsulated cargo in these simulations is, thus,
independent of assembly kinetics (and shell–shell affinities). Figure 8
compares the results of assembly trajectories at parameters leading
to one-step assembly (corresponding to Fig. 4) with the equilibrium
simulations. Over much of parameter space, the amount and com-
positions of encapsulated cargo are similar between the two systems,
indicating that trajectories are near equilibrium during assembly.
This can be understood since the diffusional exchange of cargo

FIG. 8. Comparison of encapsulated cargo between equilibrium and dynamical
simulations. (a) and (b) The fraction of R particles (a) and mixing (b) are shown
as a function of R–R and G–G affinities. Other parameters are εRG = 1.3 and
εSC = 6.0, as in Fig. 4. (c) and (d) Difference between cargo encapsulation in
dynamical assembly simulations and equilibrium. The plots show the differences
between the quantities fR and fUL for the dynamical simulations in Fig. 4 (with
εSS = 3.5) and equilibrium simulations [panels (a) and (b) of this figure].

particles between the partially encapsulated cargo globule and bulk
is rapid compared to shell growth under those conditions.

However, we do observe significant deviations from equilib-
rium cargo encapsulation under certain parameter ranges. These
effects are strongly dependent on the shell–shell and shell–cargo
affinities, since they are key determinants affecting the extent to
which assembly is out of equilibrium.

For example, Fig. 5(a) shows the dependence of fR on εRR for
one-step (εSS = 3.5) and two-step (εSS = 2.0) assembly pathways.
For moderate cargo–cargo affinities εRR ≲ 1.5, the two-step assembly
and equilibrium results closely agree, while the one-step simulations
result in higher fR. This difference arises because the initial globule
is enriched in R particles (since the globule nucleation is driven in
part by shell–cargo attractive interactions that are agnostic to par-
ticle type), and the rapid one-step assembly pathways do not allow
the cargo globule time to fully equilibrate with the bulk. In contrast,
the slow onset of nucleation and assembly in the two-step pathways
allows globule equilibration. Interestingly, the situation reverses at
high εRR ≳ 1.6, where there is an abrupt drop in fR for the two-step
case. This arises because the strong R–R affinities favor segregation
of the two cargo species and a high surface tension that inhibits
closure of a shell around R particles. A comparable trajectory is
shown in Fig. 3(e). Notice that a shell successfully assembles around
the cargo particles with weaker affinities (G), but only a malformed
structure forms around the R globule because the shell subunits are
unable to close around a commensurate-sized piece of the glob-
ule. Note that we do not show the permeable-shell results for such
high εRR because the strong cargo–cargo affinities result in a cargo
globule that extends outside of the shell, which is an artifact of the
permeable-shell condition imposed in those simulations.

We also observe that the extent of cargo mixing within
shells [Fig. 5(b)] decreases with increasing εRR. This is partially an
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equilibrium effect due to the increasing drive for cargo segregation,
especially as the R–R and G–G affinities exceed the R–G affinity
(εRG = 1.3). However, while the two-step results are close to equilib-
rium, mixing is further reduced for the one-step assembly trajectory.
This effect can be attributed to the coupling between composition
fluctuations and interfacial effects within the globule during the
initial stage of the two-step pathway described in Sec. II C and
Fig. 3(d). Due to interfacial tension, the boundary between the two
domains provides a “weak point” for insertion of shell subunits,
and, thus, shell closure tends to occur in the vicinity of the inter-
face. The closing shell becomes enriched in the cargo species that
dominates the domain on the same side of the interface as the assem-
bling shell; this composition is then effectively locked in by shell
closure.

Having compared the differences in cargo encapsulation
between the two classes of assembly pathways, we now consider
parameter values between these two extremes. Figs. 7(a) and 7(b),
respectively, show the effects of shell–cargo and shell–shell affinities
on the composition of encapsulated cargo. Here, we have focused on
the case for which cohesive interactions between pairs of G parti-
cles are stronger than for R–R and R–G, εGG = 1.7 and εRR = εRG =
1.3, for which the equilibrium and bulk composition of R particles
is about 20%. Fig. 7(a) shows that for weak shell–cargo affinities,
the encapsulated fraction of the R particles is significantly smaller
than the equilibrium value, but that it monotonically increases with
εSC. The trend is the same for both shell–shell affinities, except
that higher shell–cargo affinities are required to observe assembly
for lower shell–shell affinities. Similarly, Fig. 7(b) shows that fR
increases monotonically with shell–shell affinity. These trends can be
understood as follows. At low εSC, the cargo–cargo affinities are the
primary driving force for encapsulation, which at these parameters
favors encapsulation of the G cargo and, thus, small fR. The fact
that fR in the dynamical assembly simulations is smaller than that
observed in the bulk cargo and equilibrium simulations suggests that
the initial globule that nucleates is enriched in G, and that the shell
closes before there is sufficient time for the globule composition to
equilibrate with the bulk. However, as εSC or εSS increases, the strong
shell–cargo affinities enhance nucleation, allowing a cargo globule to
form with a composition closer to the bulk composition, fR = 0.5.

III. CONCLUSIONS
We have performed equilibrium and dynamical simulations to

investigate the encapsulation of multicomponent fluid cargoes by
self-assembling microcompartments. To elucidate mechanisms that
control the amount and composition of cargo encapsulation, we
compared these results against simulations of cargo coalescence in
the absence of microcompartment assembly.

Our simulation results show that the binding affinities among
the different cargo species are the strongest determinant of the
assembly pathway as well as the amount, composition, and spatial
organization of cargo within assembled shells. Analogous to the case
of encapsulation of a single component cargo,57,60,61,120,122,123,161 the
simulations exhibit two broad classes of assembly pathways. Rela-
tively strong cargo–cargo affinities and low shell–shell affinities lead
to two-step assembly in which the cargo first forms a globule, fol-
lowed by adsorption and assembly of the shell around the globule.
Weaker cargo–cargo affinities and higher shell–shell affinities drive

one-step assembly in which cargo coalescence and shell assem-
bly occur simultaneously. However, the bicomponent cargo allows
for more diverse assembly pathways and morphologies, depending
on when and if the two components mix within the encapsulated
globule. In particular, we observe assembly pathways ranging from
coalescence and encapsulation of a nearly pure globule of a single
cargo species, to coalescence of a phase-separated globule with each
phase becoming encapsulated in different shells, to encapsulation
of a globule consisting of a uniform mixture of both species. Cor-
respondingly, the assembled shells can contain a variety of cargo
compositions and morphologies, ranging from highly enriched in a
single species to nearly uniform mixing of the two species. In regimes
where both cargo species are encapsulated, the two species may be
uniformly mixed within each shell, or separated, with each individ-
ual shell containing an encapsulated cargo that is nearly pure in one
or the other species.

While the relative strengths of the different cargo–cargo bind-
ing affinities (εRR, εGG, and εRG) determine cargo composition
and mixing, the net cargo–cargo affinity most strongly influences
the amount of cargo that is encapsulated. In particular, for low
cargo–cargo affinities, we observe poor cargo loading (e.g., shells
that are nearly empty except for a layer of cargo at the surface).
Further, depending on the strength of the subunit–subunit affini-
ties, there is a threshold value of cargo–cargo affinities below which
assembled microcompartments are either unstable or fail to nucleate
on relevant timescales [Figs. 4(d) and 6].

While cargo composition and mixing within assembled shells
is qualitatively similar to the behavior of cargo coalescence in
bulk (in the absence of microcompartments) in many parameter
regimes, our simulations also identify parameter regimes in which
the shell–cargo and shell–shell binding affinities can be manipulated
to control cargo encapsulation (e.g., Figs. 5 and 7). A combination
of thermodynamic and kinetic mechanisms underlie these effects.
In particular, we see a marked difference between the properties of
the encapsulated cargo in shells that assemble by one-step or two-
step pathways. When cargo–cargo affinities are asymmetric, leading
to preferential encapsulation of one species, weaker shell–cargo
and shell–shell affinities and two-step assembly pathways tend to
enhance the degree of preferential encapsulation, leading to more
purified cargo. This behavior reflects the fact that the cargo globule
that nucleates in the first step tends to be enriched in the species
with higher affinities, and, if assembly occurs more rapidly than the
process of cargo exchange with bulk, shell closure locks in this out-
of-equilibrium composition. Similarly, when the set of cargo–cargo
affinities places the system close to ternary phase coexistence (a
dilute phase and two dense phases, respectively, rich in either cargo
species), two-step assembly pathways can enhance separation of the
cargo species. This result can be explained at least in part by the
tendency of assembling shells to close in the vicinity of transient
interfaces between domains of the two cargo species (Fig. 2).

The latter predictions can be tested in microcompartment sys-
tems by performing mutagenesis of shell protein–protein binding
interfaces (to alter shell–shell affinities) or “encapsulation peptides”
that mediate shell–cargo interactions.162–165 Similarly, cargo–cargo
affinities may be tuned through mutagenesis, but they are less
well understood at present. Depending on the system, cargo–cargo
affinities may arise from direct pair interactions, scaffold-mediated
interactions, or a combination of the two.31,36,39,121,122,126,166,167
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A. Outlook
It will be interesting to extend our model to explicitly incor-

porate scaffold-mediated cargo–cargo and shell–cargo interactions,
for example as Mohajerani et al.62 did for a single-component
cargo. More broadly, the predictions from our models can be
extended beyond microcompartments, for example to reengineered
viral capsids46–48,51,147–155 or synthetic capsids constructed via pro-
tein engineering (e.g., Refs. 168–170) or DNA origami171 to assemble
around specific cargoes. In some of these cases, the shell–cargo
interactions are driven by “scaffolds” attached to the inner surface
of the capsid. For example, many virus capsid proteins have flex-
ible peptide tails that drive RNA encapsulation,172–174 while Sigl
et al.171 designed DNA origami capsid subunits with single-stranded
DNA oligomers that bound to complementary strands on cargo
particles. Previous simulations of microcompartments62 and virus
assembly106,175–178 suggest that the properties of such scaffolds can
be designed to manipulate the spatial organization of the cargo.
Finally, it will be important to allow for shell assembly into dif-
ferent geometries to study coupling between shell size and cargo
composition.

IV. METHODS
A. Computational model

We consider a minimal model for microcompartment assembly
and encapsulation of two species of cargo particles, denoted as “R”
and “G.” Microcompartment shells assemble from pentameric, hex-
americ, and pseudo-hexameric (trimeric) protein oligomers [e.g.,
Fig. 3(a) in Ref. 58 and Refs. 18, 19, and 179]. Experiments sug-
gest that these oligomers are the basic assembly units, meaning
that smaller protein complexes do not contribute significantly to
the assembly process.19,180 To focus on factors that control the
composition of encapsulated cargo, we consider a minimal shell
model developed in Perlmutter et al.,60 with only pentamer and
hexamer subunits that have interactions designed to drive assem-
bly into a T = 3 shells (containing 12 pentamers and 20 hexamers
in a truncated icosahedron geometry). Our model builds on pre-
vious simulations of microcompartment assembly with no cargo66

or one cargo species,60,61,65 as well as previous models for virus
assembly.76,79,80,83,102,175–177,181–183

1. Shell–shell interactions
In our model, shell subunits interact through both repulsive

and attractive forces. The repulsions consist of “Top” (T) pseu-
doatoms that exist above the plane of the hexamer and “Bottom” (B)
pseudoatoms that exist below the plane. More specifically, we denote
the top pseudoatoms as “TH” and “TP,” respectively, for hexamer
and pentamer subunits, and similarly the bottom pseudoatoms as
“BH” and “BP.” All pairs of Top and Bottom pseudoatoms (except-
ing those on the same subunit) interact via a repulsive Lennard-
Jones potential [Eq. (B3)]. The Top–Top diameters and repulsion
strengths set the shell spontaneous curvature and bending modulus
(Appendix B).

Microcompartment protein shell assembly is primarily driven
by interactions along the edges of the hexameric and pentameric
subunits.58 We represent these interactions by “Attractors” on the
perimeter of each shell subunit. Complementary Attractors on

nearby subunits have short-range interactions modeled by a Morse
potential [Eq. (B4) in Appendix B]. Attractors that are not comple-
mentary do not interact. The arrangement of Attractors on subunit
edges is shown in Fig. 1, with pairs of complementary Attractors
indicated by cyan double-headed arrows. The shell–shell binding
affinity is proportional to the well-depth of the Morse potential
between complementary Attractors, εSS.

To focus on the role of interaction strengths in determining
cargo encapsulation, we consider shell subunits that preferentially
form only T = 3 shells. To enforce this restriction, only three of
the six edges of a hexamer have attractive interactions with pen-
tamers, and there are no pentamer–pentamer attractive interactions
(see Fig. 1).

2. Shell–cargo interactions
We model attractive interactions between hexamer subunits

and the cargo particles by a Morse potential between cargo particles
and subunit “B” pseudoatoms, with well-depth εSC. These inter-
actions represent the effect of “encapsulation peptides” that target
cargo to microcompartment interiors by mediating cargo–hexamer
interactions.31,39,121,122,166 To minimize the number of parameters,
we keep εSC the same for both cargo species. We also add a layer
of “Excluders” in the plane of the “Top” pseudoatoms, which repre-
sent shell–cargo excluded volume interactions. Since the shell–shell
interaction geometries are already controlled by the Attractor, Top,
and Bottom pseudoatoms, we do not consider Excluder–Excluder
interactions.

3. Cargo–cargo interactions
In natural microcompartment systems, the interior cargo

undergoes phase separation prior to or during shell assembly.
The attractions between cargo particles that drive phase separation
may be mediated by microcompartment scaffolding proteins (e.g.,
Refs. 120, 122, and 126) and/or direct pair interactions between
cargo particles.36 Similarly, in synthetic systems, it is possible
to engineer direct pair or scaffold-mediated attractions cargo
molecules. In our model, we represent these scenarios in a minimal
manner. We model both species of cargo particles with spheri-
cally symmetric excluded volume and direct pair attractions, imple-
mented via an attractive Lennard-Jones (LJ) potential, with well-
depth values εGG, εRR, and εRG for pairs of G–G, R–R, and R–G
particles.

B. Mapping simulation parameters to biological
microcompartments
1. Relevant ranges of affinities

Although affinities among microcompartment components
have not been measured, we estimate relevant ranges of our control
parameters based on experimental observations of carboxysomes as
follows:

a. Shell–shell affinities. Because empty carboxysome shells are
not typically observed in cells (for wild-type carboxysomes), we
have focused on shell–shell affinities that are below the thresh-
old for empty shell assembly (εSS ≈ 4kBT). Furthermore, exper-
imental observations suggest that α-carboxysomes assemble by
one-step assembly pathways,57,120,161 whereas β-carboxysomes122,123

and many other microcompartments23,179 assemble by two-step
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pathways. Therefore, except where mentioned otherwise, we con-
sider two cases (εSS/kBT = 2, 3.5), which are, respectively, below
and above the transition between one-step and two-step assembly
pathways (discussed in Sec. II C).

b. Shell–cargo affinities. Since the shell subunits robustly
assemble around RuBisCO in both α and β carboxysomes, we have
focused on shell–cargo affinities that are strong enough to observe
this (εSC = 6kBT, free energy gSC ≈ −14kBT) except where men-
tioned otherwise.

c. Cargo–cargo affinities. For the case of α-carboxysomes, the
RuBisCO does not undergo phase separation in the absence of shell
proteins at physiological conditions,57,120,161 but it can phase sepa-
rate without shell proteins under nonphysiological conditions.126,128

Thus, we infer that the effective cargo–cargo affinity for
α-carboxysomes is near but below the threshold for phase separa-
tion, which corresponds to a cargo–cargo affinity of εvl ≈ 1.3kBT at
our simulated cargo concentration. In contrast, for β-carboxysomes,
the RuBisCO undergoes phase separation before shell assembly,
suggesting a cargo–cargo affinity above εvl but below crystallization
(εfs). Our simulations span this range.

2. Length scales
Although the model is designed to be generic, we can approx-

imately map it to carboxysomes by setting the cargo diameter (the
unit length scale in the model) to that of the RuBisCO holoenzyme,
implying r∗ ≈ 13 nm. However, to enable tractable simulation of
long assembly timescales, we have set the subunit/cargo size ratio
to be larger than in carboxysomes—model subunits have a side
length of r∗ and are thus about three times larger than carboxysome
hexamers (side length ≈4 nm). See Ref. 62 for further discussion.

C. Simulations and systems
We performed simulations using the Langevin dynamics algo-

rithm in HOOMD [which uses graphical processing units (GPUs) to
accelerate molecular dynamics simulations184], and periodic bound-
ary conditions in a cubic box to represent a bulk system. The
subunits were modeled as rigid bodies.185 Each simulation was per-
formed in the NVT ensemble, using the HOOMD fundamental
units,186 with the unit length scale r∗ defined as the circumradius
of the pentagonal subunit (the cargo diameter is also set to r∗), and
energies given in units of the thermal energy, kBT. The simulation
timestep was 0.005 in dimensionless time units for all systems.

1. Systems
We simulated several systems as follows:

a. Shell assembly and cargo encapsulation. For dynamical sim-
ulations of shell assembly in the presence of cargo, each simulation
contained enough subunits to form four complete microcompart-
ments (48 pentamers and 80 hexamers), in a cubic simulation box
with side length 40r∗. Each simulation also contained 854 cargo
particles, with composition 50% “R” and “G,” respectively. With
r∗ = 13 nm, this corresponds to concentrations of cp = 0.6, ch = 1,
and cc = 10 μM for pentamers, hexamers, and cargo.

We performed most simulations for 2 × 106 timesteps; simula-
tions in the two-step assembly regime were performed for longer,
2 × 107 timesteps, as they assemble more slowly.

b. Bulk simulations without shell subunits. We also performed
large simulations of cargo without shell subunits, to determine the
phase behavior of the cargo as a function of the cargo–cargo affini-
ties. Each of these simulations contained 46 938 cargo particles (50%
“R” and “G,” respectively) in a box with side length 160, to maintain
the same cargo concentration as in the shell assembly simulations.
We performed each simulation for 2 × 107 timesteps.

c. Equilibrium cargo encapsulation. To identify effects of out-
of-equilibrium dynamics of shell assembly on the properties of the
encapsulated cargo, we performed additional simulations in which
we simulated cargo dynamics in the presence of an assembled shell
that was made permeable to cargo. In particular, these simulations
consisted of a fully assembled immobile shell placed in the center of
the box, with one missing pentamer to allow permeability to occur
with the surrounding cargo. While the shell could not move, the εSC
was still active. Each simulation contained 854 cargo particles with
box side length 40r∗ to maintain the same cargo concentration and
composition as in the other systems. We performed each simulation
for 2 × 106 timesteps, which we determined was sufficient to achieve
equilibration of cargo inside of the shell by monitoring the amount,
composition, and mixing of the encapsulated cargo.

2. Initial conditions
Except for the equilibrium cargo encapsulation systems, all

simulations were initialized with random positions for cargo par-
ticles and shell subunits (except that significant overlaps between
pseudoatoms were forbidden). The equilibrium cargo encapsulation
simulations were initialized with an assembled microcompartment
shell whose subunits were fixed throughout the simulation, and the
cargo particles were initialized with random locations with overlaps
forbidden.

3. Statistical significance
For most systems, we performed ten independent trials at each

parameter set. For most parameter sets at which we report statistical
errors, we performed 20 independent trials. For parameter sets that
resulted in low probability events (≤5%), we performed 60 trials to
ensure low statistical error.
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APPENDIX A: SHELL–SHELL AND SHELL–CARGO
BINDING FREE ENERGY VALUES

We estimated the subunit–subunit binding free energy val-
ues as functions of the well-depth parameter εSS by measuring
the dimerization equilibrium constant in simulations of subunits
only capable of forming dimers. For both pentamer–hexamer and
hexamer–hexamer dimers, we obtain binding free energies that are
linear functions of the well-depth εSS.60 We interpret the y-intercept
as the binding entropy. Setting r∗ = 13 nm and using the conven-
tional standard state concentration of 1M (rather than r3

∗ as in
Ref. 60) gives

gph = εphεSS − Tspent,
εph = −2.95, spent = −10.0kB,

ghh = εhhεSS − Tshex,
εhh = −3.15, shex = −10.5kB,

(A1)

where gph and ghh are the binding affinities for pentamer–hexamer
and hexamer–hexamer pairs. The dissociation constants are then
given by Khh

d = exp(ghh/kBT) and Kph
d = exp(gph/kBT). Table I

shows the results for hexamer–hexamer dimerization; the values for
pentamer–hexamer association are approximately the same. Sim-
ilarly, we estimated the shell subunit adsorption free energy by
performing simulations of subunits that cannot assemble (εSS = 0)
in the presence of a cargo globule as60

gSC = −1.17εSC + 0.093kBT. (A2)

For the free energy of shell assembly, we consider a shell com-
prised of npent = 12 pentamers and nhex hexamers, which have
nph pentamer–hexamer contacts with binding energy εph and nhh
hexamer–hexamer contacts with energy εhh. For our T = 3 model,
nhex = 20, nph = 60, and nhh = 30. The assembly free energy is then
given by

ΔGshell = nphεph + nhhεhh − T(npentspent + nhexshex + sconfig)
+ gSC(npent + nhex), (A3)

where sconfig accounts for the configurational entropy associated
with subunit and shell symmetries: sconfig = kB ln(5npent 3nhex/60), and
γ and AC are the surface tension and area of the cargo globule.
Finally, we define an effective dissociation constant for the com-
plex as Kshell

d ≡ kBT ln Δgshell with Δgshell = ΔGshell/(npent + nhex) the
free energy per subunit averaged over pentamers and hexamers
(see Table I). However, this calculation is only approximate since

it neglects changes in binding entropy between dimerization and
the full complex. Furthermore, to simplify the calculation and
focus on the shell subunits, we have neglected cargo–cargo con-
tributions to the complex stability. This provides a reasonable
estimate for cargo–cargo affinities near liquid–vapor coexistence,
but it over/underestimates the shell stability for weaker/stronger
cargo–cargo affinities. For a full analysis including cargo–cargo
contributions, see Perlmutter et al.60

APPENDIX B: MODEL DETAILS

In our model, all potentials can be decomposed into pair-
wise interactions. Potentials involving shell subunits further
decompose into pairwise interactions between their constituent
building blocks—the Excluders, Attractors, “Top,” and “Bottom”
pseudoatoms. It is convenient to express the total energy of the
system as the sum of three terms, involving shell–shell (USS),
cargo–cargo (UCC), and shell–cargo (USC) interactions, each
summed over all pairs of the appropriate type,

U =∑
shell i

∑
shell j<i

USS + ∑
cargo i

∑
cargo j<i

UCC + ∑
shell i

∑
cargo j

USC, (B1)

where ∑shell i∑shell j<i is the sum over all distinct pairs of shell sub-
units in the system, ∑shell i∑cargo j is the sum over all shell–cargo
particle pairs, etc.

1. Shell–shell interaction potentials
The shell–shell potential USS is the sum of the attractive inter-

actions between complementary Attractors, and geometry guiding
repulsive interactions between “Top”–“Top,” “Bottom”–“Bottom,”
and “Top”–“Bottom” pairs. There are no interactions between mem-
bers of the same rigid body. Thus, for notational clarity, we index
rigid bodies and nonrigid pseudoatoms in Roman, while the pseu-
doatoms comprising a particular rigid body are indexed in Greek.
For subunit i, we denote its Attractor positions as {aiα} with the set
comprising all Attractors α, its “Top” position ti, and its “Bottom”
position bi.

The shell–shell interaction potential between two subunits i and
j is then defined as

USS({aiα}, ti, aj, tj) = εSSŁ(∣ti − tj∣, σt,ij) + εSSŁ(∣bi − bj∣, σb)
+ εSSŁ(∣bi − tj∣, σtb)

+
Nai ,Naj

∑
α,β

εSSℳ (∣aiα − ajβ∣, r0, ρ, ratt
cut). (B2)

The function Ł is defined as the repulsive component of the
Lennard-Jones potential shifted to zero at the interaction diameter,

Ł(x, σ) ≡ θ(σ − x)[(σ
x
)

12
− 1], (B3)

with θ(x) being the Heaviside function. The function ℳ is a Morse
potential,

ℳ (x, r0, ρ, rcut) = θ(rcut − x)

× [(eρ(1− x
r0
) − 2)eρ(1− x

r0
) − Vshift(rcut)], (B4)
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with Vshift(rcut) being the value of the (unshifted) potential at rcut.
The parameter εSS sets the strength of the shell–shell attraction

at each Attractor site, Nai is the number of Attractor pseudoatoms in
subunit i, and εangle scales the repulsive interactions that enforce the
geometry.

2. Shell–shell interaction parameter values
a. Attractors

The strength of attractive interactions is parameterized by
the well-depth εSS for a pair of Attractors on hexamers as fol-
lows. Hexamer–hexamer edge Attractor pairs (A2-A6, A3-A5, and
A5-A6) have a well-depth of εSS. Because vertex Attractors (A1, A4)
have multiple partners in an assembled structure, whereas edge
Attractors have only one, the well-depth for the vertex pairs (A1-A4
and A4-A4) is set to 0.5εSS. Similarly, for pentamer–hexamer
interactions, the well-depth for edge Attractor pairs (A2-A5, A3-
A6) is εSS, while the vertex interaction pairs (A1-A4 and A4-A4)
have 0.5εSS.

b. Repulsive interactions
The “Top” and “Bottom” heights, or distance out of the Attrac-

tor plane, are set to h = 1/2rb, with rb = 1 the distance between a
vertex Attractor and the center of the pentagon. For all simula-
tions, shells have T = 3 preferred curvature and σtb = 1.8rb is the
diameter of the “Top”–“Bottom” interaction (this prevents subunits
from binding in inverted configurations76) while σb = 1.5rb is the
diameter of the “Bottom”–“Bottom” interaction. In contrast to the
latter parameters, σt,ij, the effective diameter of the “Top”–“Top”
interaction, depends on the species of subunits i and j; denot-
ing a pentagonal or hexagonal subunit as “p” or “h,” respectively,
σt, pp = 2.1rb, σt, hh = 2.4rb, and σt, ph = 2.2rb. The parameter r0 is the
minimum energy Attractor distance, set to 0.2rb, ρ = 4rb determines
the width of the attractive interaction, and ratt

cut = 2.0rb is the cut-
off distance for the Attractor potential. Since the interactions just
described are sufficient to describe assembly of the shell subunits,
we included no Excluder–Excluder interactions.

3. Cargo–cargo interactions
The interaction between cargo particles is given by a sum over

all interacting pairs,

UCC({ri},{rj}) = ∑
z=RR,GG,RG

Nz

∑
i<j

εzℒ (∣ri − rj∣, σC, rC
cut), (B5)

with ℒ being the full Lennard-Jones interaction,

ℒ (x, σ, rcut) =θ(x − rcut){4[( x
σ
)

12
− ( x

σ
)

6
] − Vshift(rcut)}, (B6)

and NRR, NGG, and NRG as the number of R–R, G–G, and R–G pairs
in the system, and the cargo diameter σC = rb and cutoff rC

cut = 3σC
are the same for all cargo species.

4. Shell–cargo interactions
The shell–cargo interaction is modeled by a short-range repul-

sion between cargo–Excluder and cargo–“Top” pairs representing
the excluded volume, plus an attractive interaction between pairs of

cargo particles and shell subunit “Bottom” pseudoatoms. For sub-
unit i with Excluder positions {xiα} and “Bottom” psuedoatom bi,
and cargo particle j with position Rj, the potential is given by

USC({xiα}, Rj) =
Nx

∑
α

Ł(∣xiα − Rj∣, σex) (B7)

+
Nt

∑
α

Ł(∣tiα − Rj∣, σt) (B8)

+
Nb

∑
α

εSCℳ (∣ciα − Rj∣, r0, ρSC, rSC
cut), (B9)

where εSC parameterizes the shell–cargo interaction strength, Nx,
Nt, and Nb are the numbers of Excluders and “Top” and “Bottom”
pseudoatoms on a shell subunit, σex = 0.5rb and σt = 0.5rb are the
effective diameters of the Excluder–cargo and “Top”–cargo repul-
sions, rSC

0 = 0.5rb is the minimum energy Attractor distance, the
width parameter is ρSC = 2.5rb, and the cutoff is set to rSC

cut = 3.0rb.
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