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In the last few years, a great deal of interesting research has been achieved on automatic facial emotion recognition (FER). FER has
been used in a number of ways to make human-machine interactions better, including human center computing and the new
trends of emotional artificial intelligence (EAI). Researchers in the EAI field aim to make computers better at predicting and
analyzing the facial expressions and behavior of human under different scenarios and cases. Deep learning has had the greatest
influence on such a field since neural networks have evolved significantly in recent years, and accordingly, different architectures
are being developed to solve more and more difficult problems. )is article will address the latest advances in computational
intelligence-related automated emotion recognition using recent deep learning models. We show that both deep learning-based
FER andmodels that use architecture-relatedmethods, such as databases, can collaborate well in delivering highly accurate results.

1. Introduction

A human face has significant and distinguishing charac-
teristics that aid in the recognition of facial expressions. FER
is defined as a change in facial expression caused by an
individual’s internal emotional state. It is used in a wide
range of human-computer interaction (HCI) applications,
such as face image processing, facial video surveillance, and
facial animation, as well as in the fields of computer vision,
digital image processing, and artificial intelligence. Auto-
matic facial expression recognition is a difficult topic that has
piqued the interest of many researchers in recent years. In
FER, the stage of feature extraction is critical. Alek et al. [1]

demonstrated in the literature that facial expression ac-
counts for 55% of total transmission while vocal and spoken
communication contributes 38% and 7%, respectively.

)ere are two primary techniques for designing a FER
system. As an initial step, some systems employ a sequence
of images ranging from a neutral face to the peak level of
emotions. In comparison, some systems use a single image of
the face to recognize related emotions, and because they
have access to less information, they often perform worse
than leading approaches [2,3]. Apart from the approach type
modeled by a FER system, another classification is based on
the type of features employed in the recognition process,
with a FER system utilizing one or both of these feature
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categories. )e first set of traits is obtained from the facial
organs’ posture and the skin’s texture. )e second type of
feature is geometric features, which hold information about
various positions and points on the face and are used to
analyze a static image or a sequence of photos by utilizing the
movement of the positions and points within the sequence.
Using face landmarks as a starting point for extracting
geometric features is one way. Landmarks are significant
places on the face that provide useful information for facial
analysis. Numerous studies have been undertaken on the
subject of facial landmark identification; however, they are
outside the scope of this work.)is work employs the Python
module dlib to detect these points [4].

Two different things, which are involved in automatically
identifying human emotions and psychology, are part of
artificial intelligence. )e big question that researchers are
attempting to answer in the area of psychology and artificial
intelligence is the identification of emotions. One of them
includes both topics such as mood and accent, which is
generated in both vocal and nonverbal sensors such as the
tonality and aural alterations [5] which are widely accessible,
for instance [6], and a quick mood assessment can be ob-
tained, as well as other sources [7]. Results from Mehrian’s
study [8] demonstrated that 55% of information was sensory
(emotional and verbal), with the remaining 7% being per-
cent of having an unspecified physical component. )e first
indication a person gives of their emotional state being in a
state is facial expressions, so many researchers are very
interested in this modality.

First working in the extraction feature space to add new
features to an existing representation can be a good thing
because it will help the other features as well. Ekman and
Friesen [9] noted that the Facial Action Coding System
(FACS) and facial movement action units (AUs) assume that
each coded movement in FACS involves at least one facial
muscle. Ekman and Friesen first recognized that FACS facial
movement, in FACS facial AUs, is utilized in such a way that
face muscles and facial muscles are coded for each of their
head movements (between several different individuals and/
or races of subjects).

1.1. Motivation of &is Study. Humans have a basic set of
emotions, which are communicated via universal and basic
facial expressions. Automatic emotion identification in
images and videos will be possible if an algorithm that
identifies, extracts, and assesses these facial expressions in
real time is developed. In a social setting, facial expressions
are powerful tools for communicating personal feelings and
intentions. )ey play an important role in human social
interaction. Face perception in the context of the situations
in which they are seen offers important contextual infor-
mation for facial expression processing. )e ability to detect
and communicate human emotions is critical in interper-
sonal relationships. Since the beginning of time, automatic
emotion detection has been a controversial scientific subject.
As a consequence, significant progress has been made in this
area. Emotions are expressed via a number of means, in-
cluding words, hand and body movements, and facial

expressions. As a result, the ability to extract and com-
prehend emotion is critical for effective human-machine
communication.

1.2. Contribution of &is Study

(1) Artificial neural networks (ANNs), backpropagation,
multilayer perceptron (MLP), support vector ma-
chine (SVM), convolutional neural network (CNN),
random forest, RNN, deep belief neural networks
(DBNN), genetic algorithm, long short-term mem-
ory (LSTM), ResNet, SqueezeNet, SqueezeNet-TRN,
and ImageNet are among the methods and tech-
niques covered in detail

(2) )e many articles written for the research and
published in the bibliographies have also highlighted
the feature selection methods utilized in the different
categorization methods

(3) In addition, data with different degrees of precision
have been given in order to evaluate the potential of
the best approach

(4) Furthermore, the details of the data gathering, which
includes a variety of facial images, have been revealed

(5) )ere is also a summary of the many facial emotions
that have been classified throughout time by various
researchers

(6) A collection of literature on facial expression de-
tection using the image and video classification has
been researched and collected in order to provide
unified knowledge on a single platform for new
researchers interested in this area

(7) Furthermore, the limitations of each study have been
recognized and addressed in order to offer a basis for
future research

In this paper, we examine the current frontiers of emotion
detection through different architectures with regard to the
full range of expressive modes, given facial cues. )e recent
results from2016 to 2021are reported alongwith ananalysis of
the most prevalent problems and recent contributions to
resolving them. It is set up in the following manner. Section 2
begins with the basic types to describe facial expressions such
as FACS and prototypic emotional expressions. Section 3
represents face detection and emotion recognition system
structure. Section 4 focuses on recent FER findings with real-
time applications. Section 5 gives a short summary of FER
challenges in the area and speculations on what lies ahead.
Section 6 presents links to some public databases used in FER
tasks followedbybasic typesof emotion recognition in Section
7. Deep learning-based facial emotion recognition is briefly
explained in Section 8. Section 9 represents a comparative
analysis and discussion on FER. Finally, we end with an
outlook on what the future will hold with the conclusion.

2. Basic Types to Describe Facial Expressions

When it comes to describing facial expressions, there are two
main methods to consider.
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2.1. Facial Action Coding System. )e FACS [11] identifies
little changes in facial characteristics. )is widely used
method in psychology is based on a human observer’s
observation and consists of 44 action units connected to the
tightening of groups of facial muscles in order to detect facial
emotions (see Figure 1; muscles of facial expression are 1.
frontalis; 2. orbicularis oculi; 3. zygomaticus major; 4.
risorius; 5. platysma; 6. depressor anguli oris). In addition, a
couple of the action units are shown in Figure 2. FACS is
often coded and labeled manually by skilled individuals who
examine slow-motion video footage of face muscle con-
tractions before coding and labeling them. In recent years,
many efforts to automate this procedure have been un-
dertaken [13]. )e system’s dependence on descriptive data
labels rather than inferential data labels, on the other hand,
may provide a difficulty since it allows for the capture of
nuanced facial expressions, among other things. To estimate
emotions using FACS data, the FACS data must first be
transformed into a system capable of doing so. )is kind of
behavior is modeled by the Emotional Facial Action System
(EMFACS) [14].

2.2. Prototypic Emotional Expressions. )e majority of FER
systems do not define face characteristics in depth; instead,
they begin with prototype expressions. )e human universal
facial expression of emotion set, which includes six kinds of
fundamental emotions [15], is the most frequently used
collection of prototype facial emotion expressions. It is the
most often used set of facial expression prototypes. )ese
fundamental terms are utilized because they are cross-ethnic
and cultural barriers (Figure 3). )is indicates that these
emotions exist in everyone and may be seen in a range of
situations [17]. )ey include fear, anger, joy, sadness, dis-
gust, surprise, and a neutral remark. )is system may be
used in two ways: as a traditional classifier to identify the
emotion of the person shown in the image, or as a proba-
bilistic estimator to estimate the likelihood of the person
displaying emotion in the image. In the second instance, it
performs the function of a fuzzy classifier.

3. Face Detection and Emotion Recognition
System Structure

FER may be utilized as a standalone facial recognition
system or as a module inside an existing facial recognition
system. As a result, it is prudent to investigate the overall
design of the system. In general, the system is made up of
four components, as shown in Figure 3. )e face detection
component is responsible for detecting whether or not a face
is present in the input media.

If the input medium is video, face recognition is only
done on crucial frames, with the other frames monitored
using a tracking technique. )is is done to enhance the
system’s overall resilience. Face alignment, on the other
hand, is comparable to face detection in that it gives a more
precise position of the identified face. )is phase involves
identifying face features such as a person’s nose, eyes, and
brows, as well as other facial features. )e image is then

subjected to a technique known as geometric normalization,
which alters photometric characteristics such as brightness
and contrast. )en, feature extraction is utilized to cate-
gorize labels like gender, identity, or expression. )e
extracted feature may be sent into a classifier or compared to
training data, depending on the conditions.

)e components of face detection, face alignment, and
feature extraction are briefly explained in Sections 3.1, 3.2,
and 3.3, respectively.

3.1. Face Detection. Face detection is the initial stage in the
face recognition process and is essential to the system’s
overall effectiveness [14]. Faces in films may be recognized
using visual cues such as facial expression, skin tone, or
movement in the film. Numerous effective methods are
restricted to improving the appearance of the face [18]. )is
may be because these algorithms avoid the challenges as-
sociated with representing 3D structures like faces. )e face/
nonface border, on the other hand, may be extremely
complicated, and it is necessary to use 3D variations in order
to identify facial emotions. As a consequence, many solu-
tions to this issue have been proposed since the 1990s [19].

Kenli and Ai [20] created a detection technique that uses
Eigen decomposition to find abnormalities. )ey combine a
generic face with a range of “eigenfaces”. )e researchers
[21] distinguished this from Sung and Poggio, who focused
only on ‘eigenfaces’. )ey did, however, use Bayes’ rule on
nonfaces to determine the likelihood of occurrence. Rowley
et al. [22] utilized neural networks to distinguish between
images with and without faces, while Osuna et al. [23]
trained a Kernel support vector machine to distinguish
between images with and without faces. To retrain the SVM,
a bootstrap approach was employed, and the results were
encouraging.

Additionally, Schneiderman and Kanade [24] used
AdaBoost to build a classifier based on a picture’s wavelet
shape. As a consequence, the method requires a significant
amount of computing time. Viola and Jones [25] overcame
this problem by substituting Haar features [26] for the
wavelets. Haar features were computationally less expensive
than wavelets. )is is the first demonstration of a real-time
frontal view facial recognition system [27].

Several enhancements to Viola’s framework have been
proposed. )e Haar characteristics were rotated in-plane by
Lienhart and colleagues [28]. Li et al. [29,30] suggested using
a detector pyramid to cope with out-of-plane rotation, and
this system may be utilized for multiview face recognition as
well. Eigenface and AdaBoost were introduced as techniques
for facial detection. Eigenface is considered the most simple
technique for face detection, whereas AdaBoost is regarded
as the most successful. AdaBoost may also be used to extract
face characteristics.

3.2. Face Alignment. Face alignment, which involves the
detection of facial feature points, may result in more ac-
curate face localization when performed in conjunction with
face localization. A comparison of face recognition algo-
rithms and facial alignment methods is shown in Figure 3.

Computational Intelligence and Neuroscience 3



1

2

3
4

5
6

789

10

12

13

14

15

16

11

(a)

1

2
4

5

7

8
910

12 13

14

15

16

17

18

19

20

21

11

(b)

Figure 1: Muscles of facial expression [10].
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Face detection, as illustrated in the picture, assesses regions
of an image, while facial alignment is accurate to the pixel
level.

Various methods to address this problem have been
suggested since the 1990s. Gu et al. [31] used histograms to
identify the corners of the mouth and eyes in a picture.
Marian and colleagues [32] used Gabor filters in images to
identify the medial cleft and pupils. Despite the fact that
many methods have been tried, the Active Shape Model [33]
is the most effective of the curve fitting algorithms currently
available.

Cootes et al. [33–35] proposed the Active Shape Model
(ASM) for usage with images that include faces. )e ASM’s
durability, speed, and accuracy have all increased consid-
erably since then. Li et al. [36, 37] created the Direct Ap-
pearance Model by coupling Gabor filters with ASM, which
was subsequently validated by other studies. Other authors
[38] have enhanced ASM for local searches by including 2D
local textures in the search results.

3.3. Feature Extraction. )e feature extraction technique
transforms pixel data into higher-level representations of the
face in the image, such as texture, color, motion, contours,
and the spatial arrangement of the face. )is collected data is
then used to assist in the detection of trends throughout
future categorization procedures. During the feature ex-
traction procedure, the dimensions of the input space are
typically decreased. It is critical to retain information with
high stability and discrimination while also maintaining a
high level of stability during this process. To identify a
person’s face, a number of unique characteristics are utilized
[39].

Recently, the coefficients of eigenface have been used as
features; [40] used an extension of eigenface, called Ten-
sorface, which has shown promise. )e Active Appearance
Model [41] deconstructs the image of the face into “shape”
and “texture”. )e shape vector refers to the contours of the
face, while the texture vector refers to the “shape-free”
textures of the face. Potential Net was used by Matsuno et al.
[42] to extract features with a two-dimensional mesh. )e
above-mentioned methods are seen as holistic features,
because they look at the overall structure of an image.
Another type of feature that only focuses on small regions is
called local features. Local features can be used directly as
image subwindows as in the case of Colmenarez et al. [43].

)ey used nine subwindows positioned around the facial
features. Gabor Filter, a popular wavelet filter, has also been
used [44, 45] and has had reasonable success regarding the
visualization in the primary visual cortex. Primitive topo-
graphic features have also been used by Yin and Wei [46] to
represent faces. Yu and Bhanu [47] utilized an evolutionary
algorithm to automatically generate features instead of
defining the features beforehand. In video-based FER, the
dynamic changes of expression can also be seen as a feature.
)e Geometric Deformation Feature that was proposed by
[48] has the ability to geometrically displace landmarked
nodes. Facial Animation Parameters as used by Aleksic and
Katsaggelos [1] are based on the Active Shape Model.

3.4. Emotion Classification. )e automatic expression rec-
ognition problem has received a lot of attention with a
variety of classifiers being applied to it. One solution, offered
by Matsuno et al. [49], looked at the threshold of normalized
Euclidean distance between features to categorize a facial
expression. Another solution [43] makes use of Bayesian
recognition to find facial expressions, which maximizes the
likelihood of the image. Other methods include Locally
Linear Embedding [50], Fisher discrimination analysis [51],
and Higher-Order Singular Value Decomposition [52] to
name only a few [1,53,54]. Currently, support vector ma-
chines [55–57] and neural networks [58–61] offer the best
accuracy and are seen as most successful when applied to the
automatic expression recognition problem.

4. Real-Time Applications of FER

It is only in the emotional mechanisms that a lack of progress
was recently discovered [62]. It has been found that emo-
tional mechanisms take precedence over rational processes
in the brain, which can be seen as either being advantageous
or detrimental depending on their presence or absence [63].
Worse feelings give rise to negative thoughts, which tend to
dampen a person’s creativity when looking for solutions to
the challenges at hand and lead to them getting you into
deeper trouble. It has been found that states such as anger,
sadness, fear, and happiness each have their own distinct
patterns of blood flow to the brain and have an influence on
that of mood [64]. A great deal of research has demonstrated
that positive emotions like joy, acceptance, trust, and sat-
isfaction can assist learning, while negative emotions can

Figure 3: Face detection and alignment processes [16].
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bring about learning disabilities and affect the process.
Anxiety and depression can hinder memorization in various
ways. )ese states can show up in different ways, such as
causing stress, which increases with despair, and leads to
increased feelings of anger and fear, or fear, or stress itself
may lead to worse than depression. When it is difficult for a
student to acquire information, intelligent feedback can help
them overcome their lack of motivation. For the latter, the
computer should be able to know what learners are feeling,
give learners opportunities to expand on their under-
standing, handle their interests, and provide them with
pertinent information and timely feedback [8]. Figure 4
depicts end-to-end face recognition processing flow.

According to [65], enabling students to provide students
with affective and intelligent feedback in an e-learning
system, for instance, involves the use of virtual persons,
namely, embodied conversational agents (or other virtual
agents that are capable of communicating both verbally and
nonverbally, such as animated graphical characters) that can
convey emotions or other sentiments and provide infor-
mation to them using body language. It is much more ef-
fective in having a machine that talks to the user but does not
take any of his or her reactions into consideration. Such
systems may be easier said than done, but an immense
challenge exists in implementing them, given our currently
crude ability to recognize human feelings and behavior.

In MobileNets, they developed a set of efficient con-
volutional neural models, Andrew G. Howard et al. [66]. A
class of efficient MobileNets convolution models were de-
veloped by him, as part of a class called MobileNets. )e
neural architecture has been designed with a novel type of
convolution called depth separable and is made up of factors,
instead of connected layers, of depthwise convolutions.
Depthwise convolutions are two layers: they are separable,
and the first is a depthwise layer consisting of two separable
convolutions. According to normal convolution, it is over 10
times more efficient. However, it only applies lowpass and
highpass effects to the signal; it does not add any new
features. To do this, they did the addition of other operations
such as pointwise convolution (e.g., which does the sum of
pointwise convolution outputs) and implemented 1x
pointwise convolution, respectively. By adopting two ad-
ditional hyperparameters, they try to increase their effi-
ciency. )us, the network can be made thinner by the
increase in network width by a multiplicative factor α and
resolution by a nonuniform ρ, and cost reduction can be
done at each layer. Different hyperparameters allow the
model builder to choose a model that will have just the right
number of parameters for their own application, but without
error. Various methods and functions are demonstrated by
this model with different examples, with facial features as
well as the measurement of object dimensionality.

Recognizing emotions is difficult because they are am-
biguous and therefore prone to error, but in many cases,
there are various things that can be used to discover them.
Ekman claims that there are eleven basic emotions found in
human facial expressions which can be classified into seven
groups: happiness, anger, sadness, fear, disgust, surprise, and
contempt [67]. )is after the turn of the millennium got a

boost from successful experiments in face recognition and
audio-visual media and has paved the way for further re-
search on automatic affect recognition of effect. Face ex-
pression popularly suggests that recognition of emotions is
simply amethod to look for patterns that indicate whether or
not a person is empathetic popularly known as “to judge by
the look on their face”. )e FACS is used to code different
types of facial actions, which include facial motions, and
numerous AUs are created; each one of these classes con-
tains unique entities; finally, emotions are determined by AU
designations.

Bartic and colback have done extensive research on
emotional recognition results, which is accurate and com-
prehensive, as Bartlett and Mattivi [68] reported. Features
that are based on geometry (e.g., the shape of the eye, or the
angle of the eyebrows) measure the face’s facial elements
such as the length of the nose or the width of the mouth.
Empirical approaches use different machine learning algo-
rithms to analyze the detected face, all of which are capable
of determining features, with the goal of classifying it into an
emotional state. At this time, it is possible to recognize
emotions using facial expressions using the information
from the applications that were developed by [69]. Six basic
emotions are identified by the facial analysis software tool
known as the Face Reader, with an accuracy of 89%. In the
work referenced in [70], facial recognition researchers have
done significant progress by leveraging local characteristics
in a database of people. A face can reveal both stress levels as

Input Image

Face

Face Tracking

Face Alignment

Feature Extraction

Feature Matching

Face ID

Database of
Enrolled Users

Location

Detection

Face

Figure 4: Face recognition processing flow.
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well as the degree of emotional interest as well as being
energetic endurance, which is something that is not widely
understood.

)ere is also significant information that can be gleaned
from gestures and postures in regard to an individual’s
emotional state and attentive state. )is research is lacking;
however, these topics have not been extensively studied.
When applied to the analysis of the user’s previous and
current interactions with the web data, information from the
previously stated sources can help prove the user’s current
cognitive state [71]. Generally speaking, the development of
an affective guidance system depends on emotional state and
entertainment in addition to the study of the various kinds of
influencing factors, with the result that feedback is appro-
priate. Robotic tutors are expected to offer virtual classes in a
redesigned, so they can better reflect their pupils’ person-
alities and respond to pupils’ emotional states. )e re-
searchers in [72] contend that the presence of frustration,
boredom, motivation, and confidence is equally essential for
a computer tutor, and they conduct an analysis of each
method of feedback they have used to gauge the other. Basic
emotions like fear, sadness, and happiness are found in [73]
articles by the authors. A style of ECAs known as “expansive
empathy” is performed before performing “reactive empa-
thy” which is then presented with expression and voice.

Although studies have demonstrated that automatic
expansion is the most difficult; here, the authors show
different views of the complexity of expanding every case
individually (possible), a complexity scale, formed by
Philipp et al. [9] that shows different techniques in use. )e
critical variables to consider when using this technique
include head pose, skin condition, and/age, which may vary
depending on when and if one is taking photos in high light
versus low light conditions, as well as their position, and
additionally the issue of occlusion created by the scarf or
other illumination. Several techniques are used for the ex-
traction of facial features, for example, geometric features,
and texture features, for example, LBP [74] and Gaborlet
unit activity, while the Generalized Local Binary Pattern
Classification (LBC) and Directionalized Gabor (GDA) are
used to extract facial landmarks [75]. Since it has started
being widely used in recent years, mainly due to the ap-
plication of convolutional neural networks and recurrent
neural networks, it has proven to be a very successful and
efficient technique for emotion recognition. Several neural
networks have been developed in this area to help with the
development of deep architectures, all of which produce
commendable results [76].

5. Current Problems/Challenges in Face
Detection and Emotion Recognition

)is section explores cutting-edge methods for analyzing
and understanding facial expressions. )e following es-
sential issues must be solved while designing a facial emotion
recognition system: face detection and alignment, normal-
ization of the facial image, extraction of critical attributes,
and, finally, classification. Currently, the majority of systems
conduct these processes sequentially and independently. As

a result, this section will first discuss the problems associated
with identifying facial emotions, followed by an examination
of how the aforementioned processes have been handled in
various studies.

However, distinguishing the features of a human face
and interpreting its emotional state are both difficult un-
dertakings. )e fundamental problem originates from the
nonuniformity of the human face, as well as additional
restrictions connected with lighting, shadows, facial loca-
tion, and orientation concerns in various circumstances
[77]. Humans are born with the ability to perceive and grasp
facial expressions and emotions with little or no effort;
nevertheless, computer systems continue to face significant
hurdles in recognizing effective and robust facial expres-
sions. Numerous deep learning techniques, including
multilayer perceptron (MLP) neural networks and support
vector machines, have been studied as a family of techniques
for improving the robustness and performance of funda-
mental machine learning classification techniques, such as
MLP neural networks. To be effective, human behavior
analysis must be adaptable to a wide range of contexts. Deep
learning algorithms may be able to deliver the required
robustness and scalability on new types of data.

)e parts that follow will go through the most important
challenges in automated facial expression recognition in
detail. In this situation, acquiring task-representative data,
overcoming ground truth collection challenges, dealing with
occlusions, and modeling dynamics are all key difficulties.

Procedures utilized in standard FER techniques are
depicted in Figure 5: face region and facial landmarks are
detected in input images, spatial and temporal features are
extracted from the face components and landmarks, and
facial expression is determined using pretrained pattern
classifiers based on one of the facial categories (face images
are taken from the CK+dataset [78]).

6. Databases Used for Facial
Emotion Recognition

Facial recognition is getting better and more prevalent each
year, and consequently, facial databases have expanded
tremendously [79]. When modeling of recognition requires
visual or audio examples, you have to give, model en-
hancement or training of the model requires a database of
those kinds, and this, as well as class labels for them, which
gets progressively larger and larger as the number of ex-
amples increases, expand is required [80]. For example, there
are various possible applications for emotional recognition,
ranging from simple human-robot collaboration [81] to
being used to identify people suffering from depression to
serving as a depression detector [82].

Although the algorithm most commonly accepts image/
portrait datasets, which are uniformly lit and fixed in po-
sition, this form, in the top portion, an alternative version is
one where the top and bottom halves are aligned but
cropped differently. To be able to compare to the pixelated
versions, the NISTmugshot database [83] also offers a clear,
grayscale option for finding image IDs of 1573 individuals
on a neutral background. But it also takes the authors to go
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out into the real world to realize how light conditions and
occlusions work in the context of real life in order to
comprehend the situations [84]. Using this method [85], the
subjects were easily rotated and the effects of different
lighting on their appearance were studied in the M2VTS
database which features the faces of 37 subjects in a variety of
rotated and lit positions. )e emotions included in a da-
tabase define its function. Many databases, like CK, MMI,
eNTERFACE, and NVIE, opt to record the six basic emotion
categories proposed by Ekman. Many databases, like the
SMO, AAI, and ISL meeting corpus, try to classify or contain
general positive and negative emotions. Some try to evaluate
deception and honesty, such as the CSC corpus database.
)e most well-known 3D datasets are BU-3DFE, BU-4DFE,
Bosphorus, and BP4D. BU-3DFE and BU-4DFE both have
six-expression posed datasets, with the latter having a higher
resolution. Bosphorus tries to address the issue of having a
wider range of facial expressions, while BP4D is the only one
of the four that uses induced rather than posed emotions.
)e main benefit of deep learning is that it opens the neural
networks to various databases, allowing them to grow with
the addition of a wide range of new inputs, examples, facial
expressions, and constant changes in expressions.

7. Facial Expression, Speech Emotion, and
Multimodal Emotion Recognition

We have covered the three main types of emotion recog-
nition techniques in this section: facial expression recog-
nition, speech emotion recognition, and multimodal
emotion recognition utilizing visual representations. We
have also spoken about how these methods may be used in a
variety of situations.

7.1. Facial Expression Recognition. Facial movements are
essential in nonverbal communication for expressing emo-
tions. Facial expression recognition is important in a broad
range of applications, including human-computer interaction
andhealth care.Mehrabiandiscovered that 7%of information
is conveyed between people via writing, 38% through con-
versation, and 55% through facial expression. Ekman and
colleagues [86] defined six basic emotions: pleasure, sadness,
surprise, fear, and anger. He demonstrated that people, re-
gardless of culture, have these emotions. Feldman et al. [32]

propose that emotions may be represented using two or-
thogonal dimensions: valence and arousal. He observed that
everyone displays their feelings in a unique way.

Furthermore, when people are asked to express their
feelings on a regular basis, their responses vary greatly [87].
Arousal levels vary from calm to eager, while valences range
from positive to negative [88]. )is research would cate-
gorize the information based on valence and arousal
changes. Researchers first developed methods for manually
extracting facial expressions by developing algorithms for
extracted functions such as the Gabor wavelet, the Weber
Local Descriptor (WLD), the Local Binary Pattern (LBP),
and multifeature fusion. )ese properties are susceptible to
topic imbalances and may result in a substantial loss of
texture information from the original image.)e use of deep
neural network models to face expression analysis is now the
most popular subject in facial recognition. Furthermore,
FER provides a wide range of social life applications, such as
intelligent protection, deception detection, and intelligent
medical practice. )e authors of [89] discussed facial ex-
pression recognition models developed using deep learning
methods such as DBN, deep CNN, and long short-term
memory (LSTM) [90], as well as their combination.

7.2. Speech Emotion Recognition. Speech recognition is a key
component of human-computer interaction systems. )ey
will communicate their feelings via their words and facial
expressions. Emotions are often identified using speech
recognition algorithms [91]. )e early attempts at emotion
detection in a speech focused on categorizing speech by
extracting artificial features. Liscombe et al. (2003) looked at
the relationship between various emotions and a set of
continuous speech parameters based on basic pitch, ampli-
tude, and spectral tilt.)roughout the years,many algorithms
for detecting emotions in human speech have been created
[92].Manymachine learning techniques havebeenproposed,
including support vector machines, hidden Markov models,
andGaussianmixturemodels. Deep learning has beenwidely
used in a wide range of speech domains, most notably voice
recognition [93]. Convolutional neural networks have also
been used to detect emotions in speech; they show that bi-
directional multimodal emotion recognitional RNNs (Bi-
LSTM) are more successful at extracting important speech
characteristics, thereby increasing speech recognition

(a) (b) (c) (d)

Figure 5: Conventional FER method [28]. (a) Input images. (b) Face detection and landmark detection. (c) Feature extraction. (d) FE
classification.
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performance [1]. Figure 6 illustrates the end-to-end “Speech
Emotion Recognition” system.

7.3. Multimodal Emotion Recognition. In research, multi-
modal emotion processing is still extensively utilized.
)rough the utilization of new study modalities, this ex-
pansion would assist in a better understanding of emotions
(video, audio, sensor data, etc.). To achieve the study’s goal, a
variety of techniques and tactics are used. Many of them use
big data techniques, semantics, and deep learning. Emotions
are complicated psychophysiological processes that occur
nonverbally, making identification difficult. Multimodal
learning is muchmore effective than unimodal learning [94].

)ere is a basis for a neural network for multimodal
emotion recognition, with a focus on visual input in rec-
ognized faces.)eir approach was inspired by the winners of
the 2013 and 2014 EmotiW challenges. Chen et al. [95]
proposed their approach in answer to a multimodal emotion
detection issue (MEC 2016). )is technique retrieves mul-
timodal features in order to determine the emotion of the
character in the video. Among them, the facial CNN feature
has the highest discriminative power for emotion recogni-
tion. Previously [96], we retrieved several features using both
traditional and deep convolutional neural network (DCNN)
methods. On testing sets, this approach delivers an excep-
tionally promising result.We describe the techniques used to
generate the team submissions for Beijing Normal Uni-
versity’s 2017 Multimodal Emotion Recognition Challenge
(MEC 2017). Many features were retrieved, including an
autoencoder (AE), a CNN, a dense SIFT, and an audio
feature, and a Dempster-Shafer theory fusion method was
provided for merging different prediction results based on
these features. )e framework for multimodal emotion
recognition NN is shown in Figure 7.

Furthermore, research has tried to combine data from
different modalities, such as facial expressions and audio,
audio and written text, physiological signals, and various
combinations of these modalities [97]. )is technique is
currently being enhanced to increase the accuracy of
emotion detection. A multimodal fusion model may gen-
erate emotion detection results by integrating physiological
data in a number of ways. Recent advancements in deep
learning (DL) architectures havemade it possible to use deep
learning for multimodal emotion recognition. )e deep
belief network, the deep convolutional neural network, the
LSTM [55], the support vector machine (SVM) [98], and
their combinations are all deep learning techniques.

8. Deep Learning-Based Facial
Emotion Recognition

Deep learning algorithms have recently emerged as a viable
replacement to traditional feature design techniques since
they provide automated feature learning instantly. Deep
learning research may lead to better representations and the
creation of new models for learning these representations
from unlabeled data. Because of the introduction of powerful
GPU processors that allow high-performance numerical

computing in graphics cards, these techniques have become
computationally feasible. Deep learning techniques such as
convolutional neural networks, deep Boltzmann machines,
deep belief networks, and stacked autoencoders are used in
practical applications such as pattern analysis, audio rec-
ognition, computer vision, and image recognition, pro-
ducing impressive results on a variety of tasks. Li et al. [100]
provided a thorough evaluation of the aforementioned DL
techniques adapted to the FER issue lately. Ginne et al. [5]
have given an overview of CNN-based FER techniques. Deep
convolution has been used extensively in FER research. )e
focus of network research has been on improving expression
recognition accuracy. It is important to observe how, at the
end of the day, a smaller CNN architecture with the same
level of accuracy is feasible. Deep convolution neural net-
works based on FER are depicted in Figure 8 providing more
effective scattered training, as well as a more controllable
parameter model, as well as improved deployment suitability
on memory-constrained devices, reducing costs and
allowing for greater distribution.

In the last decade, CNNs have done well for FER, as
shown by their use in a number of cutting-edge algorithms.
Many FER competitions [101], including the previous year’s
EmotiW challenge, were won by a kind of CNN architecture
with few layers. Facial emotion recognition has served the
public well for decades prior to the field of deep learning
breaking, and a group of brilliant researchers has tried to stay
abreast of the current research efforts in that field, while
others have undertaken to learn from its methods and
discoveries. In recent times, many researchers offered novel
and recurring practices for applying deep learning in order
to security problems in an effort to enhance detection.
Validation users currently do additional validation on a
number of static or sequential databases before allowing
their information to be used in a live database.

)e VGG-16 model (developed by the University of
Oxford’s Visual Geometry Group (VGG)) may be consid-
ered a watershed moment in the history of deep CNN
models [102]. It was pretrained using the ImageNet database
[103] to extract features from images that might be used to
distinguish between image classes. Numerous recent studies
show that VGG-16 performs well on image recognition and
classification datasets from a variety of fields.

Marco et al. [104] proposed Deep Convolution Neural
Networks (DCNNs) which are used in the cross-database
search. After that, facial images had to be reduced to 48× 48
pixels; the rest of the same pictures had to be searched for
locations and landmarks to be extracted. Finally, they had
augmented the database with additional data, and only then
did they were able to create it. Subsequently, the data moves
on to two classification stages where the softmax (SF) is
expanded and fed into the fully connected softmax (XF)
network after the first classification stage. To avoid over-
fitting, they suggest using local CNNs in combination with
convolutional layers that are fine-tuned for specific use cases.

In [105], the authors have shown that the results prior to
training were used to discover how to influence the final
outcome When it expanded, the first CNN expansion, when
it lowered the size to 32× 32 and also used data
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normalization with 8-connected pools followed by down-
sampling (normalization of 32× 32 to a 256 final dimen-
sion), and when that was done, cropping was employed.
Gaining the most mass is something that happens only at the
competition, so the athletes who have gained the most
muscle will play in the games. )e information used this
third party search tool to assemble a total of three trans-
parently accessible databases: the CK+ and JAFFE, as well as
the BU3DF. One also discovers a wide range of beneficial
practices when considering these studies, such as utilizing all
of these techniques and products together; studies show the
difference between these things yielding different results.

)e preprocessing techniques employed by Anil and his
associates [8] have also been applied in the study by the
authors. )ey are devising a new CNN face recognition
algorithm for people who have not yet been recognized.)ey
have two convolutions allowing layers and a dropout layer

that gives the net activation of one in order to predict more
accurate results. )ey use maxing with one extra activation
as well and a final convolution (expanding) layer in the last
step to increase accuracy and flexibility.

An important concern raised by Cai et al. [106] deals
with the fact that the closing or the disappearance of small-
town public libraries is managed by solving CNN, which
employs Sparsity Batch Normalization. Dropout may be
added to network building to help against overfitting and
SBP (Support, Gradient, and Regularization) as a second
stage to improve model generalization capacity, with the
property of being used in networks twice (as a support for
and then starting with 2-convol reg and ending with SGD),
to strengthen the network. Li et al. [107] proposed using a
CNN to tackle the facial distortion problem, in particular;
the authors are doing so by first extracting the data from the
VGG network and then running the ACN. Affect. Also, this
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architecture has been and has already been employed in the
Affect Net, the RAF database, and the FED-RO database.

Yolcu and his colleagues [108] proposed that faces may
be the most important aspects to focus on where Y could be
realized in order to accurately take and record a single facial
feature as small as an eyebrow or on top of the nose, like the
face; the three microscopes have to examine a three-milli-
meter area. Before using the image for registration, they crop
the face to avoid blurring. )ey work with only key-point
facial regions until they are finished using the CNN to ensure
that registration has been completed. Prior to this, the
project being filmed in full-frame, the subjects’ faces were
exposed to be greatly improved and details increased; for
example, expressions were added to them in order to show
more complexity. )ere are more proven benefits; for ex-
ample, studies show that utilizing photographs is a better
approach for capturing the true appearance of your screen
targets.

To figure out the significance of the CNN attributes in
FER2013, researchers investigated and added to the already
discovered findings of Agrawal et al. [109] (this also included
research on Agrawalwarsh et al.) in 2019. Beyond that is an
image memory pool at 64× 64 pixel resolution, the network
will have a certain type of an allowable number of convo-
lution layers, and ad hoc pooling will take the second po-
sition, followed by other admissible filters before classifiers.
)e results of the study demonstrate that determining
models achieve a 61.23% and 63.77% of their accuracy using
isolated units, compared to adjudging, or dropout models,
but do not have well-connected layers.

New ideas were proposed by Deepak et al. [110], where
they advise that residual blocks contain two channels, each
of which has two consecutive convolution layers. )ese
pretrained models after cropping and normalizing the im-
ages on the JAFP and CK+datasets before they go into
training mode allow identifying and eliminating unwanted
variations in intensity.

Kim et al. [118] compared the three emotional state
models: they used CNN with LSTM to show facial ex-
pression variation in space and time. First, CNN expanded
the facial state information into a spatial representation and
used this representation to represent the temporal variation
of facial information; afterward, CNN expanded temporal
representations and preserved the spatial information.
Furthermore, the authors [119] created a new network ar-
chitecture known as Spatiotemporal Convolutional Network
with Nested LSTM (STC-LSTM), which preserves both
temporal and spatiotemporal features with a 3D-Cell
T-LSTM style CNN.

In the facial expression sequence level, DCNN was
postulated by Liang [111] consisting of two deep layers, one
of which handles spatial features and the other temporal
features, which are treated as features that are then merged
and expanded into vectors of 256 dimensions to form the
large facial emotion category vector; that is, the expression
differentiated into six basic emotions is utilized. )ey went
through the Multitask Cascade Computational Net for face
detection, after which they broadened the database with the
technique of data augmentation. It is based on all of the
scientists’ opinions about classifying the basic emotions that
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previously state that the emotion categories are happiness,
fear, surprise, sadness, and neutral. Instead of presenting the
theories and thoughts of other researchers, we exhibit dif-
ferent proposals from those who recommended.

9. Comparative Analysis andDiscussion on FER

We made it clear in this paper that there is a strong demand
for expanded research on the topic of FER far beyond
shallow learning techniques. )e full form of the automatic
FER goes through four main data processing, a few proposed
architectures, and finally getting to the main model’s
emotion recognition. Many preprocessing techniques were
mentioned in this review, such as the cropping and resizing
of images to speed up training and normalization, as well as
the overfitting of data. Lopes et al. [120] have presented all
these techniques well, according to Lopes and his colleagues.
Figure 9 illustrates deep learning-based FER models. )e
various methods and contributions presented in this review
achieved high levels of accuracy. Moselhi et al. [121] dem-
onstrated the key significance of the use of neural networks
and connectivity expansion layers in neural network ar-
chitectures. Like many before them, the authors Moham-
madpour et al. [122] prefer to extract AU from the face,
rather than do face-to-recognition first, first. )is study is
being conducted to determine whether occlusion images
exist or not, as well as to try to gain greater insight into the
network. Pise et al. [8] have examined the incorporation of
the leftover blocks. While text images allow only for larger
eyes and smaller faces, the addition of the iconized face to the

network improves accuracy when using small images, as is
demonstrated by Yolu and Ayiv [108]. Two-concept CNN
architecture expansion was added after a long and thorough
analysis of the recognition rate by offering two more feature
articles to know the impact of CNN parameters. Favorable
results have been observed in most of the methods
attempted, which means more than 90% of these projects
achieved some level of success. Researchers who study
spatial and temporal features first provided several combi-
nations: the combination of CNN-L and 3D-CNN is typi-
cally applied to give a boost to spatial features but boosts
temporal features too. As can be demonstrated according to
the work of Yu and his colleagues, the methods proposed by
Kim et al. [118] and Liang et al. [111] provide a better level of
precision than the one that was performed by the Kim group
[118]. )at comes out to an effective volume expansion
factor of about 99%.

In CNN applications, both temporal and spatial net-
works have demonstrated their accuracy. )at is why the
researchers chose LSTM, which is effective for sequential
data in general, but especially for time-dependent data in
order to achieve high accuracy in FER. To date, CNN
parametric modeling and the most difficult algorithms used
by CNN researchers are softmax and Adam optimization. To
validate the neural network architecture, we also tested the
model across multiple databases, and our findings indicate
that there are no significant differences in results.

Table 1 summarizes the arguments made previously,
with particular emphasis on the architecture, database, and
recognition rate discussed in the linked articles.
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10. Conclusion

In this study, recent developments in FER were presented,
and presented studies allowed us to track the latest de-
velopments in this area. Over the past year or so, a number
of different researchers have devised different CNN ar-
chitectures and some outside the lab produced reference
databases. To facilitate an accurate emotional detection, we
need to have provided previously obtained as well as ex-
perimental tables (spontaneous as well as lab) (emotion as
reference). Also, we introduce a discussion which empha-
sizes the fact that machines are already able to recognize
more complex emotions, implying that the emergence of
human-machine collaboration will become more and more
commonplace.

11. Future Work

While FER is an important source of information about an
individual’s emotional state, it is always limited by learning
only the six basic emotions plus neutral. It is in conflict with
what is present in everyday life, which contains more
complex emotions. )is will encourage researchers to ex-
pand their databases and develop powerful deep learning
architectures capable of recognizing all basic and secondary
emotions in the future. Additionally, emotion recognition
has evolved from a unimodal analysis to a complex system
multimodal analysis in the modern era. Leon et al. in [123]
demonstrate that multimodality is a necessary condition for
optimal emotion detection. Researchers are now focusing
their efforts on developing and commercializing powerful
multimodal deep learning architectures and databases, such
as the fusion of audio and visual modalities investigated by
Zhang et al. [124] and Ringeval et al. [125] for audio-visual
and physiological modalities.
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