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A B S T R A C T   

Machine learning (ML) can make use of agricultural data related to crop yield under varying soil 
nutrient levels, and climatic fluctuations to suggest appropriate crops or supplementary nutrients 
to achieve the highest possible production. The aim of this study was to evaluate the efficacy of 
five distinct ML models for a dataset sourced from the Kaggle repository to generate practical 
recommendations for crop selection or determination of required nutrient(s) in a given site. The 
datasets contain information on NPK, soil pH, and three climatic variables: temperature, rainfall, 
and humidity. The models namely Support vector machine, XGBoost, Random forest, KNN, and 
Decision Tree were trained using yields of individual data sets of 11 agricultural and 10 horti
cultural crops, as well as combined yield of both agri-horticultural crops. The results strongly 
suggest to evaluate individual data sets separately for each crop category rather than using 
combined the data sets of both categories for better predictions. Comparing the five ML models, 
the XGBoost demonstrated the highest level of accuracy. The precision rates of XGBoost for 
recommending agricultural crops, horticultural crops, and a combination of both were 99.09 % 
(AUC 1.0), 99.3 % (AUC 1.0), and 98.51 % (AUC 0.99), respectively. This non-intrusive method 
for generating crop recommendations in diverse environmental conditions holds the potential to 
provide valuable insights for the development of a user-friendly AI cloud-based interface. Such an 
interface would enable rapid decision-making for optimal fertilizer applications and the selection 
of suitable crops for cultivation at specific sites.   

1. Introduction 

The economy of South Asia heavily relies on agriculture [1], which plays a vital role in ensuring both human survival and economic 
growth [2,3]. For over 13,000 years, people have been relying on it as their primary source of sustenance, and it remains the main food 
source for the world’s population [4]. According to a projection, the current global population of 7.8 billion is projected to increase to 
9.8 billion by 2050 [5], among them over 800 million individuals still lack sufficient access to food, and approximately 10 % of food 
production is lost due to factors such as pests, diseases, and adverse weather conditions [6]. These circumstances resulted in food 
insecurity, one of the biggest challenges that humanity is currently confronting in the 21st century [7]. To meet the growing global 
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demand for food and ensure food security, it is crucial to adopt advanced agricultural practices and innovative technologies in farming. 
The agricultural production heavily relies on local weather and climate conditions, as well as the occurrence and duration of 

extreme weather events [8,9], when making decisions about crop management. Inadequate availability of soil nutrients can have a 
negative impact on the biochemical and physiological performance of plants, ultimately resulting in reduced crop yields [10]. 
Maintaining soil productivity over the long term requires a balanced use of both organic and inorganic fertilizers, particularly in cases 
where the organic matter content is relatively low [11]. The fertility of the soil, growth of crops, and sustainable yield are all influenced 
by the kind and amount of fertilizers used, whether they are organic, inorganic, or a mixture of both. It is essential to regulate soil 
fertility in a logical manner and supplement any lacking nutrients through external fertilization to achieve a fruitful crop harvest, as 
suggested by sources [10,12]. 

Farmers often fail to consider the suitability of a site for a particular crop, leading to the planting of crops in unsuitable areas that 
resulted in the loss of productivity [9]. Hence, there is a need for an effective and highly precise system to suggest which crops to plant. 
The utilization of advanced technologies or automated farming techniques can be beneficial in addressing concerns related to envi
ronmental sustainability, soil optimization, and the collection and analysis of multiple heterogeneous variables. The potential to 
enhance crop cultivation methods based on available resources, adaptability to specific environments, and increased productivity is a 
significant area of interest. Having an accurate and efficient approach to crop management is essential in guaranteeing sustainable 
production and food security. 

In recent years, there has been significant growth in predicting crop yields [13–17], identifying crop types [18,19], crop diseases 
identification [10,20–24], crop health assessment [25–27] through the application of ML and deep convolutional neural networks. An 
intelligent system called AgroConsultant was created by Doshi [28] to help farmers make informed decisions about which crop to 
cultivate based on their current environmental conditions such as soil type, thickness, pH, rainfall, and temperature. Waikar [29] used 
various ML algorithms such as Support vector machine (SVM), AdaBoost, Bagged tree, Artificial neural network (ANN), and Naïve 
Bayes to forecast crop yield based on soil types, soil properties and rainfall. Supervised ML algorithms, such as RF and SVM, were 
employed by Dubois [30] to develop models for predicting soil water potential in potato farming. Likewise ML algorithms were used by 
Ahmed and Hossain [31] to forecast wheat yield and multilayer perceptron (MLP), decision table, JRip algorithms (IoT framework) 
were employed by Gutiérrez [32] to suggest crop strategies techniques. Rajak [33] also used a soil database collected from farms and a 
dataset from a soil testing laboratory to recommend a crop based on site-specific parameters using SVM and ANN as machine learning 
models. The recent suggest that the advanced development of ML approaches can easily handle big data and precisely predict several 
cropping strategies, reducing the driving force of food security. Recent studies suggest that the advanced development of machine 
learning techniques is necessary to effectively manage large amounts of data and precisely predict various agricultural methods. 

Despite the progress in the ML in predicting cropping strategies in smart farming, there are some pitfalls in model training of the 
data where necessary parameters were not taken into consideration. In previous studies [28,34–36], recommendations for crop se
lection have often utilized a combination of horticultural and agricultural crops for training models, rather than focusing solely on 
individual crop categories. Some research has concentrated on predicting crop yield by examining specific soil properties such as soil 
type, depth, pH, and topsoil thickness [28,37], while others have solely analyzed soil NPK levels and pH [38]. In actuality, several 
interconnected and interdependent elements work in conjunction to dictate the crop’s output. In order to accurately predict crop 
growth under specific weather conditions, it is essential to gather a wide range of data from different fields and geographic regions. 
This is because the nutrient and abiotic needs of crops vary depending on the type of crop and its location. Additionally, it remains 
uncertain how the combination of soil NPK content, soil pH, and climatic factors would impact the precision, accuracy, recall, and F1 
score when using a single crop category of either agricultural or horticultural crops or combination of both. To address this, the present 
study employed a vast public dataset that considers the soil pH, external application of NPK fertilizer, and environmental factors such 
as rainfall, temperature, and humidity on a broad spectrum of crops. The data collected from a wide geographical region of India were 
sourced from Kaggle repository to evaluate the efficacy of ML algorithms in making efficient crop recommendations and to suggest the 
complementary correction measures to maximize the yield. This approach can be applied for various types of crops and regions having 
the similar environmental conditions. 

2. Methodology 

2.1. Data 

The dataset utilized in this research was sourced from the Kaggle repository [39], which was collected over a period of time by the 
Indian Chamber of Food and Agriculture [40]. It comprises a total of 2100 data points, encompassing 11 agricultural crops and 10 
horticulture crops grown under variables for NPK fertilizer, soil pH, and climatic factors such as rainfall, temperature, and humidity. 
The scientific names of both agricultural and horticultural crops are reported in the supplementary file (S1). The dataset shows the 
mean values of externally applied N, P, and K fertilizers for agricultural crops were 56, 52.11, and 31.64 kg/hector, respectively, and 
corresponding environmental conditions such as 24.89 ◦C± 4.02 ◦C temperature, 64.20 ± 24.10 % relative humidity (RH), 6.67 ±
0.85 pH, and 90.90 ± 61.64 mm rainfall. On the other hand, horticultural crops were found to have received an average of 47.52 
kg/hector of N fertilizer, 53.29 kg/hector of P fertilizer, and 69.09 kg/hector of K fertilizer. For horticultural crops, the temperature 
recorded was 26.19 ◦C± 5.83 ◦C, RH was 81.82 ± 14.8 %, pH was 6.31 ± 0.57, and rainfall was 112.67 ± 43.47 mm. In order to 
evaluate the efficacy of the models, the crops were divided into three distinct categories: agricultural crops (AC), horticultural crops 
(HC), and a combination of agri-horticultural crops terming them hereafter as AC-model, HC-model and mixed crop model (Co) 
respectively. This dataset possesses a unique quality as it encompasses diverse geographical conditions and a wide range of crops, 
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thereby exhibiting the potential to be utilized in various regions across the world having similar environmental conditions. 

2.2. Prediction of crop using ML techniques 

The study aimed to predict the selection of crops based on several factors, including NPK fertilizer, soil pH, and climatic factors, 
using regression algorithms (Fig. 1). To accomplish this objective, five machine learning algorithms were utilized including SVM, 
random forest (RF), eXtreme gradient boosting (XGBoost), K-nearest neighbors (KNN), and decision tree (DT). 

2.2.1. Decision tree 
A decision tree is a method for categorizing crops based on attribute-value tests related to factors like NPK fertilizer, soil pH, and 

climate. These tests are used to create the tree, starting with a training set of data points, each with attribute values and a corre
sponding crop category. The choice of which attribute to test is based on its ability to differentiate between crop categories, and this 
process is recursive, leading to various tree sizes. Pruning can be applied to prevent overfitting and improve the tree’s classification 
performance in terms of portability and generalization. GridSearchCV was used to fine-tuning and finding the optimal hyper
parameters for the decision tree model. Specifically, max features = ’auto’, the best estimator, ccp alpha = 0.001, criterion = ’entropy’, 
random state = 2, and max depth = 5 were employed in the training of the decision tree model. 

2.2.2. eXtreme gradient boosting 
XGBoost is widely regarded as an advancement in machine learning algorithms, owing to its integration of a gradient-boosted 

decision tree. This feature endows the model with superior flexibility, speed, and performance compared to other models. Decision 
tree ensembles are built using numerous decision tree models. It separates data based on features is akin to that of a tree model. With 
each iteration of the model fitting process, additional trees are incorporated to address and correct any prediction errors made by 
previous models. Each sample is allocated to a cluster of leaves in a tree that indicates a numerical weight based on the values of its 
input variables. 

In order to enhance the performance of the XGBoost model, we utilized several hyperparameters. The hyperparameters for the 
model were configured as follows: the learning rate was set to 0.1, max depth to 17, n estimators to 200, subsample rate was set to 0.5, 
gamma value was set to 0, and the seed was set to 50. The hyperparameters were tuned to ensure the best possible performance of the 
XGBoost model, taking into account factors such as speed, accuracy, and flexibility. 

2.2.3. Support vector machine 
The SVM is a classification method that effectively reduces model complexity while accurately fitting the training data. The 

approach operates by identifying linear hyperplanes that maximize the distance between two sides or edges of several hyperplanes, 
thereby minimizing the likelihood of generalization errors [41]. Reducing the number of support vectors (data point closest to the 
hyperplane), helps to simplify the model and reduce overfitting. By doing so, the hyperplane becomes less dependent on these support 
vectors, which increases the potential for generalization. 

To build an ideal separation plane from the starting data in a high-dimensional feature space, SVM employs an appropriate kernel 
function. In this study, we used a complexity constant of C = 5, to determine the tolerance for misclassification. A high value of C may 
lead to overfitting issues, while a moderate value may result in overgeneralization. Furthermore, in this study, we utilized a gamma 
value of 0.1 and a kernel of ’rbf’. The ’rbf’ kernel function denotes the radial basis function, a widely employed technique in SVM to 
transform the data into a higher-dimensional space. The utilization of SVM enables the efficient identification of non-linear correla
tions among the features, thereby augmenting its precision and efficacy. 

2.2.4. Random forest 
The random forest (RF) offers a distinct advantage over other ML models by effectively reducing generalization error. This 

Fig. 1. Outline the comprehensive workflow for conducting analysis and recommending cropping strategies through the utilization of machine 
learning techniques. 
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Classifier, an ensemble learning method, is utilized to classify data by generating a forest consisting of a varying number of trees and 
subsequently averaging the predictions of each individual decision trees. Unlike basic DT algorithms, which are rule-based and rely 
solely on rules for predicting data sets, RF classifiers employ a different approach by randomly partitioning the functions instead of 
utilizing the Gini index or gaining weight to estimate the root-node. Each individual tree generates a prediction, and the ultimate 
outcome is determined by the class with the highest number of votes. 

A criterion refers to a mathematical function that is utilized to evaluate the quality of a split. The entropy criterion is unique to 
trees, whereas the Gini criterion supports the Gini impurity. In this study, the RF model was tuned with the following parameters: a 
maximum depth of 6, maximum features of 5, minimum samples split of 4, random state of 0, and n estimator of 15. 

2.2.5. K-nearest neighbors 
The K-nearest neighbors’ approach is a commonly used method for identifying the k number of training samples in a given training 

set that exhibits the highest degree of similarity to a target object [42]. Once identified, the approach assigns the dominant category to 
the target object by leveraging the category of the K training samples. When making a classification decision, the approach takes into 
account solely the category of the sample or samples that exhibit the closest proximity. The KNN approach is only applicable to a 
relatively limited set of neighboring samples for making category decisions, and it is not well-suited for handling high-dimensional 
data. In this study, the Minkowski distance formula was selected to compute the distance between neighboring data points. This 
particular formula has been demonstrated to exhibit superior accuracy compared to other distance metrics. The model was configured 
with a value of k = 3, indicating that the classification decisions were made based on the three nearest neighbors. 

2.3. Training, testing and performance evaluation 

The use of imbalanced data poses a major challenge in training and testing ML models as biased models tend to produce inaccurate 
predictions for the minority class. To address this issue, we employed an under-sampling strategy. In order to forecast the optimal 

Fig. 2. Plot matrix showing the requirements of NPK, soil pH, temperature, humidity and rainfall for agricultural crops cultivating in different 
regions of India. Each cell in this plot displays the relationship between the variable corresponding to the row and column. The diagonal represents 
kernel density plots for each variable. 
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cropping strategies, machine learning algorithms were utilized. The training dataset consisted of 70 % of the available data, while the 
remaining 30 % was reserved for testing purposes. Effective model performance evaluation cannot be achieved solely by using ac
curacy. To assess the performance of the classifier models, additional model assessment metrics were generated in addition to ac
curacies, such as recall, specificity, precision, F1-score, and AUC based on [10,43]. AUC is the most efficient indicator for quantifying 
predictive power and was used to compare the accuracy of predictions. 

3. Results 

3.1. Requirements for nutrients and environmental factors of agriculture and horticulture crops 

The plot matrixes show the requirement of NPK along with temperature, humidity, rainfall and soil pH for the cultivation of 
different agricultural (Fig. 2) and horticultural crops (Fig. 3). The temperature range for agricultural crops is generally narrow; 
however, certain crops such as black gram, moth bean, mung bean, and muskmelon require a relatively higher temperature. In regions 
with high humidity, crops such as muskmelon, mung bean, and rice are recommended due to their ability to grow well in such 
conditions. Conversely, in areas with relatively low humidity, crops such as chickpeas and kidney beans are more suitable for culti
vation. Mung beans have the unique ability to thrive in a wide range of soil pH levels, unlike many other agricultural crops which 
typically require a pH range of 6–8. However, it should be noted that kidney beans exhibit a preference for slightly acidic soil. 

Rice requires a medium level of NPK availability(Figs. 2 and 4(a-c)) in the soil with high rainfall (Fig. 4g) and natural pH (Fig. 4f). 
The legume crops have a low Nitrogen requirement with a relatively high to medium-high Phosphorus requirement. Compared to the 
other legumes chickpea and black gram demonstrated relatively a higher demand for nitrogen (Fig. 4a). While comparing the 
phosphate requirement, it has been observed that among leguminosae crops, four of them namely black gram, chickpea, lentil, and 
kidney beans needs more phosphate (Fig. 4b). Conversely, muskmelon necessitates the lowest amount of phosphate with highest 
humidity (Fig. 4e). Legumes generally exhibit a lower demand for potassium with the exception of chickpeas, which requires a notably 

Fig. 3. Plot matrix showing the requirements of NPK, soil pH, temperature, humidity and rainfall for horticultural crops growing in different regions 
of India. Each cell in this plot displays the relationship between the variable corresponding to the row and column. The diagonal represents kernel 
density plots for each variable. 
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high amount of potassium (Fig. 4c). Cotton has been identified as the crop with the highest nitrogen and medium temperature 
requirement among all cultivated crops (Fig. 4a–d). 

In the case of horticultural crops (Fig. 3), they showed a diversified climatic and edaphic requirement. Although their pH 
requirement was similar to the agricultural crops, they could grow in a wide range of temperatures. Horticultural crops like grapes and 
oranges exhibit a broad range of temperature tolerance, spanning from 10 ◦C to 40 ◦C. In contrast, the temperature requirements of 
most other horticultural crops fall within the range of 20 ◦C to 35 ◦C. Papaya is a versatile horticultural crop that can be grown in a 
wide range of regions, from those with low to high levels of rainfall (Fig. 5g). In contrast, most other crops typically require a moderate 
level of rainfall to grow successfully, with the exception of watermelon and grapes, which can still be cultivated in regions with as little 

Fig. 4. NPK, soil pH, temperature, humidity, and rainfall requirements for 10 agricultural crops (a,b,c,d,e,f,g refers nitrogen, phosphate, potassium, 
temperature, humidity, pH, and rainfall for respective crops). 

Fig. 5. NPK, soil pH, temperature, humidity, and rainfall requirements for 10 horticultural crops (a,b,c,d,e,f,g refers nitrogen, phosphate, potas
sium, temperature, humidity, pH, and rainfall for respective crops). 
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as 50 cm of rainfall and coconut requires a high amount of rainfall along with high humidity. 
In the case of N, P and K conditions, apple exhibits the highest demand for nitrogen, phosphorus, and potassium (Fig. 5 a-c). The 

grapes showed a higher Potassium and Phosphorus requirement where it’s nitrogen dependency was relatively lower than the others. 
The coconut also showed a lower requirement of NPK (Fig. 3). The majority of crops exhibit a preference for acidic soil, whereas mango 
and orange trees thrive in soil that is neutral to slightly alkaline. 

3.2. Comparative analysis of ML classification performance 

The study analyzed the performance trends of several machine learning algorithms, including random forest, decision tree, and 
support vector machine, in recommending the selection of agricultural and horticultural crops. The models were trained and fine- 
tuned according to the specific parameters detailed in the methodology section. Table-1 displays the predicted results for AC, HC, 
and mixed crop models, with regard to their test accuracy. The comparative performance of the models showed XGBoost demonstrated 
the highest test accuracy of 99.09 % and KNN demonstrated the lowest test accuracy of 94.45 % for agricultural crops. The model 
performances for horticultural crops exhibited almost equal levels of prediction accuracy, precision, and recall. In the context of using 
both AC and HC together in mixed crop modelling, it is noteworthy that the model yielded the highest accuracy of 98.5 %, which was 
comparatively lower than the accuracies achieved by using solely AC or HC in the models. 

The evaluation of different models demonstrated that the AC-XGBoost and HC-XGBoost model exhibited superior performance 
compared to the AC-KNN and HC-KNN model, which obtained a comparatively lower score (Fig. 06a-b, Fig.S2.4-2.5). When evaluating 
a mixed crop model, the XGBoost model also outperformed the other models. Specifically, it achieved a perfect AUC score of 1.0 for 16 
out of 21 crops, while the remaining 5 crops achieved high AUC scores ranging from 0.97 to 0.99 (Fig. 6c). Despite the fact that the 
majority of models attained elevated micro and macro average AUC scores of 0.99, the XGBoost model performed better in accurately 
predicting the classification of individual crops (Fig.S2.6). 

3.3. Analyses of confusion matrix to visualize the recommendation response of the models 

The evaluation of crop model performance is visualized through the analyses of confusion matrix. The matrix presented in Figs. 7–9 
displays the true and predicted labels on the horizontal and vertical axes, respectively. The diagonal elements of the matrix represent 
the number of samples that were correctly identified. The AC model demonstrated superior recommendation performance for nearly 
all crops when utilizing XGBoost in comparison to other AC-ML models. However, XGBoost-AC model is not error free, it exhibited 
misclassification of black gram (5.8 %) as lentil and moth beans as shown in Fig. 7a. Similarly, the RF-AC model incorrectly suggested 
lentil (19.5 %) and moth beans (5 %) instead of black gram (Fig. 7b). This same model also exhibited misidentification of jute and lentil 
as rice and moth beans, respectively. There was a proclivity to erroneously recommend chickpeas and cotton as kidney beans, and 
maize respectively in all of the models except for XGBoost (Fig. 07, Fig.S2.1). 

In the context of HC, all models exhibited misclassification of watermelon as mango and grapes as pomegranate (Fig. 8). The KNN 
algorithm exhibited misidentification rates of 6.25 % for coconut as orange, 4.54 % for grapes as pomegranate, and 3.22 % for 
pomegranate as orange, as shown in fig.S2.2c. The results indicate that the recommendations generated by XGBoost-HC (Fig. 8a) and 
RF-HC (Fig. 8b) outperformed those of the other methods, as illustrated in Fig. 8 and fig.S2.2. The mixed crop model that was 
combined exhibited a relatively higher rate of misclassification, as evidenced by Fig. 09a-b and Fig.S2.3. For instance, in the mixed 
crop-RF model, 5.5 % apple and 11 % coconut were misclassified as orange; lentil was misclassified as 10 % moth beans and 3 % mung 
beans, and 6 % papaya was misclassified as cotton (Fig. 09b). 

4. Discussion 

The selection of suitable plant species for cultivation is contingent upon the soil nutrient availability and the crop’s demand for vital 
nutrients, such as nitrogen, phosphorus, and potassium (NPK), which are subject to the influence of diverse environmental factors, 
including soil pH, precipitation, temperature, and humidity. The experience of farmers commonly plays a pivotal role in selecting 
suitable crops for farming in a given site. However, the growing climate change and the deterioration of soil nutrient levels present 
significant challenges for farmers, leading to frequent instances of suboptimal decision-making. ML techniques are the most effective 
tools for providing crop farming recommendations, particularly with regards to the availability of soil nutrients and prevailing weather 

Table 1 
Comparative evaluation of the employed model’s performance. The abbreviations AC, HC, and Co. are used to refer to these respective models of 
agricultural, horticultural, and mixed crop models.  

Model Accuracy (%) Precision (%) Recall (%) F1- score (%) 

AC HC Co. AC HC Co. AC HC Co. AC HC Co. 

RF 98.48 98.67 96.98 98.45 98.74 96.99 98.41 98.51 97.02 98.39 98.57 96.96 
DT 94.55 98.00 87.62 94.30 98.05 88.32 94.26 98.09 88.52 94.15 97.99 88.07 
SVM 96.67 98.2 95.71 96.72 98.40 95.72 96.55 98.19 95.68 96.36 98.23 95.60 
XGBoost 99.09 99.3 98.51 99.05 98.09 97.33 98.75 98.90 97.99 98.11 97.91 97.49 
KNN 94.45 97.67 92.24 94.03 97.71 92.06 94.31 97.56 93.18 94.31 97.54 92.00  
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conditions. In the current study, we made an effort to evaluate the robustness of algorithms of ML for agricultural applications using 
authentic multi-trait field data collected from various locations in India, which was published in a public repository. The study 
illustrated that an ML-supported decision system, built on a non-mechanistic framework, can effectively suggest cropping across 
various environments. It should be noted that a multi-environmental dataset were used to achieve the outcome. 

4.1. Performances of the models 

The results indicate that XGBoost is a proficient model for predicting agricultural and horticultural crop categories, as demon
strated in fig. 06 and fig.S2.4-2.6. The KNN model showed lower accuracy in the classification of specific agricultural crops, such as 
Rice and Cotton, as evidenced by their respective AUC scores of 0.98 and 0.97, respectively. On the contrary, the XGBoost algorithm 
demonstrated superior performance in recommending horticultural crops, exhibiting a remarkable macro and micro average AUC of 
99 % as depicted in fig. 06b. The XGBoost model demonstrated high accuracy in classifying various horticultural crops. Notably, for 
coconut, pomegranate, and orange, the models achieved impressive AUC scores of 0.99, 0.98, and 0.93, respectively while all other 
crop categories attained a perfect AUC score of 1.00. The accuracy levels are corroborated with the findings of another study [44] for 
crop recommendation and yield prediction where a recurrent neural network with red fox optimization techniques achieved ROC 
values ranging from 0.9 to 1.0. It is also supported by the study [45] where AUC values of 0.99, 0.98, 0.986, and 0.981 were obtained 

Fig. 6. ROC curves and the area under the curve (AUC) were obtained for agriculture crops (a), horticulture crops (b) and mixed crops (c) models 
using XGBoost algorithm. 

Fig. 7. Confusion matrices showing the best two machine learning models for agricultural crops where, a (left side) and b (right side) refers to 
results of XGBoost, and random forest algorithms respectively. 
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for XGBoost, RF, KNN, and DT, respectively, for crop classification and prediction based on soil nutrition. An ML-AI-enabled ensemble 
model [46] implemented for predicting agricultural yield reported AUC values of 0.72, 0.95, and 0.86 for KNN, SVM, and AdaBoost, 
respectively. This suggest the robustness of the models used the study for predicting crop suitability in different NPK regimes and 
climate zones in India. 

4.2. Possible causes of miss-recommendation 

The employed ML models exhibited variability in their performance. When predicting AC cropping, each model exhibited similar 
instances of incorrect recommendations (Fig. 07–09, and Fig.S2.1-2.3). Similarly, in some cases, rice was suggested as a substitute for 
jute because of their comparable NPK fertilizer and temperature requirements (Fig. 07) to attain the maximum crop yield. The 
confusion matrix revealed instances of misclassification between cotton and maize, likely due to their closeness in terms of rainfall, PK 
fertilizer, and temperature requirements. 

The HC cropping also exhibited a similar phenomenon, as evidenced by the misclassification of orange as coconut due to their 
comparable NPK and humidity requirements (Fig. 5). The study revealed that the mixed crop model did not yield optimal accuracy in 
suggesting cropping strategies. When both agricultural and horticultural crop data were inputted into the model simultaneously, the 
confusion matrix revealed a chaotic scenario (Fig. 9 a-b, Fig.S2.3). The findings suggest that employing individual crop class modeling 
is more effective than combining different crop classes due to their comparable agronomic characteristics. 

Fig. 8. Confusion matrices showing the best two machine learning models for horticulture crops where, a (left side) and b (right side) refers to the 
results of XGBoost, and random forest algorithms respectively. 

Fig. 9. Confusion matrices for mixed crops model of best two machine learning models, where, a,b refers to XGBoost, and random forest algorithms.  
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4.3. Implication of the study 

Fig. 02–03 presents comprehensive nutrient (NPK) and climatic requirements for the cultivation of various agricultural and hor
ticultural crops. These figures provide valuable insights into the specific elemental requirements of different crops, thereby offering a 
holistic understanding of the diverse agricultural and horticultural practices. In the realm of agricultural crops, rice and jute are known 
to have the highest demands for rainfall and humidity. This assertion is supported by Refs. [47,48]. Conversely, other crops tend to 
have lower to medium-low requirements for rainfall. Sridevi [49] reported an optimum RH of 70–80 %, which is consistent with our 
findings of 77 % RH (fig. 04e). Conversely, when the RH falls below 40 %, flowering is reduced. According to Ref. [50] legume crops 
exhibit a low demand for nitrogen, but require medium to high levels of phosphorus that support our findings. Additionally, their 
potassium requirements are diverse. It is widely recognized that crops exhibit optimal growth within specific ranges of temperature 
and pH. Horticultural crops exhibit diverse climatic, NPK fertilizer, and soil pH requirements, as illustrated in figs. 03 and 05a-g. The 
crops exhibited a wide range of temperature adaptability, with certain crops being suitable for high-temperature conditions while 
others were suitable for medium-high-temperature conditions. The nutrient requirements of different crops vary. For instance, grapes 
and apples have higher demands for potassium and phosphorus, whereas coconut necessitates lower levels of all three elements. 
Extensive model-based research is required to evaluate the demand for NPK doses by analyzing their interactions with environmental 
factors. 

The notable implication of the study is the use of ML models and their robustness in identifying the right crops for a given site or the 
necessity of specific nutrients for growing a particular crop in a given environment. This is not the example of first study using ML, 
several studies have previously explored the use of ML models in the context of crop recommendation and yield prediction, each 
achieving varying levels of accuracy. For instance [44], SVM and DT models demonstrated accuracy rates of 91.73 % and 85.07 %, 
respectively. Another study [51], focused on smart farming and incorporated an intelligent insecticide and fertilizer recommendation 
system. This study achieved an accuracy of 78 % for SVM and 75 % for KNN models. Similarly, in Ref. [52] crop prediction was 
addressed by employing various feature selection techniques and machine learning classifiers. The study achieved noteworthy ac
curacy rates of 97 %, 90.6 %, and 88.83 % for RF, KNN, and SVM models, respectively. This was accomplished by selecting 8 attributes 
out of the total 15 using recursive feature elimination. Additionally [32], applied machine learning techniques to predict crops and 
reported accuracy performance ranging from 98.2 % to 88.5 % for the multilayer perceptron and JRip classifier. Another study [53] 
utilized random forest for sugarcane yield prediction, implementing forward feature selection and attaining an accuracy rate of 72 %. 
Furthermore [54], applied data mining techniques to recommend the planting of various crops in Bangladesh, utilizing both KNN and 
ANN models with impressive accuracy levels ranging from 90 % to 95 %. These findings are consistent with the results of other studies 
in the field, indicating that machine learning models hold promise for accurate crop recommendation and yield prediction. In this 
study, we have also observed higher prediction performance, aligning with the trends observed in these studies. The same dataset was 
previously used in two other studies [32,55] to make recommendations regarding appropriate crops based on various NPK and climatic 
variables. However, these studies [32,55] did not perform separate modeling of agricultural and horticultural crops. Additionally, they 
did not evaluate the comparative performance of ML algorithms through the use of confusion matrices, area under the curve (AUC), 
and ROC performance. All of these gaps have been addressed in the current study. In our comparative performance study of five 
different ML models, XGBoost demonstrated higher accuracy compared to the others. Specifically, for agricultural crops, XGBoost 
achieved an accuracy of 99.09 % and a macro average AUC of 1.0, as shown in Fig. 6. Similarly, for the horticulture trained model, 
XGBoost achieved an accuracy of 99.3 % and macro average AUC of 1.0, as depicted in fig. 06. In contrast to the 95.62 % accuracy 
reported by Thilakarathne [55], our study achieved a higher accuracy rate of 98.51 % for the XGBoost model (Table 1). Furthermore, 
our mixed model achieved a classification confidence of 99 %. The discrepancies observed between the current study and previous two 
studies [32,55] can be attributed to inadequate consideration given to the nutritional requirements, precipitation, temperature, RH 
and soil pH needs of each specific annual or perennial crop in those studies. 

The implication of such modeling is for informed decision-making in practicing precision agriculture, as crop yield is influenced by 
a multitude of external factors. Attempting to comprehend the combined impact of these factors without the aid of modeling presents a 
formidable challenge. The agricultural productivity is significantly impeded by various biotic and abiotic stresses. It has been projected 
that environmental stress could lead to an annual economic loss of 0.3 %–0.8 % of the anticipated global gross domestic product in 
agriculture [56]. The selection of suitable crops presents an opportunity to tackle current challenges related to agricultural land use 
[57,58] and the global food shortage. The remarkable capability of ML is demonstrated in our study for rapidly recommending suitable 
crops based on varying geological settings and soil nutrient levels. The result of this study indicates ML-based recommendations for 
cultivating suitable crops using the public dataset of a given country can provide extensive services to end-users, ultimately resulting in 
optimal crop yields. 

5. Conclusion 

Precision agriculture has emerged as a transformative approach in the agricultural sector. The present study has made a significant 
contribution to this field by utilizing machine learning-based modeling to provide precise information on the suitability of agricultural 
or horticultural crops based on prevailing nutrient, climatic and soil pH variables. It is widely recognized that insufficient nutrient 
supply can have a detrimental impact on crop yield and may even lead to a decline in the soil’s inherent capacity to sustain future crop 
cultivation. The agronomic requirements of agricultural crops vary from those of horticultural crops, particularly in terms of their 
nutrient needs (primarily NPK) and sensitivity to climatic factors. Hence, it is important to construct individual models for each class 
separately, as we have shown in our study. Based on the results of the study, it is recommended to use specifically trained models for 
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individual crop classes in order to provide efficient, rapid, and more accurate cropping suggestions. The results of our study provide a 
useful reference for farmers in rural areas, as they can benefit from crop recommendations based on our findings, thus avoiding the 
need for trial-and-error farming. Moreover, the outcomes of our study can be utilized to design a user-friendly tool for a crop 
recommendation system that optimizes crop yield by taking into account the prevailing local environmental conditions. By offering 
more precise and accurate suggestions for crop selection and cultivation, it is possible to assist farmers in enhancing their productivity 
and efficiency, which can ultimately result in increased profitability and food security. 

Despite the huge implications of the study, it should be noted that the authors in the present study used public dataset, more 
datasets across the globe could have resulted in more pragmatic findings from which the wider community could harvest the benefit. 
Therefore. It is recommended to set more experiments in the field in wider environmental conditions to generate quality data for 
modelling using various ML algorithms. 
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