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Deep learning has become a research hotspot in multimedia, especially in the field of image processing. Pooling operation is an
important operation in deep learning. Pooling operation can reduce the feature dimension, the number of parameters, the
complexity of computation, and the complexity of time. With the development of deep learning models, pooling operation has
made great progress. The main contributions of this paper on pooling operation are as follows: firstly, the steps of the pooling
operation are summarized as the pooling domain, pooling kernel, step size, activation value, and response value. Secondly, the
expression form of pooling operation is standardized. From the perspective of “invariable” to “variable,” this paper analyzes the
pooling domain and pooling kernel in the pooling operation. Pooling operation can be classified into four categories: invariable
of pooling domain, variable of pooling domain, variable of pooling kernel, and the pooling of invariable “+” variable. Finally,
the four types of pooling operation are summarized and discussed with their advantages and disadvantages. There is great
significance to the research of pooling operations and the iterative updating of deep learning models.

1. Introduction

Deep learning was proposed by Hinton [1] in 2006. A Con-
volutional Neural Network (CNN) was proposed by Le et al.
[2], which is the first real multilayer structure learning
algorithm. Deep learning has been widely used in various
fields of multimedia such as text, image, and video, and it
has become a research hotspot in the field of images. Convo-
lution operation is the main step of the CNN, but it makes
the whole network have a large number of calculations [3].
And it takes a long time for network training. Therefore,
the pooling operation is an essential step in CNN.

Pooling operation is a common step in CNN and is also
called subsampling operation or downsampling operation.

When CNN was constructed, the pooling operation is usu-
ally placed behind the convolution layer. From the perspec-
tive of lightweight, pooling operation can reduce feature
dimensionality, computation complexes, parameter number,
and memory consumption and suppress noise. From the
perspective of improving image quality, pooling operation
can improve the horizontal movement invariance, scale
invariance, and rotation invariance of the model. The pool-
ing operation improves the robustness to image bias and
rotation. From the perspective of the deep learning model,
pooling operation can prevent overfitting. Pooling operation
can improve the generalization ability of the model and
expand the receptive field. Hence, it is very interesting to
discuss pooling operation.
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2. The “Variable” and “Invariable” of
Pooling Operation

There are five parts in pooling operation, such as pooling
domain, pooling kernel, step length, activation value, and
response value [4]. The process of the pooling operation is
shown in Figure 1. The “invariable” of pooling operation
means that there is no change in the shape and size of the
pooling domain and the shape, size, and parameter number
of the pooling kernel. The “variable” of pooling operation
means that there are two types: first is pooling domain chang-
ing and second is pooling kernel changing. About pooling
domain changing, the shape and size are changed in the
pooling domain. About pooling kernel changing, the shape,
size, and parameters are changed in the pooling kernel [5].

Let the target image be Fðm, nÞ, m is the width of the
image, and n is the height of the image. The pooling domain
is f ði, jÞ, where i = 1, 2,⋯, n and j = 1, 2,⋯,m, which is the
size of the receptive field in the pooling process. The pooling
kernel is wði, jÞ, where i = 1, 2,⋯, n and j = 1, 2,⋯,m,
which is the filter of the pooling domain. The pooling step
length is the step length of the pooling nucleus every time
it moves. The activation value xi,j is the feature value of the
i-th row and j-th column in the feature map. The pooling
feature value of the i-th row and j-th column is obtained
by pooling operation.

In the pooling domain of size i × j, the value in the pool-
ing domain is determined by the feature map. The pooling
domain f ði, jÞ is determined by the pooling kernel wði, jÞ,
and the pooling kernel is a matrix of size i × j. Generally,
the pooling kernel has no parameters. The pooling domain
f ði, jÞ can be represented as

f i, jð Þ =

xp,q xp,q+1 ⋯ xp,q+j

xp+1,q xp+1,q+1 ⋯ xp+1,q+j

⋮ ⋮ ⋱ ⋮

xp+i,q xp+i,q+1 ⋯ xp+i,q+j

2
666664

3
777775
i×j

: ð1Þ

It can be concluded that the response feature map gði, jÞ
is determined by the pooling kernel wði, jÞ in the feature
map F of size m × n. It is expressed as

g i, jð Þ =

y1,1 y1,2 ⋯ y1,j

y2,1 y2,2 ⋯ y2,j

⋮ ⋮ ⋱ ⋮

yi,1 yi,2 ⋯ yi,j

2
6666664

3
7777775
i×j

,

yi,j = βdown x i, jð Þð Þ + b,

ð2Þ

where downð:Þ represents the downsampling operation, which
is the pooling kernelwði, jÞ for the pooling operation of values
in the pooling domain f ði, jÞ. β is the pooling coefficient. yi,j is
the response value of the pooling domain. The response value

is the value of the response featuremap in the i-th row and j-th
column. And b is the bias value of pooling operation.

The development of pooling operation is a process from
“invariable” to “variable,” as shown in Figure 2. The most
commonly used pooling operation is max pooling operation
and average pooling operation. Max pooling operation and
average pooling operation are calculated simply. They have
few parameters and work well on most tasks. So far, these
pooling operations are still the most commonly used pooling
methods. In addition, max pooling operation and average
pooling operation cannot achieve good results on specific
tasks. Many scholars have further studied the pooling oper-
ation for different problems. Firstly, change the value of
pooling selection. Secondly, change the pooling domain,
which is including the change of shape and size. Thirdly,
change the pooling kernel, which is including the change
in shape, size, and parameters. Finally, there are various
pooling methods that are combined, which have parallel
methods and serial methods. The parallel method is the
most commonly used.

In this paper, the “variable” and “invariable” of the pool-
ing operation are divided into four categories: invariable of
pooling domain, variable of pooling domain, variable of
pooling kernel, and the invariable “+” variable of pooling.
The overall framework is shown in Figure 3. The invariable
of pooling domain means that there is no change in the
shape and size of the pooling domain. The main methods
are max pooling operation, maximum two mean pooling
operation, K-max pooling operation, average pooling
operation, median pooling operation, sum pooling opera-
tion, overlapping pooling operation, matrix 2-norm pooling
operation, moment pooling operation, covariance pooling
operation, dynamic adaptive pooling operation, and nested
invariance pooling operation. The variable of pooling
domain means that there is change in the shape and size of
the pooling domain. The main methods are region of inter-
est pooling method, fractional max pooling method, strip
pooling method, chunk-max pooling method, and multi-
scale orderless pooling method. The variable of pooling
kernel means that there is change in the parameters, selec-
tion method, and size of the pooling kernel. The main
methods are generalized max pooling operation, parameter
pooling operation, LP pooling operation, spatial attention
pooling operation, stochastic pooling operation, spatial
pyramid pooling operation, and rank-based pooling (rank-
based average pooling operation, rank-based weighted pool-
ing operation, and rank-based stochastic pooling operation)
operation. The invariable “+” variable of pooling means that
there are two or more pooling methods in pooling methods,
including variable pooling operation and invariable pooling
operation. The main methods are intermediate value pooling
operation, mixed pooling operation, spatial pyramid and
global average hybrid pooling operation, multiscale pooling
operation, and scalable overlapping slide pooling operation.

3. Invariable of Pooling Domain

Invariable of pooling domain means that there is no change
in the shape and size of the pooling domain. And there is
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change in the shape, size, and parameters of the pooling ker-
nel. In this paper, the variable of pooling domain is divided
into two methods: basic pooling operation and improved
pooling operation. The basic pooling operation has the
advantages of simple calculation process and wide applica-
tion range. But the utilization rate is low in the feature
map. The improved pooling operation uses different map-
ping rules to select the eigenvalues in the pooling domain.
So the improved pooling operation can improve the utiliza-
tion rate of the feature maps. But the calculation process is
more complicated. The development process of invariable
of pooling domain is shown in Figure 4.

3.1. Basic Pooling Operation. The basic pooling operation
during the pooling operation is that the shape and size of
the pooling domain are unchanged, and the shape, size,
and parameters of the pooling kernel are unchanged. Select
the eigenvalues with different numbers in the pooling
domain, including max pooling operation, maximum two-
mean pooling operation, K-max pooling operation, average
pooling operation, median pooling operation, sum pooling
operation, and overlapping pooling operation.

Firstly, max pooling operation selects the largest activa-
tion value in the pooling domain as the output response
value. Other activation values are discarded at the same time.

x(i, j) x(i, j+1)

x(i+1, j)

w(0, 0) w(0, 1)

w(1, 0) w(1, 1)

Pooling domain

Pooling kernel

Feature map

Response

x(i+1,
j+1)

y(i, j)

Figure 1: The process of pooling operation.

Figure 2: “Invariable” to “variable” of pooling operation.
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The advantage of max pooling operation is that salient fea-
tures can be extracted, and the contour information of the
image can be learned. However, max pooling operation loses
too much features and information. The global max pooling
operation is a case that max pooling operation is generalized
to the global. The difference is that the size of the pooling
domain is the same as the size of the entire feature map.
Secondly, maximum two-mean pooling operation selects
the two largest activation values in the pooling domain and
averages them. Use the averaged value as the response value.
The maximum two-mean pooling operation improves the
disadvantage of ignoring features with larger influencing fac-
tors of max pooling. But there is some information missing.
Thirdly, K-max pooling operation extracts the top K values
in the pooling domain as the response value and preserves
the order of these values. K-max pooling operation retains
more information than max pooling, which can express the
strength of a certain type of feature. K-max pooling operation
retains position information, but it is the relative order
between features, not absolute position information. Fourthly,
average pooling operation means that the average of activation
values in the pooling domain and the average value are used as
the response value. Average pooling considers the global
information, and there are no information loss and reducing
overfitting. But it makes the features smooth and cannot
extract the information of prominent features. The global
average pooling operation is a case that average pooling oper-
ation is generalized to the global. The difference is that the size
of the global average pooling domain is the same as the size of
the entire feature map. Fifthly, median pooling operation takes
the median of all activation values in the pooling domain as
the response value. Median pooling operation has the charac-
teristics of learning edge and texture structures and has a
strong ability to resist noise, which can improve performance.
Sixthly, sum pooling operation takes the sum value of all
activation values in the pooling domain as the response value.
Sum pooling operation can be applied to any encoding, and
the impact of frequent descriptors is greater than that of rare
descriptors. Seventhly, overlapping pooling [6] operation
selects the largest activation value in the pooling domain as
the output response value. The pooling domain of overlapping
pooling operation has overlapping parts because its stride is 1.
The overlapping pooling operation augments the output into
multiple levels of smaller features. Overlapping pooling oper-
ation uses sparse coding to fuse multilevel features, which
reduces the feature dimension of the output and improves
the network performance. Table 1 shows the summary of basic
pooling operation.

3.2. Improved Pooling Operation. The improved pooling
operation means that there are no change in the shape and
size of the pooling domain and change in the shape, size,
and parameters of the pooling kernel. But the difference is
the way to get the response value of eigenvalues in the
pooling domain using the mapping rule. Improved pooling
operation includes matrix 2-norm pooling operation,
moment pooling operation, covariance pooling operation,
dynamic adaptive pooling operation, nested invariance pool-
ing operation, and spectral pooling operation.

Firstly, matrix2-norm pooling [7] operation makes the
eigenvalues of feature map as the coefficient matrix of the
singular equation system. Take the square root of the
largest singular value obtained from this matrix as the
response value of the pooling domain. When the image is
geometrically distorted such as rotation, translation, and
scaling, there are little changes in the singular value of
the image matrix. This means that the energy information
of the image has high stability, so the singular value of the
matrix can make the geometric distortion of the image
highly invariant. Secondly, moment pooling [8] operation
calculates the central moment cði, jÞ of the pooling domain
using the gray moment. Calculates the four neighborhoods
of the central moment c. Calculate the probability of each
neighborhood using the distances between the four neigh-
borhoods xði, jÞ, xði + 1, jÞ, xði, j + 1Þ, xði + 1, j + 1Þ, and
center cði, jÞ. The closer the distance is, the greater the
probability of being selected, which is conducive to the
probability of selecting the response value. Because the
randomness of moment pooling operation makes each
selection different, it can effectively prevent oversuppres-
sion. Moment pooling operation randomly generates 2
probabilities. The computational complexity of the
moment pooling operation is much lower than bilinear
interpolation and close to the nearest neighbor interpola-
tion. Thirdly, covariance pooling [9] operation calculates
the covariance matrix using the eigenvalue matrix of the
feature map and then adjusts the matrix to what you need.
For example, the matrix is normalized to get the response
values. Covariance pooling operation [10] belongs to the
second-order pooling method, which can capture more
information about the feature map than most first-order
pooling methods. Fourthly, dynamic adaptive pooling
operation [11] optimizes max pooling operation with a
pooling factor μ. Dynamic adaptive pooling operation
builds a mathematical model for function simulation, and
other parameters are the same as max pooling operation.
The pooling factor will not lose accuracy when it deals
with pooling domains with obvious max characteristics. It
can weaken the influence of max pooling operation when
it deals with other pooling domains. Therefore, the CNN
can extract more accurate features under different itera-
tions. Fifthly, nested invariance pooling [12] operation
changes the output of feature maps in the pooling domain
using invariant transformation, which is the response fea-
ture map. It can be extended to any transform set. Lou
et al. [13] obtain global descriptors by concatenating all
feature maps. They construct nested invariance pooling
operation from existing local translation invariant feature
maps. Zhang et al. [14] showed that various types of trans-
formation invariants can be linked. Sixthly, spectral pool-
ing [15, 16] operation is performed for dimensionality
reduction by projecting onto the frequency basis set and
then truncating the representation. It is a pooling method
based on fast Fourier transform, which keeps the same
number of parameters and retains more information. Spec-
tral pooling operation can be regarded as a denoising
method that allows specifying any arbitrary output feature
dimension. The truncation of frequency representation
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corresponds to the reduction in resolution. So spectral
pooling operation can be supplemented with random regu-
larization in the form of random resolution. Table 2 shows
the summary of improved pooling operation.

4. Variable of Pooling Domain

Variable of pooling domain means that there is change in
the shape and size of the pooling kernel. And there is no

Table 1: Summary of basic pooling operation.

Pooling method Characteristic Sketch map

Max pooling
The max pooling operation is simple,
but the features with strong influencing
factors are ignored and lost information

h

w

c

Max polling c

1
1

Maximum two-mean pooling

Maximum two-mean pooling operation
improves the disadvantage of max
pooling to a certain extent, which is

ignoring features with larger influencing
factors. But there is some problem of

loss information

1 5 3 2

2 7 4 4

0 9 9 2

5 6 5 7

6 4

7 8

Maximum two-
mean pooling

K-max pooling

K-max pooling operation preserves
more information than max pooling
and preserves the relative order of
eigenvalues, but there is no absolute

position information
8

7

F
1 F

2 F
3 F

4
Pooling

Filters

2

3

4

5

6

7

8

1

Average pooling

Average pooling operation takes global
information into account, no

information is lost, and overfitting is
reduced. However, the features tend to
be smooth, and the information of

prominent features cannot be extracted

h

w

xi

c

Global average
pooling
sum xi
w × h

c

1
1

Median pooling

Median pooling operation can learn the
characteristics of edge and texture

structure and has a strong
antinoise ability

Y Fð Þ =Median S1, S2,⋯, SNð Þ
Si =Median f i1, f i1,⋯, f imi

� �
i = 1, 2,⋯N

Sum pooling

Sum pooling operation considers
global information. There is no

information loss, but it is vulnerable to
extreme information

—

Overlapping pooling [6]

Overlapping pooling operation reduces
the characteristic dimension of the

output and reduces overfitting, but there
are information that will be lost

6 BioMed Research International



T
a
bl
e
2:
Su
m
m
ar
y
of

im
pr
ov
ed

po
ol
in
g
op

er
at
io
n.

P
oo
lin

g
m
et
ho

d
C
ha
ra
ct
er
is
ti
c

Sk
et
ch

m
ap

M
at
ri
x2
-n
or
m

po
ol
in
g
[7
]

M
at
ri
x
2-
no

rm
po

ol
in
g
op

er
at
io
n
ta
ke
s
th
e

en
er
gy

of
th
e
im

ag
e
as

th
e
in
fo
rm

at
io
n

tr
an
sm

it
te
d
to

th
e
ne
xt

la
ye
r
ne
tw
or
k
to

m
ak
e
ge
om

et
ri
c
di
st
or
ti
on

of
th
e
im

ag
e

is
hi
gh
ly

in
va
ri
ab
le

0.
8

0
0.

7

1.
4

0.
6

0

0
1.

2
0

1.
8

Ca
lc

ul
at

e
ei

ge
nv

al
ue

s
M

ax
 v

al
ue

 
sq

ua
re

 ro
ot

siz
e =

 3
⁎

3

Co
nv

Si
ze

 =
 9
⁎

9

3.
2 1

0
0

0
1.

3 6
0

0
0

0.
3 2

Si
ze

 =
 3
⁎

3

M
om

en
t
po

ol
in
g
[8
]

T
he

ra
nd

om
ne
ss

of
m
om

en
t
po

ol
in
g

op
er
at
io
n
m
ak
es

ea
ch

ch
oi
ce

di
ff
er
en
t,
to

pr
ev
en
t
ov
er

in
hi
bi
ti
on

y2 y1y 0y

x
x1

x
x2

Q
11

Q
21

Q
22

Q
12

R2

P R1

C
ov
ar
ia
nc
e
po

ol
in
g
[9
]

C
ov
ar
ia
nc
e
po

ol
in
g
op

er
at
io
n
ca
n
ca
pt
ur
e

m
or
e
in
fo
rm

at
io
n
on

th
e
fe
at
ur
e
m
ap

C
=

1/
n
−
1

ð
Þ〠

n i=
1

f i
−

�
f
Þ

f i
�

f
ÞT

�
�

��

D
yn
am

ic
ad
ap
ti
ve

po
ol
in
g
[1
1]

D
yn
am

ic
ad
ap
ti
ve

po
ol
in
g
op

er
at
io
n
ca
n

ad
ap
ti
ve
ly

ad
ju
st
th
e
w
ei
gh
t
of

po
ol
in
g
an
d

ex
tr
ac
t
m
or
e
ac
cu
ra
te

fe
at
ur
es

y i
j
=
μ

m
axc

i=
1,
j=
1
x i

j�
� +

b 2

μ
=
ρ
λ
x m

ax
−
λ

ð
Þ/x

m
ax
2

�
� +

θρ
=
c/1

+
n e

po
−
1

�
� cn

2 ep
o
+1

N
es
te
d
in
va
ri
an
ce

po
ol
in
g
[1
2]

N
es
te
d
in
va
ri
an
ce

po
ol
in
g
op

er
at
io
n
ca
n
be

ex
te
nd

ed
to

an
y
ar
bi
tr
ar
y
tr
an
sf
or
m
at
io
n

se
t,
al
lo
w
in
g
an
y
ar
bi
tr
ar
y
ou

tp
ut

fe
at
ur
e

di
m
en
si
on

to
be

sp
ec
ifi
ed

Y
G
,i,n

x ð
Þ=

1/
m

ð
Þ〠

m
−1

j=
0
f i

g
j:
x

�
� n

�
� 1/n

Sp
ec
tr
al
po

ol
in
g
[1
5]

Sp
ec
tr
al
po

ol
in
g
op

er
at
io
n
ha
s
hi
gh
er

effi
ci
en
cy

an
d
lo
w
er

co
st

—

7BioMed Research International



change in the parameters of the pooling kernel. The shape
and size of the pooling kernel are determined by the pooling
domain. Variable of pooling domain can modify the size and
shape of the pooling domain as needed, which is more flex-
ible. But it leads to susceptibility to more irrelevant pixels
when the pooling domain changes. Variable of pooling
domain includes region of interest pooling operation, frac-
tional max pooling operation, strip pooling operation,
chunk-max pooling operation, and multiscale orderless
pooling operation, as shown in Figure 5.

Firstly, region of interest pooling (ROI pooling) [17] is
pooling just for the region of interest. There is no fix in the
shape and size of the pooling domain which is depending
on the region of interest. The pooling domain is the region
of interest in which a max pooling operation in the pooling
domain is done. ROI pooling operation was used in fast
RCNN [17, 18] first. Its advantage is that the location area
and shape size of the pooling domain can be determined
due to the problem, and the size of the output feature map
can be determined. And just the region of interest in the fea-
ture map needs to be pooled, which greatly reduces the
amount of computation. In the calculation process, the posi-
tion of the region of interest is easily selected due to the
quantization operation. Secondly, fractional max pooling
[19] operation divides the feature map of input size b × b

into a × a blocks. These feature blocks of the a × a are a ×
a pooling domains, and then, select the max value of each
pooling domain to obtain the response value. Fractional
max pooling operation allows the pooling domain to be non-
integer values. It avoids the problem of limited performance
due to disjoint pooling kernels when the pooling domain is
integer. Yue et al. [20] make random number sequences or
pseudorandom sequences as the size of each pooling
domain, and the integer sequence generates 1 or 2. It reduces
the overfitting of the dataset due to the randomness of the
sequence. Thirdly, strip pooling [21] operation performs
pooling operations along the horizontal or vertical dimen-
sion using a strip pooling domain. The pooling domain of
strip pooling operation is an h × 1 or 1 ×w strip domain,
and average values in the pooling domain rowwise or
columnwise are shown in Figure 6. Strip pooling alleviates
the problem of merging irrelevant regions in the process of
processing objects with irregular shapes about average pool-
ing. It can be easily embedded into any building block with-
out training from scratch because the strip pooling module
is lightweight. Strip pooling has long and narrow pooling
field shapes. It is easy to establish long-range dependencies
between discretely distributed regions and encode the
strip-shaped regions. Fourthly, chunk-max pooling [22]
operation segments the feature vector on the feature map
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pooling domain

Multi-scale
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Spatial pyramid and
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X
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Figure 5: Variable of pooling domain.
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as pooling domain. Chunk-max pooling operation performs
max pooling operation for each pooling domain, obtaining
multiple response values. This method of segmenting eigen-
vectors can be set in advance or dynamically divided accord-
ing to eigenvalues. Static segmentation means that the
number of paragraphs can be set in advance. Dynamic seg-
mentation means that the boundary positions between
chunks can be dynamically divided according to different
inputs. Chunk-max pooling operation retains relatively
coarse-grained fuzzy location information. Feature intensity
can be captured if a strong feature occurs multiple times.
Fifthly, multiscale orderless pooling [23] operation extracts
deep activation features through three pooling domains of
different sizes. Then, the local responses are aggregated on
a finer scale by local aggregation vector (VLAD) coding.
Finally, the original global deep activations are connected
with the VLAD feature to form response value. The features
obtained after activation of global CNNs lack geometric
invariance, which includes rotation invariance and transla-
tion invariance. Multiscale orderless pooling operation is
proposed to solve this problem. It limits their robustness to
the classification and matching of variable scenes. Table 3
shows the summary of variable of pooling domain.

5. Variable of Pooling Kernel

Variable of pooling kernel means that there is change in the
shape, size, and parameters of the pooling kernel. Variable of
pooling kernel can get a better solution for the problem to be
solved, and the pooling changes the pooling kernel. In this
paper, the variable of pooling kernel is divided into four cat-
egories: pooling kernel parameter invariable, random selec-
tion, rank-based pooling, and pooling kernel parameter
variable, as shown in Figure 7. The pooling kernel parameter
invariable is to set the parameters of the pooling kernel. The
response value is obtained by multiplying the parameters in
the pooling kernel with the activation value in the pooling
domain. Random selection randomly selects values in the
pooling domain as the output response value. Rank-based
pooling sorts all the values in the pooling domain and then
performs averages, weights, or random pooling on the
ordered activation values. The pooling kernel parameter var-
iable is the improvement of the pooling operation in front of
the fully connected layer. The pooling kernel parameter var-
iable uses three pooling kernels of different sizes to generate
a fixed-length feature vector for the max pooling operation.
The obtained result is passed to the fully connected layer.

Firstly, generalized max pooling [24] operation is a pro-
cess of obtaining weights by solving the optimization prob-
lem. The weights are obtained according to the similarity
between each element and other elements. Rare pixels with
lower similarity will have larger weights. Finally, each ele-
ment will be weighted and summed as the output. General-
ized max pooling operation achieves the same effect as max
pooling operation. It is also suitable for places other than the
visual word package (BOV), especially for the Fisher vector.
Secondly, parameter pooling [25] operation uses the opera-
tion rules of the pooling kernel parameters to obtain the
parameters of the pooling kernel. The parameters of the

pooling kernel are matrix multiplied by the activation value
to obtain the response value. Generally, the pooling kernel
has no parameters. Parameter pooling operation allows the
model to choose the pooling method autonomously because
it has a few parameters. Parameter pooling operation pre-
serves feature information as much as possible. It reduces
network errors, and the network performance is improved.
Thirdly, LP pooling [26] operation uses a Gaussian kernel
to weight the pixel values of the input feature map. At this
time, the Gaussian kernel is the pooling kernel of the pooling
operation, and the weighted value is the response value. The
optimal pooling method for most problems is neither aver-
age pooling operation nor max pooling operation but a
certain type between them. When p = 2, it is L2 pooling
operation. There are good results that can be achieved in
most image classification problems. Fourthly, spatial atten-
tion pooling [27] operation generates an attention parameter
matrix for the entire feature map. The parameter matrix acts
as a pooling kernel to perform a global pooling operation on
the feature map. The value on the attention parameter
matrix is multiplied by the values of the feature map to
obtain a new matrix as the response result of spatial atten-
tion pooling operation. Spatial attention pooling operation
is able to highlight regions that require attention. Fifthly,
rank-based pooling [28] operation sorts the eigenvalues in
the pooling domain from large to small. It performs average
pooling operation, weighted pooling operation, and stochas-
tic pooling operation on the sorted values, as shown in
Figure 8. The traditional pooling methods operate directly
on the values in the feature map. There are many possible
values in a pooling domain, but the ranking of eigenvalues
is relatively stable. Therefore, rank-based pooling operation
can avoid the influence caused by the change of the value.
Rank-based average pooling [29] (RAP) operation sorts the
values of the feature maps from large to small and selects
the t with the largest value to average the response value.
RAP can alleviate the problem of information loss from
max pooling operation and discriminative information loss
from average pooling operation. Rank-based weighted pool-
ing [30] (RWP) operation assigns weight pr according to the
size of the value. The value as the response value is obtained
by multiplying the feature map matrix and the weight
matrix. It can be assigned the larger weights for the higher
activation value. The value ordering method of RWP can
be a linear function or a nonlinear function. RWP assigns
a reasonable weight value to each activation value in the
pooling domain, which can improve the performance signif-
icantly. Rank-based stochastic pooling [31] (RSP) computes
the probability pr using exponential ranking on the resulting
ranking values. It selects activation values by sampling from
a multinomial distribution based on pr . It is proposed to
solve the problem that random pooling is just suitable for
nonnegative values, and feature probability calculated by
standardized eigenvalues is out of control, which is easy to
lead to overfitting.

Sixthly, stochastic pooling [29] operation obtains the
probability according to the value. The probability is used
to select randomly, and the selected activation value is
output. The higher the probability value, the greater the
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probability of being selected. Stochastic pooling operation is
the process of random selection. When the selected pooling
value is the max value in the pooling domain, the calculation
process is equivalent to max pooling operation. Seventh,
spatial pyramid pooling [33] operation performs max pool-
ing operations on feature maps at three different scales. It
replaces the last pooling layer with a spatial pyramid pooling
layer, which can process information of different scales in
the image to generate the fixed length feature information.
Spatial pyramid pooling avoids the fact that most CNNs
need to input fixed size images artificially, thus solving the
limitation of image recognition accuracy due to fixed size.
No matter how the feature map size changes, as long as
the output length is fixed, the final number of features will

be fixed. Images of different scales can be processed by Spa-
tial Pyramid Pooling operation, so it is very flexible and can
effectively prevent overfitting. However, some problems can-
not be calculated in spatial pyramid pooling operation.
When setting the output length, it is necessary to take into
account the limitations of the actual situation. Table 4 shows
the summary of variable of the pooling kernel.

6. The Invariable “+” Variable of Pooling

The invariable “+” variable of pooling means that it is a
pooling method that uses different pooling methods for
pooling separately and then fuses multiple pooling results.
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Figure 8: Rank-based pooling [28].
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Table 4: Summary of variable of the pooling kernel.

Pooling method Characteristic Sketch map

Generalized max
pooling [24]

Generalized max pooling operation
balances the influence of frequent pixels
and rare data and improves the ability to

extract fine-grained data

0

90

270

180

Parameter
pooling [25]

Parameter pooling operation converts
the correlation operation into an

interpretable pooling operation, which
retains information and reduces errors
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It can also be called multichannel pooling. Multichannel
pooling operation means that there are two or more pooling
methods in pooling methods to compensate for the defects
of a single pooling operation. However, at the same time, it
will increase the amount of computation. Multichannel
pooling includes intermediate value pooling operation,
mixed pooling operation, spatial pyramid and global average
hybrid pooling operation, multiscale pooling operation, and
scalable overlapping slide pooling operation, as shown in
Figure 9.

Firstly, intermediate value pooling [34] operation is used
to perform max pooling operation and average pooling
operation on the same feature map in parallel. The response
values of the two pooling methods are averaged to obtain the
response feature map. It combines the characteristics of both
and highlights the most discriminative features while pre-
serving the information integrity of the feature map. It is
generally suitable for general images, because the error of
the model is smaller and the stability is higher. Secondly,

mixed pooling [35] operation is random using max pooling
operation or average pooling operation. Mixed pooling oper-
ation utilizes random sampling instead of deterministic pool-
ing operations. To some extent, mixed pooling operation

Table 4: Continued.

Pooling method Characteristic Sketch map

Spatial pyramid
pooling [33]

Spatial pyramid pooling operation can
handle images of different scales, is very

flexible to use, and can effectively
prevent overfitting. However, there are
also practical constraints to consider
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Figure 9: The pooling of invariable “+” variable.
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solves the problem of which to choose between max pooling
operation and average pooling operation. It can greatly
improve the overall performance of the model when com-
bined with other forms of regularization methods. Thirdly,

spatial pyramid and global average hybrid pooling [36] oper-
ation uses spatial pyramid pooling operation and global aver-
age pooling operation for pooling feature maps in parallel.
There are two pooling methods fused to get response values.

Table 5: Summary of multichannel pooling.

Pooling
method

Characteristic Sketch map

Intermediate
value pooling
[34]

It takes into account the average
pooling and the max pooling, so that it
has smaller model error and higher
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Before fully connecting, global average pooling operation can
reduce parameters, dimensionality, and overfitting without
destroying the spatial characteristics of feature maps. Spatial
pyramid pooling operation shows the information of local
characteristics. Global average pooling shows the informa-
tion of global characteristics. There are two pooling methods
fused that can learn more comprehensive information.
Fourthly, multiscale pooling operation performs max pool-
ing operation twice serially. Then, perform scale operation
twice serially. Next, performmax pooling operation and scale
operation serially. Finally, concatenate the feature maps
obtained by three pooling methods as the response value, as
shown in Figure 10. Multiscale pooling operation replaces
the max pooling operation in ResNet, which is used to
improve the recognition effect of images collected at different
resolutions. Compared with the spatial pyramid model, the
advantage of multiscale pooling operation is that its substitu-
tion position is more flexible and it can be used many times at
the beginning, middle, or end of a network. Fifthly, scalable
overlapping slide pooling [37] operation pools the feature
maps in parallel through pooling kernels of multiple scales.
The overlapping slide pooling operation obtains coarse-
grained, medium-grained, and fine-grained feature maps.
Finally, the multiscale pooling operation response feature
maps of multiscale pooling are spliced as the response value.
Single-scale pooling operation does not consider the saliency
of features in different scales and the relationship between
adjacent feature elements, which leads to decreased inaccu-
racy. Multiscale pooling operation solved this problem. More
comprehensive and accurate granular features can be
obtained through multiscale overlapping sliding pooling
operation. The detection ability of the network for small tar-
gets and the overall detection accuracy can be improved.
Table 5 shows the summary of multichannel pooling.

7. Conclusions

With the continuous development of multimedia technol-
ogy, deep learning is widely used in text, speech, image,
video, etc. Among them, pooling operation in deep learning
has been deeply studied. And pooling operation is iterated
from “invariable” to “variable,” with different problems
and tasks. These methods are constantly optimized due to
different problems and tasks. Now, the most common
methods of pooling are max pooling operation and average
pooling operation. The newly proposed pooling method
can improve the efficiency, improve the accuracy, and
reduce the degree of overfitting.

In this paper, pooling operation in deep learning is com-
prehensively summarized. And introduce the pooling steps
and their characteristics in detail and standardize the expres-
sion of pooling operation. The pooling operation is divided
into the pooling domain, pooling kernel, step size, activation
value, and response values. The improvement of pooling
domain and pooling kernel in pooling operation is summa-
rized as “variable” and “invariable” of pooling operation.
Pooling operation can be classified into four categories:
invariable of pooling domain, variable of pooling domain,
variable of pooling kernel, and the pooling of invariable

“+” variable. Invariable of pooling domain refers to the
shape of the pooling domain being invariable in pooling
operation. There are two types of invariable in pooling
domain, including basic pooling methods and improved
pooling methods. Variable of pooling domain means that
shape and size of pooling domain are changed. Variable of
pooling kernel means that the parameters, selection
methods, and size of pooling kernel are changed. Pooling
of invariable “+” variable means that there are two or more
pooling methods in pooling methods. Although pooling
operation is constantly being researched, deep learning is
developing increasingly better, which has a better role for
further research in deep learning.
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