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KEYWORDS Abstract Background/purpose: Bone age is a useful indicator of children’s growth and devel-
Artificial intelligence; opment. Recently, the rapid development of deep-learning technique has shown promising re-
Bone age estimation; sults in estimating bone age. This study aimed to devise a deep-learning approach for accurate
Cervical vertebrae; bone-age estimation by focusing on the cervical vertebrae on lateral cephalograms of growing
Deep learning; children using image segmentation.

Radiology Materials and methods: We included 900 participants, aged 4—18 years, who underwent

lateral cephalogram and hand-wrist radiograph on the same day. First, cervical vertebrae seg-
mentation was performed from the lateral cephalogram using DeepLabv3+ architecture. Sec-
ond, after extracting the region of interest from the segmented image for preprocessing, bone
age was estimated through transfer learning using a regression model based on Inception-
ResNet-v2 architecture. The dataset was divided into train:test sets in a ratio of 4:1; five-
fold cross-validation was performed at each step.

Results: The segmentation model possessed average accuracy, intersection over union, and
mean boundary F1 scores of 0.956, 0.913, and 0.895, respectively, for the segmentation of cer-
vical vertebrae from lateral cephalogram. The regression model for estimating bone age from
segmented cervical vertebrae images yielded average mean absolute error and root mean
squared error values of 0.300 and 0.390 years, respectively. The coefficient of determination
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of the proposed method for the actual and estimated bone age was 0.983. Our method visual-
ized important regions on cervical vertebral images to make a prediction using the gradient-
weighted regression activation map technique.

Conclusion: Results showed that our proposed method can estimate bone age by lateral cepha-
logram with sufficiently high accuracy.

© 2022 Association for Dental Sciences of the Republic of China. Publishing services by Elsevier
B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).

Introduction

Age assessment is performed using various biological in-
dicators, such as the face, bones, skeleton, and dental
structures, because various skeletal structures of the
human body undergo differential changes depending on the
growth and development pattern.’ * The terms growth and
development mainly refer to the skeleton, and radiation
analysis is widely accepted as the gold standard for evalu-
ating bone maturity.’*~/

Various radiographic methods have been used to evaluate
skeletal growth and developmental status. The hand-wrist
radiograph method is based on the gradual change in the
carpal bones and the degree of change and fusion of the
epiphyses and diaphysis. This method has been studied the
longest and is widely used clinically to determine the skel-
etal age, which is the principal type of physiological age used
in the medical and dental fields.>®®° In dentistry, hand-
wrist radiograph analysis is used to evaluate the growth
stage during orthodontic treatment of a growing child.’

Although growth evaluation based on hand-wrist radio-
graph is a reliable method, its clinical application is limited
since the maturation and timing of ossification measured on
radiographs may be subject to individual and sex-based
differences, in addition to the need for exposure to radia-
tion.>®° The possibility of assessing the growth stage using
standardized lateral cephalogram, which is used for basic
orthodontic evaluation, has currently garnered attention
because it does not require additional radiation exposure
resulting from the acquisition of hand-wrist radiograph.®
Several studies have evaluated the growth stage using the
cervical spine on standardized lateral cephalogram, which
is a useful and predictable indicator for growth assessment.
Studies have reported that the stage of pubertal growth,
which is important for planning and determining the timing
of orthodontic treatment, can be identified according to
the maturational stage of segments 2—4 of the cervical
spine.f”m*n

Various studies have revealed the relationship between
the shape of the cervical vertebrae and the growth stage,
and various methods have attempted to estimate age using
this structure. A study has also found that the anterior
height of the fourth cervical vertebra bears a strong cor-
relation with hand-wrist bone age, concluding that lateral
cephalogram is useful for bone-age estimation.'* However,
the general application of this method of age evaluation
requires manual measurement of anatomical structures,
which limits its applicability in busy clinical situations,
since the process is manpower- and time-intensive.
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The recent development of artificial intelligence in the
medical field has resulted in the advent of a technique for
automatically diagnosing radiographic images via deep-
learning.'®'> The accuracy of some results of this tech-
nique has already surpassed human accuracy.'® Moreover,
since this technique requires less time to diagnose an image
compared to human assessors and artificial intelligence is
not fatigued by repetitive work, it may provide wider
application in the medical and dental fields."’

Currently, commercially available software can be used
to predict bone age by learning hand-wrist radiographic
images using deep-learning.’® As growing children can be
extremely sensitive to radiation doses, confirming the ability
to evaluate bone age by applying deep-learning to cervical
vertebrae images has important beneficial implications by
reducing radiation exposure due to the acquisition of addi-
tional hand-wrist radiographic images. Recently, a fully
automated deep-learning model that can perform cervical
vertebrae maturation (CVM) classification using cervical
segmentation from lateral cephalogram has also been stud-
ied."® However, predicting bone age may be more important
clinically than classifying it into stages because growth is a
continuous process. No study has investigated the prediction
of bone age using the cervical vertebrae on lateral cepha-
logram with the deep-learning method.

Therefore, this study aimed to devise a deep-learning
approach for accurate bone age estimation in growing
children using lateral cephalogram via automatic region of
interest (ROI) segmentation of the cervical vertebrae.
Delineating the ROI is essential for enhancing the perfor-
mance of diagnostic deep-learning models; therefore,
adequate preprocessing is needed to obtain as small an ROI
as possible that provides sufficient context to improve ac-
curacy. For accurate analysis of the cervical vertebrae,
intensive focus on this region can be accomplished by the
image segmentation process.

Materials and methods
Ethics statement

This study was approved by the Institutional Review Board
(IRB) of the Pusan National University Dental Hospital (IRB
approval nhumber: PNUDH-2021-032). The IRB of Pusan Na-
tional University Dental Hospital waived the need for indi-
vidual informed consent, as this study had a non-
interventional retrospective design, and all the data were
anonymized before analysis.
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Participants

This study included 900 patients (chronological age: 4—18
years) who underwent both lateral cephalogram and hand-
wrist radiograph on the same day between 2017 and 2021 at
the Department of Pediatric Dentistry of Pusan National
University Dental Hospital. All radiographs using a Proline
PM 2002 CC machine (Planmeca, Helsinki, Finland) were
stored in the DICOM format. The radiographs of patients
with bone growth disorders and congenital or acquired
disorders of the cervical vertebrae, hand, or wrist were
excluded from the study.

Data annotation

The Med-BoneAge version 1.0.3 software program (VUNO,
Seoul, South Korea) was used for automated bone age
analysis. Each patient’s hand—wrist radiograph was entered
into the deep-learning-based automatic software for bone
age determination, focusing on the shape and density of
each bone. The software displayed the three most likely
estimated bone age values as percentages in order of
probability, and the first-rank bone age value (i.e., the
estimation with the highest probability) was chosen as the
deep-learning estimation. The ROIs around the cervical
vertebrae were manually cropped and labeled bone-age
values for the manual ROl method (Fig. 1A). The Image
Labeler application present in the MATLAB 2022a software
(MathWorks Inc., Natick, MA, USA) was used for the labeling
process in the automatic ROl method. Each patient’s cer-
vical vertebrae observed on the lateral cephalogram were
manually delineated for the pixel-based ground truth data
before the bone-age labeling process (Fig. 1B).

Deep-learning algorithms

Our proposed automatic method for bone age estimation is
composed of two networks, i.e., DeepLabv3+, the seman-
tic segmentation network for delineated cervical vertebral
region, and Inception-ResNet-v2, a classification network
modified to a regression model for age estimation.

Bone-age
labeling

ROI cropping

Fig. 1

DeeplLabv3+%° was employed to train and test the pixel-
labeled image data. DeepLabv3-+ network introduces a
common encoder-decoder structure of semantic segmen-
tation, with atrous separable convolution. The whole data
set comprised 900 lateral cephalograms, and semantic
segmentation was performed using the DeeplLabv3+
network (Fig. 2). The images were not subjected to further
image processing, such as filtering or enhancement, to
allow all information containing soft tissue to be learned.?’
Inception-ResNet-v2 pretrained using over a million images
from the ImageNet database integrates the advantages of
the Inception module and residual blocks of a ResNet
backbone architecture.?>?* During the preprocessing
stage, each ROl was extracted from the bounding box of
the binary mask image on the segmentation network to
yield the input data. The classification network was con-
verted into a regression network by modifying the layers.
The convolutional layers of the classification networks
extract the image features that are used by the last
learnable and the final classification layer to classify the
input image. These two layers contain information on the
method to combine the features extracted by the network
into class probabilities. These two layers were replaced
with new layers that were adapted to the task to retrain
the pretrained network for regression. We replaced the
final fully connected layer, the softmax layer, and the
classification output layer with a fully connected layer of
size 1 (number of responses) and a regression layer (see
Fig. 3). Transfer learning using pre-trained features was
employed to estimate bone age using the segmented cer-
vical vertebral images.

Five-fold cross-validation and data augmentation

The 900 images included in this study were subjected to
five-fold cross-validation for accurate performance com-
parison. The dataset was divided into the training and test
sets in a ratio of 4:1, which rendered all available datasets
as the training and test sets. In the manual ROl method,
bone age was estimated without ROl segmentation. Various
data augmentation techniques were used to prevent over-
fitting of the deep-learning models on small datasets.

Bone-age

labeli
ROI extraction aneling

Cervical vertebrae labeling

Labeling process (A) the manually drawn region of interest (ROI) 1 (red-dashed box) around the cervical vertebrae is

labeled with the patient’s hand-wrist bone age. (B) The cervical vertebrae (blue color) are labeled as the ground truth on each
lateral cephalogram. ROI 2 from the ROI extraction process is labeled with the same patient’s hand-wrist bone age. (For inter-
pretation of the references to color/color in this figure legend, the reader is referred to the Web version of this article.)
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Augmentation was achieved via rotation from -7 to 7,
horizontal and vertical scaling from 0.8 to 1.2, and hori-
zontal and vertical translation from —5 to 5 pixels.

Training configurations

The MATLAB deep-learning and parallel computing tool-
boxes (MathWorks Inc.) were used for network training on
the Windows 10 operating system, which was accelerated
using the NVIDIA Titan RTX graphical processing unit. The
first model for segmentation was trained for up to 50
epochs using stochastic gradient descent with a momentum
optimizer. The size of the mini-batch was 8, and the initial
learning efficiency was e 3. The second regression model
was trained for up to 50 epochs using the Adam optimizer.?*
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Regression
Output

Transfer learning of Inception-ResNet-v2 architecture for the regression network.

The size of the mini-batch was 8, and the initial learning

efficiency was e .

Performance evaluation

The performance of the proposed method in the test set
was evaluated using the following indices:

(1)Accuracy, intersection over union (loU), and mean
boundary F1 (BF) scores were calculated as follows:

TP + TN
TP + FP + FN + TN

Accuracy =
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TP
BF =
TP +1(FP + FN)
TP
U =5 Fp 1 PN

where TP: true positive, FP: false positive, FN: false
negative, TN: true negative.

The mean BF score is the average BF score of the overall
images of that class. The BF score ranges between [0, 1],
where 1 indicates that the contours of objects in the cor-
responding class, prediction, and ground truth, are a per-
fect match.?

(2) The mean absolute error (MAE), root mean squared error
(RMSE), and coefficient of determination (R?) were
calculated as follows:

MAE = Z?:1|yf79i‘
n

S (vi— ?i)z)

RMSE = ( A

RE—1_ Yy — )
Y vi=9)

where y represents the real data, v is the mean value of the
real data, y represents the predicted data, and n is the
number of samples.

(3) The Bland—Altman plot was used for visual assessment
of the accuracy and precision of the predicted bone age
compared to the original bone age.

The effect of ROl segmentation on bone-age estimation
was investigated by comparing the automatic and manual
ROI methods.

Visualization

We applied the gradient-weighted regression activation
mapping (Grad-RAM) technique to both the automatic and
manual ROl methods. Grad-RAM performs visualization by
weighing the contribution of the image area for the
regression result using the heatmap, which borrows the
concept from gradient-weighted classification activation
mapping.”® Consequently, the heatmap shows the corre-
spondence between the input images and the last regres-
sion layer of the network using the Grad-RAM technique.
Therefore, the heatmap can localize the key determinant
region, which results in the regression outcomes. In gen-
eral, regions that contribute substantially to prediction are
highlighted in red (warm color), whereas regions with low
contribution are highlighted in blue (cool color). As a visual
aid to help explain the results produced by our deep-
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learning methods, the heatmaps indicate the important
regions in each image.

Results
Segmentation performance

Table 1 shows the results of segmentation of the cervical
vertebrae on lateral cephalogram via five-fold cross-vali-
dation. The mean performance accuracy was 0.956, loU
was 0.913, and mean BF score was 0.895.

Regression performance

The data in Table 2 indicate the comparison of the chrono-
logical age and bone age in relation to the gender. The ac-
curacy of bone age estimation for each method is
enumerated in Table 3. After five-fold cross-validation, the

Table 1

gram using cross-validation.

Segmentation performance on lateral cephalo-

Fold Accuracy loU Mean BF score
(background)  (background)  (background)
1 0.958 (0.992) 0.916 (0.983)  0.906 (0.948)
2 0.956 (0.992) 0.916 (0.983)  0.903 (0.945)
3 0.961 (0.991) 0.913 (0.983)  0.890 (0.940)
4 0.954 (0.992) 0.912 (0.983) 0.892 (0.943)
5 0.950 (0.991) 0.909 (0.982) 0.884 (0.940)
Average  0.956 (0.992) 0.913 (0.983) 0.895 (0.945)

loU: intersection over union, BF: boundary F1.

Table 2 Chronological age and bone age according to the
gender.

Gender Number Chronological age Bone age
Mean Standard Mean Standard
(years) deviation (years) deviation
Male 456 9.017 1.816 8.695 2.450
Female 444 9.214  2.080 9.305 2.485
Total 900
Table 3  Regression performances through five-fold cross-
validation.
Fold Automatic ROl method Manual ROI method
RMSE  MAE R? RMSE MAE  R?
(years) (years) (years) (years)
1 0.363 0.282 0.985 0.579 0.540 0.956
2 0.389 0.308 0.985 0.741 0.687 0.924
3 0.367 0.280 0.986 0.629 0.578 0.948
4 0.420 0.324 0.982 0.563 0.522 0.952
5 0.413  0.307 0.977 0.742 0.651 0.919
Average 0.390 0.300 0.983 0.651 0.595 0.934

ROI: region of interest, RMSE: root mean squared error, MAE:
mean absolute error.
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automatic ROl method exhibited the average RMSE value of
0.390 years and MAE value of 0.300 years. The manual ROI
method exhibited the average RMSE value of 0.651 years and
MAE value of 0.595 years. Figs. 4 and 5 depict linear
regression plots and the Bland—Altman plots for the differ-
ence versus the mean between the predicted and actual

bone ages over the mean of the two estimates. The average
values of R-squared (coefficient of determination) were
0.983 (Figs. 4A) and 0.934 (Fig. 5A), respectively. The mean
differences for all predicted ages and the ground truth were
close to 0 years (0.13 and 0.21, respectively; P < 0.001),
with a standard deviation of 0.95 (Figs. 4B and 5B).
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region of interest (ROI) method.
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Linear regression and Bland—Altman plots for comparison between the actual and predicted bone age by the automatic
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Visual explanation sporadically focused on multiple regions around the cervi-
cal vertebrae. In contrast, the heatmap mainly focused on
Fig. 6 shows the original image for age estimation in the the cervical vertebrae in the automatic ROl method, which

test set, and their corresponding heatmaps for each image. s distinct from the manual ROI method, also focusing on
The heatmap produced by the manual ROl method the black background without information.
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Fig. 5 Linear regression and Bland—Altman plots for comparison between the actual and predicted bone age by the manual
region of interest (ROI) method.
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Discussion

In the field of dentistry, the CVM method described by
Baccetti et al. (2005) has been used to analyze the
morphology of the second through fourth cervical vertebrae
at six maturational stages using lateral cephalogram.’
However, ordinal division of the six maturational stages
and the presence of inter- and intra-observer variabilities
has limitations for measuring individual growth, since
growth is a continuous process.?’

The bone age of growing children has been evaluated
using hand-wrist radiograph. Studies have also reported
that it is possible to evaluate the bone age using the cer-
vical vertebrae with lateral cephalogram, which is usually

A
Bone age: 6.0 years
Predicted age: Predicted age:
6.3 years 6.3 years
C
Bone age: 10.0 years
Predicted age: Predicted age:
9.8 years 10.9 years
E
Bone age: 15.0 years
Predicted age: Predicted age:
14.3 years 15.4 years
Fig. 6

acquired during orthodontic evaluation of the growing
child.” Numerous studies have found that skeletal evalua-
tion using the cervical vertebrae is highly correlated to
chronological age, and thus can be an extremely useful tool
for forensic age evaluation.?®

The current study developed a deep-learning model to
estimate bone age from the lateral cephalogram without
the need for hand-wrist radiograph, through automatic ROI
segmentation of the cervical vertebrae. ROl segmentation
task in lateral cephalogram increased performance of
estimating CVM using convolutional neural network." In
this manner, we compared the automatic and manual ROI
methods to analyze the effect of ROl segmentation on
bone-age estimation. Better performance of our automatic

Bone age: 8.8 years

Predicted age:
9.2 years

Predicted age:
8.3 years

Bone age: 11.0 years

Predicted age:
11.2 years

Predicted age:
10.9 years

Bone age: 16.0 years

Predicted age:
16.2 years

Predicted age:
14.8 years

Examples for the age estimation and gradient-weighted regression activation map (Grad-RAM) results. The bone age and

predicted age are presented below each image. The input image for the manual region of interest (ROI) method (first column),
Grad-RAM for the manual ROI method prediction (second column), input image for the automatic ROl method (third column), and
Grad-RAM for automatic ROI method prediction (fourth column) are shown.
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ROl method reflected the positive effect of the ROI,
focusing on enhancing the accuracy of the deep-learning
model.

Five-fold cross-validation was performed to generalize
the results of our age evaluation model. An loU score above
0.5 is generally considered to denote good prediction. A
previous study conducted cervical segmentation for CVM
classification with lateral cephalogram using an ROI de-
tector and U-Net model in conjunction, yielding an average
loU score of 0.918, which was slightly higher than the 0.913
value of this study.' As precise ROl segmentation improves
image reliability,?’ segmentation of the cervical vertebrae
in this study could have improved the prediction results.
Our study, which used the cervical vertebrae, showed a
relatively more accurate result than that of existing deep-
learning studies that used pelvic X-rays (RMSE: 1.30
years)*° and dental panoramic radiograph (MAE: 0.826 years
for 2—11 years, and 1.229 years for 12—18 years) for age
estimation.>" A strong correlation was also observed be-
tween the real and predicted bone age obtained using the
automatic and manual ROl methods in this study (the co-
efficients of determination were 0.983 and 0.934,
respectively).

Deep-learning has shown excellent performance in
image classification, detection, and segmentation; howev-
er, it is not easy to understand the decision-making process
that takes place inside a deep neural network. Thus, the
deep-learning process is often compared to a "black box”.
Several approaches have been proposed to investigate the
optimal information for classification using neural net-
works.??33 We used the Grad-RAM technique®® to generate
heatmaps to determine the part of an image that was
locally discriminative for age regression. This confirmed
that there is a difference in the heatmap generation
pattern according to the ROl segmentation.

This study had several limitations. First, the small sam-
ple size affects the performance of the deep-learning
model, and participants are limited to growing Korean
children. It is well known that the median bone age of
patients of the same sex in a group is identical. Based on
this notion, the Greulich—Pyle method, which evaluates
bone age based on median hand X-ray images, has been
used worldwide.>* Therefore, based on this study, if a large
multi-center data is trained in the future, automatic eval-
uation of bone age will be possible using reference radio-
graphs of the cervical vertebrae corresponding to the
median age. Second, although our model segmented whole
cervical vertebrae including spinous processes shown in
lateral cephalogram to estimate bone age, there is a dif-
ference in each lateral cephalogram. In addition, two-
dimensional lateral cephalogram may be afflicted by arte-
facts such as magnification errors, patients with cranio-
facial asymmetry and the superimposition of anatomical
structures.® This can lead to difficulty in evaluating
craniofacial morphology. In the future, reliable three-
dimensional cephalometric computed tomography analysis
can aid in the creation of a deep-learning model with better
performance. Furthermore, it is necessary to validate the
results using comparative studies of deep-learning models
and humans.

In this study, we proposed a novel method to estimate
bone age through automatic cervical vertebrae

4

segmentation from lateral cephalograms. We found that
bone age can be estimated with high accuracy from the
cervical vertebrae using lateral cephalogram. The results of
this study may encourage clinicians in the medical and
dental fields to use lateral cephalogram for skeletal matu-
rity evaluation without the routine use of hand-wrist
radiograph.
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