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The COVID-19 pandemic has underscored the critical need for precise diagnostic methods to 
distinguish between similar respiratory infections, such as COVID-19 and Mycoplasma pneumoniae 
(MP). Identifying key biomarkers and utilizing machine learning techniques, such as random forest 
analysis, can significantly improve diagnostic accuracy. We conducted a retrospective analysis of 
clinical and laboratory data from 214 patients with acute respiratory infections, collected between 
October 2022 and October 2023 at the Second Hospital of Nanping. The study population was 
categorized into three groups: COVID-19 positive (n = 52), MP positive (n = 140), and co-infected 
(n = 22). Key biomarkers, including C-reactive protein (CRP), procalcitonin (PCT), interleukin- 6 (IL-6), 
and white blood cell (WBC) counts, were evaluated. Correlation analyses were conducted to assess 
relationships between biomarkers within each group. The random forest analysis was applied to 
evaluate the discriminative power of these biomarkers. The random forest model demonstrated high 
classification performance, with area under the ROC curve (AUC) scores of 0.86 (95% CI: 0.70–0.97) for 
COVID-19, 0.79 (95% CI: 0.64–0.92) for MP, 0.69 (95% CI: 0.50–0.87) for co-infections, and 0.90 (95% 
CI: 0.83–0.95) for the micro-average ROC. Additionally, the precision-recall curve for the random forest 
classifier showed a micro-average AUC of 0.80 (95% CI: 0.69–0.91). Confusion matrices highlighted 
the model’s accuracy (0.77) and biomarker relationships. The SHAP feature importance analysis 
indicated that age (0.27), CRP (0.25), IL6 (0.14), and PCT (0.14) were the most significant predictors. 
The integration of computational methods, particularly random forest analysis, in evaluating clinical 
and biomarker data presents a promising approach for enhancing diagnostic processes for infectious 
diseases. Our findings support the use of specific biomarkers in differentiating between COVID-19 and 
MP, potentially leading to more targeted and effective diagnostic strategies. This study underscores 
the potential of machine learning techniques in improving disease classification in the era of precision 
medicine.
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Acute respiratory infections (ARIs) significantly contribute to global morbidity and mortality, particularly 
in developing nations1. Lower respiratory infections were the fourth leading cause of death in 2019, causing 
approximately 2.5 million deaths, mainly affecting children and older adults2–5. The COVID-19 pandemic has 
changed the epidemiology of respiratory viruses and Mycoplasma pneumoniae (MP)6. MP, a major pathogen, 
contributed significantly to pneumonia epidemics in Beijing between 2015 and 20207. The pandemic highlighted 
the need for precise diagnostics to differentiate diseases with overlapping symptoms like pneumonia. 
Differentiating COVID-19 from pneumonia, especially co-infections, is vital for proper diagnosis and improved 
outcomes. Biomarkers are key in identifying disease pathways and guiding therapies.
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Biomarkers, including clinical and molecular indicators, are crucial for diagnosing ARIs, assessing disease 
severity, and monitoring treatment responses8. For COVID-19 and MP, biomarkers like C-reactive protein 
(CRP), procalcitonin (PCT), and interleukin 6 (IL-6) are key to understanding disease progression and 
outcomes9. Del Valle et al. found an inflammatory cytokine signature, including IL-6, predicting COVID-19 
severity and survival10. The varying expression of these biomarkers among patient groups offers insights into 
underlying mechanisms, forming the basis for tailored diagnostics11.

Studies show machine learning’s effectiveness in medical diagnostics. Wynants et al. reviewed COVID-19 
prediction models, highlighting machine learning’s potential12. Recent advancements in computational biology 
and machine learning have revolutionized medical research13. Machine learning, a subset of artificial intelligence, 
develops algorithms enabling computers to learn from and make predictions or decisions based on data14. These 
techniques identify patterns in large datasets not apparent through traditional methods15. High-dimensional 
data refers to datasets with numerous features, complicating analysis and model building due to the curse of 
dimensionality. Random forest is an ensemble learning method that constructs multiple decision trees during 
training and outputs the mode of the classes for classification or the mean prediction for regression16. It excels 
in handling high-dimensional data and managing overfitting via the ensemble approach, making it ideal for 
exploring relationships between clinical features and disease states17,18. Compared to other algorithms: support 
vector machines are effective but sensitive to kernel choice and computationally intensive; neural networks 
require extensive tuning and large datasets; logistic regression struggles with complex relationships; K-nearest 
neighbors is computationally expensive and less effective in high-dimensional spaces19. Random forest highlights 
feature importance and handles variable interactions, making it suitable for our study.

Studies emphasize the importance of biomarkers in managing COVID-19; however, their role in ARIs 
involving COVID-19 and MP in China remains underexplored. Moreover, there is a gap in using machine 
learning to differentiate between COVID-19, MP, and co-infections. We used the random forest algorithm to 
analyze a cohort of patients with COVID-19, MP, and co-infections, focusing on key biomarkers and clinical 
features. Utilizing a multidimensional dataset of demographic and clinical parameters, our analysis incorporated 
statistical methods, machine learning, and feature importance analysis to identify key biomarkers in ARI 
patients. This study aims to enhance infectious diagnostics by integrating computational methods with clinical 
data, ultimately advancing precision medicine strategies.

Results
Descriptive statistics and group characteristics
Shapiro-Wilk normality tests for each group yielded P-values less than 0.05, indicating non-normal distributions 
and justifying the use of non-parametric methods in subsequent analyses.

The study population consisted of 214 patients categorized into three groups: COVID-19 positive (n = 52), 
MP positive (n = 140), and co-infected with both (n = 22). The baseline characteristics of the participants are 
summarized in Tables 1 and 2, with statistical analysis using Python 3.7. Differences in demographic and clinical 
characteristics between the groups were analyzed using the Kruskal-Wallis H test for continuous variables and 
the Chi-square test for categorical variables.

The median age differed significantly among the groups: COVID-19 (74.0 years), MP (6.0 years), and co-
infected (34.5 years) (P < 0.001). No significant difference was observed in the sex distribution among the three 
groups (P = 0.861).

Significant differences were noted in the levels of CRP, PCT, and IL-6 across the groups, with P-values of 
< 0.001, 0.003, and 0.017, respectively as determined by the Kruskal-Wallis H test. WBC counts did not show 
significant variation (P = 0.886) (Table 1).

Biomarker correlation analysis
The correlation analysis (Figs. 1, 2 and 3) illustrates the relationships between key biomarkers and demographic 
variables for each group: COVID-19, MP, and co-infected.

In the COVID-19 cohort (Fig. 1): CRP showed a moderate positive correlation with WBC (r = 0.46) and age 
(r = 0.29).

In the MP cohort (Fig. 2): IL-6 correlated with WBC counts (r = 0.29) and PCT (r = 0.21). Additionally, there 
were correlations between CRP and IL-6 (r = 0.19) and CRP and PCT (r = 0.11).

In the Co-infected Cohort (Fig. 3): CRP correlated positively with WBC (r = 0.48) and age (r = 0.46).

Variables
Total
(n = 214)

COVID-19
(n = 52)

MP
(n = 140) Co-infected (n = 22) H-statistic P value

Age (year) 8.00 (3.00, 70.00) 74.00 (68.00, 83.25) 6.00 (3.00, 11.00) 34.50 (3.25, 70.75) 53.955 < 0.001

PCT (ng/mL) 0.12 (0.04, 0.33) 0.13 (0.12, 0.14) 0.11 (0.04, 0.33) 0.06 (0.04, 0.09) 11.967 0.003

IL-6 (pg/mL) 19.33 (6.95, 29.20) 22.88 (19.34, 27.34) 13.83 (4.96, 29.20) 19.33 (8.08, 26.66) 8.193 0.017

WBC (× 109/L) 8.18 (6.01, 10.96) 7.97 (5.96, 10.96) 8.09 (5.71, 10.89) 8.82 (6.61, 10.89) 0.241 0.886

CRP (mg/L) 8.74 (2.98, 29.70) 39.11 (12.18, 89.28) 5.57 (2.98, 20.95) 8.44 (3.31, 45.10) 37.329 < 0.001

Table 1. Continuous baseline characteristics of participants in the study (IQR). The Kruskal-Wallis H test was 
carried out to compare results across the three groups. IQR, interquartile range; MP, Mycoplasma Pneumoniae; 
PCT, procalcitonin; IL-6, interleukin-6; WBC, white blood cell count; CRP, C-reactive protein.
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Random forest model performance
In this study, the random forest classifier categorized patients into three distinct classes based on their disease 
status: Class 1, COVID-19 positive; Class 2, MP positive; and Class 3, co-infected with both. The ROC curves for 
each class demonstrated the model’s classification efficacy. The area under the ROC curve (AUC), which ranges 
from 0 to 1 with 1 indicating perfect classification performance, was 0.86 (95% CI: 0.70–0.97) for COVID-19, 

Fig. 1. Correlation heatmap of continuous variables in COVID-19 positive group. WBC, white blood cell 
count; CRP, C-reactive Protein; PCT, procalcitonin; IL6, interleukin-6. A positive correlation between CRP 
and WBC (0.46). A moderate correlation between CRP and Age (0.29). Other correlations were relatively low, 
indicating weak or no linear relationship among those variables in this group.

 

Variables
Total
(n = 214)

COVID-19
(n = 52)

MP
(n = 140) Co-infected (n = 22) X2-test P-value

Sex 0.299 0.861

 Female 95 (44.4) 22 (42.3) 64 (45.7) 9 (40.9)

 Male 119 (55.6) 30 (57.7) 76 (54.3) 13 (59.1)

RSV 4.820 0.090

 Negative 193 (90.2) 49 (94.2) 122 (87.1) 22 (100.0)

 Positive 21 (9.8) 3 (5.8) 18 (12.9) 0 (0.0)

ADV 2.504 0.286

 Negative 176 (82.2) 41 (78.8) 119 (85.0) 16 (72.7)

 Positive 38 (17.8) 11 (21.2) 21 (15.0) 6 (27.3)

PIV 4.676 0.097

 Negative 194 (90.7) 51 (98.1) 123 (87.9) 20 (90.9)

 Positive 20 (9.3) 1 (1.9) 17 (12.1) 2 (9.1)

FLUA 13.547 < 0.001

 Negative 178 (83.2) 49 (94.2) 107 (76.4) 22 (100.0)

 Positive 36 (16.8) 3 (5.8) 33 (23.6) 0 (0.0)

Table 2. Categorical baseline characteristics of participants in the study [n (%)]. Categorical variables 
are presented as numbers and percentages n (%). The Chi-square test was used for statistical analysis of 
categorical data. MP, Mycoplasma pneumoniae; RSV, respiratory syncytial virus; ADV, adenovirus; PIV, human 
parainfluenza viruses; FLUA, influenza virus A.
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Fig. 3. Correlation heatmap of continuous variables in co-infected group. WBC, white blood cell count; CRP, 
C-reactive protein; PCT, procalcitonin; IL6, interleukin-6. A positive correlation between CRP and Age (0.46), 
CRP and WBC (0.48).

 

Fig. 2. Correlation heatmap of continuous variables in MP positive group. MP, Mycoplasma pneumoniae; 
WBC, white blood cell count; CRP, C-reactive protein; PCT, procalcitonin; IL6, interleukin-6. A positive 
correlation between CRP and WBC (0.46). A positive correlation between CRP and WBC (0.46), CRP and Age 
(0.29).
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0.79 (95% CI: 0.64–0.92) for MP, 0.69 (95% CI: 0.50–0.87) for co-infections, and 0.90 (95% CI: 0.83–0.95) for 
micro-average ROC curve (Fig. 4).

Precision-recall curve analysis: Fig.  5 displays the precision-recall curves for the random forest classifier, 
including the micro-average curve, which summarizes the classifier’s overall performance with an AUC of 0.80 
(95% CI: 0.69–0.91). The individual curves for each class reveal the classifier’s ability to distinguish between 
them. Class 2 (MP) achieved the highest AUC of 0.87 (95% CI: 0.75–0.97), indicating strong performance. Class 
1 (COVID-19) had an AUC of 0.71 (95% CI: 0.45–0.92), while Class 3 (co-infected) had the lowest AUC of 0.40 
(95% CI: 0.08–0.73), highlighting difficulties in accurately identifying instances of Class 3.

Confusion matrix: The confusion matrix (Fig. 6) illustrates the model’s predictive accuracy, with the highest 
correct classification rates for the MP group (precision = 0.85, recall = 0.89). The overall accuracy was 0.77, with 
the F1-score as follows: COVID-19 (0.62), MP (0.87), and co-infections (0.00). These metrics indicate robust 
performance in classifying COVID-19 and MP patients, with improvement needed for the co-infection group 
(Table 3).

Feature importance (Table 4): Age, CRP, IL-6, and PCT were the most significant predictors in distinguishing 
patient groups using random forest analysis (Fig. 7). SHAP analysis confirmed these findings, indicating that age 
and CRP had the highest impact, while IL-6 and PCT also played significant roles in certain contexts (Fig. 8).

SHAP summary plot
The SHAP summary plot (Fig. 8) visualizes feature contributions. Age had the highest impact on predictions 
(SHAP value: 0.27), followed by CRP (0.25), PCT (0.14), and IL-6 (0.14). This analysis elucidates the intricate 
relationships between the features and their combined effect on the classification.

Discussion
In this study, elevated levels of CRP, PCT, and IL-6 in COVID-19 patients indicate a more intense inflammatory 
response compared to MP and co-infected groups. CRP signifies severe inflammation, PCT suggests bacterial 
co-infection, and elevated IL-6 indicates a cytokine storm common in severe COVID-19 cases. These biomarkers 
help differentiate between COVID-19, MP, and co-infections, providing insights into infection severity and 
guiding clinical diagnostics and management strategies.

Our findings indicated significant differences in key biomarkers (age, CRP, IL-6, PCT) across different patients 
with ARIs. Elevated CRP and IL-6 in COVID-19 and co-infected groups highlight their role in inflammation, 
aligning with previous studies that link these markers to severe COVID-19 cases10,20,21. For instance, Del Valle et 
al. identified an inflammatory cytokine signature, including elevated IL-6, which predicted COVID-19 severity 
and survival10. Moore and June also reported that cytokine release syndrome plays a significant role in severe 
COVID-19 cases, further emphasizing the relevance of IL-620. Distinguishing COVID-19 from MP using 
these biomarkers is crucial for accurate diagnostics and improved patient outcomes22. Age was a significant 
differentiator among groups, with the highest median age in the COVID-19 group, followed by co-infected and 

Fig. 4. Receiver operating characteristic (ROC) curves for the multi-class classification performance of the 
random forest model. 95% CI, 95% confidence interval; class 1 (COVID-19 positive), AUC = 0.86 (95% CI: 
0.70–0.97); class 2 (Mycoplasma pneumoniae positive), AUC = 0.79 (95% CI: 0.64–0.92); class 3 (co-infected), 
AUC = 0.69 (95% CI: 0.50–0.87); micro-average ROC curve: AUC = 0.90 (95% CI: 0.83–0.95).
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MP groups. This finding aligns with literature highlighting the severe impact of COVID-19 on older populations, 
emphasizing the need for targeted interventions13,23.

The random forest algorithm showed robust classification performance24 with high AUC scores for 
COVID-19 and MP groups. The model’s capability to manage high-dimensional data and highlight influential 
factors underscores the utility of machine learning in biomedical research12,25. Wynants et al. reviewed various 
prediction models for COVID-19 outcomes, highlighting the potential of machine learning models in clinical 
settings12. Integrating age, CRP, IL-6, and PCT into diagnostic models can enhance disease classification 
precision and diagnostic strategies12,25.

Precision-recall curves demonstrate the random forest classifier’s overall performance with a micro-average 
AUC of 0.80. However, the low AUC for co-infections (0.40) highlights the model’s limited effectiveness in this 
subgroup. This could be due to the small sample size of the co-infected group (n = 22), which restricts the model’s 
ability to learn distinctive patterns. Additionally, overlapping clinical presentations of co-infected patients with 
those of COVID-19 or MP alone contribute to the challenge. To improve the model, future research should 
consider increasing the sample size of co-infected cases and incorporating additional biomarkers. Advanced 
techniques, such as ensemble learning, could also enhance classification accuracy. Accurate identification of co-
infections is vital for effective clinical diagnosis and treatment.

Random forest feature importance analysis identified age, CRP, IL-6, and PCT as key predictors. SHAP 
analysis confirmed these findings, emphasizing age and CRP, and the context-specific importance of IL-6 and 
PCT. Random forest feature importance can overestimate the significance of features higher in the trees due to 
its method of averaging impurity decreases, not accounting for feature interactions. In contrast, SHAP values 
consider each feature’s impact on predictions, including interactions, leading to a more accurate ranking. This 
often results in a different ranking compared to random forest importance scores.

Limitations and future directions
While our study offers valuable insights, it has limitations. First, the sample size, though substantial, represents 
a single-center cohort, limiting the generalizability. Future studies should use multi-center data to validate these 
findings across diverse populations26. Beam and Kohane stressed the importance of multi-center studies and 
large datasets in validating machine learning models in healthcare26.

Second, the study focused on a limited set of biomarkers. We identified significant biomarkers like CRP, IL-6, 
and PCT, but may have overlooked others. Future research should explore more biomarkers, including genomic 
and proteomic data, to better understand the pathophysiology of COVID-19 and MP.

Third, the random forest model, despite its robustness, struggles with high-dimensional data when there are 
few variables. The limited diversity of decision trees may impact performance. Future research should expand 
the variable set and compare results with other machine learning algorithms to improve robustness.

Fourth, the retrospective design of this study introduces biases like incomplete or inconsistent data. We 
reviewed and validated the data using robust statistical methods to mitigate these biases. However, residual 

Fig. 5. Precision-recall curve for the random forest classifier. 95% CI, 95% confidence interval; class 1 
(COVID-19 positive), AUC = 0.71 (95% CI: 0.45–0.92); class 2 (Mycoplasma pneumoniae positive), AUC = 0.87 
(95% CI: 0.75–0.97); class 3 (Co-infected), AUC = 0.40 (95% CI: 0.08–0.73); micro-average ROC curve, 
AUC = 0.80 (95% CI: 0.69–0.91).
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bias may still exist. Future prospective studies are recommended to confirm our findings and provide a more 
comprehensive understanding.

Finally, addressing missing data is crucial. In this study, missing values for continuous variables were imputed 
using median values, and categorical data were imputed using mode values. Sensitivity analyses assessed the 
impact of these imputations on the study’s findings.

Item Precision Recall F1-Score Support

COVID-19 0.53 0.75 0.62 12

MP 0.85 0.89 0.87 46

Co-infections 0.00 0.00 0.00 7

Accuracy 0.77 65

Macro average 0.46 0.55 0.50 65

Weighted average 0.70 0.77 0.73 65

Table 3. Classification report for random forest model. MP, Mycoplasma Pneumoniae; co-infections, infections 
with both COVID-19 and MP; macro average, metrics calculated as the average of the metric values for each 
class, treating all classes equally; weighted average, metrics calculated as the average of the metric values for 
each class, weighted by the number of instances in each class (support).

 

Fig. 6. Confusion matrix for the random forest classifier’s performance in predicting patient groups. MP, 
Mycoplasma pneumoniae; COVID-19 positive group shows 9 correctly classified, 3 misclassified as MP positive, 
and none as co-infected. MP positive group shows 41 correctly classified, 5 misclassified as COVID-19 positive, 
and none as co-infected. Co-infected group shows 0 correctly classified, 3 misclassified as COVID-19 positive, 
and 4 as MP positive. Overall accuracy of the model is 0.77, demonstrating moderate classification accuracy for 
COVID-19 and MP groups but significant misclassification in co-infected cases.
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Methods and materials
This study aims to distinguish between COVID-19 and MP infections using clinical and biomarker data analyzed 
through random forest analysis. Our research focuses on identifying significant biomarkers and clinical features 
that can accurately classify patients into COVID-19 positive, MP positive, and co-infected groups. The process 
flow of this study is illustrated in Fig. 9.

Study design and participants
This retrospective study was conducted at the Department of Clinical Laboratory, Second Hospital of Nanping 
in Fujian Province, China. We reviewed medical records of 214 patients with ARIs diagnosed between October 
2022 and October 2023. The study population was divided into three groups: COVID-19 positive (n = 52), MP 
positive (n = 140), and co-infected with both COVID-19 and MP (n = 22). Diagnosis of MP followed the Chinese 
Medical Association guidelines, which included clinical symptoms, chest X-ray abnormalities, and positive 
seroconversion results for MP antibodies. Diagnosis of COVID-19 was based on a positive reverse transcriptase-
polymerase chain reaction (RT-PCR) test for SARS-CoV-2 (severe acute respiratory syndrome coronavirus)27.

Fig. 7. Feature importance in random forest classifier. PCT, procalcitonin; WBC, white blood cell count; CRP, 
C-reactive protein; IL-6, interleukin-6; ADV, adenovirus; PIV, human parainfluenza viruses; FLUA, influenza 
A virus; RSV, respiratory syncytial virus. This bar chart displays the importance of each feature in the random 
forest classifier. The height of each bar represents the significance of the feature.

 

Feature Random forest SHAP

Age 0.25 0.27

CRP 0.21 0.25

IL6 0.19 0.14

PCT 0.12 0.14

WBC 0.12 0.05

ADV (Yes) 0.04 0.07

Sex (Male) 0.03 0.02

FLUA (Yes) 0.02 0.04

RSV (Yes) 0.01 0.01

PIV (Yes) 0.01 0.01

Table 4. Comparison of feature importances calculated by random forest and SHAP. SHAP, Shapley additive 
explanations; CRP, C-reactive protein; IL6, interleukin-6; PCT, procalcitonin; WBC, white blood cell count; 
ADV, adenovirus; FLUA, influenza virus A; RSV, respiratory syncytial virus; PIV, Human parainfluenza viruses. 
Random forest importance, feature importance as determined by the random forest model, averaged across all 
classes. SHAP importance, feature importance as determined by SHAP values, averaged across all classes.
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Inclusion criteria

 (1)  Diagnosis of ARIs: Patients diagnosed with ARIs between October 2022 and October 2023.
 (2)  Specific pathogen groups: Patients must belong to one of the following groups:

COVID-19 positive (confirmed by RT-PCR test for SARS-CoV-2); MP positive (confirmed by clinical symptoms, 
chest X-ray abnormalities, and positive seroconversion results for MP antibodies); Co-infected with both 
COVID-19 and MP;

 (3)  Community-acquired pneumonia (CAP): Patients must meet the criteria for CAP as per the guidelines by 
the Respiratory Society of the Chinese Medical Association for adults (2016)28 and children (2013)29;

 (4)  Hospitalization: Patients who were admitted to the hospital for acute respiratory tract infection, including 
COVID-19 and/or MP infections, within the last three months from the date of diagnosis.

Exclusion criteria

 (1)  Underlying conditions: Patients with underlying conditions that could confound the study results, includ-
ing: immunodeficiency disorders, asthma, allergic diseases, infections other than respiratory infections;

 (2)  Special populations: Pregnant or lactating women;
 (3)  Mental health: Individuals with severe mental disorders;
 (4)  Other conditions: Patients with other significant medical conditions that could interfere with the study, 

such as chronic obstructive pulmonary disease (COPD) or other chronic respiratory conditions.

Biomarkers and nucleic acid measurements
Blood samples were taken from peripheral veins before the initiation of antibiotic therapy. This approach ensures 
that the measured biomarkers and pathogens are not influenced by prior treatment, providing accurate baseline 
values. Biomarkers such as CRP, PCT, IL-6, WBC, and IgM antibodies against MP were measured within 24 h 
of admission.

These measurements included PCT, CRP, IL-6, and WBC. Serum PCT levels were measured using the 
Getein MAGICL 6000 Chemiluminescence analyzer with accompanying reagents (Jiangsu, China). CRP 
levels were measured using the Genrui PA300 fully automatic Specific Protein Analyzer with accompanying 
reagents (Shenzhen, China). IL-6 levels were measured using the Beijing Hotgen Automatic Chemiluminescence 
Immunoassay Analyzer C2000 with accompanying reagents (Beijing, China). Furthermore, the Sysmex XN-
9000 hematology analyzer (Sysmex Corporation, Kobe, Japan) was utilized for conducting a complete blood cell 
count, including measurements of WBC. The direct chemiluminescence method was employed to detect IgM 
antibodies against MP in accordance with the instructions of the kit. Antibody levels were measured using a 
chemiluminescence immunoassay analyzer (iFlash 3000, YHLO, China). These measurements were performed 
in accordance with standard procedures. According to the manufacturer’s instructions, CRP values above 

Fig. 8. Feature importance in SHAP analysis. SHAP, Shapley additive explanations; PCT, procalcitonin; 
CRP, C-reactive protein; WBC, white blood cell count; IL-6, interleukin-6; ADV, adenovirus; PIV, human 
parainfluenza viruses; FLUA, influenza A virus; RSV, respiratory syncytial virus. The height of each bar 
represents the mean SHAP value, indicating the contribution of each feature to the model’s predictions.
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8.0 mg/L, WBC counts above 10.0 × 109/L, PCT levels above 0.5 ng/mL, and IL-6 levels above 0.7 pg/mL were 
considered positive.

Before initiating anti-infective therapy upon admission, a nasopharyngeal swab was collected for the 
detection of coronavirus and respiratory virus nucleic acids. The respiratory viruses included human respiratory 
syncytial virus (RSV), adenovirus (ADV), human metapneumovirus (HMPV), human parainfluenza virus types 
1, 2, and 3 (PIV-1,PIV-2, PIV-3), and influenza virus A (FLUA) and B (FLUB). The nucleic acids of these viruses 
were detected using the Shanghai Hongshi SLAN-96P Real-Time Quantitative Polymerase Chain Reaction 

Fig. 9. Study design and patient selection flowchart.

 

Scientific Reports |        (2024) 14:22673 10| https://doi.org/10.1038/s41598-024-74057-5

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Instrument (Shanghai, China) with reagents from the BioGerm nucleic acid detection kit (fluorescent PCR 
method) (Shanghai, China). The SARS-CoV-2 nucleic acid was detected using the Applied Biosystems 7500 Real-
Time PCR System (USA) with reagents from the Chongqing Zhongyuan SARS-CoV-2 Nucleic Acid Detection 
Kit (PCR-Fluorescent Probe Method) (Chongqing, China). Results for SARS-CoV-2 and the respiratory viruses 
were interpreted as positive when the cycle threshold (Ct) values of the N gene (nucleocapsid) and ORF1ab 
gene (open reading frame 1a and 1b) were below 40, in accordance with the latest guideline in China (Trial 9th 
version)30 .

To ensure the accuracy and reliability of our measurements, we used validated measurement techniques and 
regularly calibrated the equipment. All equipment was calibrated according to the manufacturer’s instructions, 
and regular maintenance checks were performed to ensure consistent performance. Validation studies confirmed 
the accuracy and precision of the assays used.

Statistical analysis
Statistical analysis was conducted using the Python3.7 programming environment (Python Software 
Foundation). Continuous variables were initially tested for normal distribution using the Shapiro-Wilk test, 
which is particularly effective for detecting deviations from normality in small sample sizes. Categorical 
variables are presented as numbers and percentages. For non-normally distributed measurements, continuous 
variables are presented as median values and interquartile ranges (IQR). Non-parametric tests were used to 
analyze continuous variables across the three groups, specifically the Kruskal-Wallis H test. Categorical data 
were analyzed using the Chi-square test or Fisher’s exact test, as appropriate. The Chi-square test was used to 
assess the association between categorical variables when the sample sizes were sufficiently large, while Fisher’s 
exact test was applied when sample sizes were small or expected frequencies were less than 5. A p-value < 0.05 
was considered to indicate a statistically significant difference.

Data handling
To ensure the accuracy and completeness of our analysis, we carefully addressed missing data. Missing values for 
continuous variables were imputed using median values, while missing categorical data were imputed using the 
mode. This approach helps to reduce bias and maintain the integrity of the dataset.

Correlation analysis
The correlation analysis was conducted separately for the COVID-19 cohort, the MP cohort, and the co-infected 
cohort. Spearman correlation coefficients were calculated to assess the relationships between key biomarkers 
and demographic variables within each group. The results were visualized using correlation heatmaps to clearly 
display the distinct relationships in each cohort.

Random forest model
Python libraries and environment
The random forest model was implemented in the Python 3.7.

NumPy (version 1.21.0) for numerical operations31, Pandas (version 1.3.0) for data manipulation32, Scikit-
learn (version 0.24.2) for machine learning algorithms and model evaluation33, Matplotlib (version 3.4.2) 
for data visualization34, SHAP (version 0.39.0) for Shapley additive explanations analysis35. The analysis was 
conducted in a local computing environment without using a GPU for analysis.

Dataset and features
The dataset used for the random forest analysis included the following features: Age, Sex, RSV, ADV, PIV, FLUA, 
PCT, IL-6, WBC, and CRP. The target variable was the patient group classification: COVID-19 positive, MP 
positive, and co-infected.

Standardization
The dataset was standardized using the “StandardScaler” to ensure uniformity and improve the model’s 
performance. “StandardScaler” is a preprocessing technique that standardizes features by removing the mean 
and scaling to unit variance. This process is important because it ensures that each feature contributes equally to 
the model, preventing any single feature from disproportionately influencing the results due to differing scales.

Data splitting and cross-validation
The dataset was split into training (70%) and testing (30%) sets using the “train_test_split” function to ensure an 
unbiased evaluation of the model. Additionally, within the training set, five-fold cross-validation was performed 
to optimize the hyperparameters and prevent overfitting.

Model training and hyperparameter tuning
Initially, “GridSearchCV” was used to determine the optimal hyperparameters for the random forest classifier, 
including the number of estimators, maximum depth, and minimum samples split. “GridSearchCV” is a 
method for systematically working through multiple combinations of parameter tunes, cross-validating as it 
goes to determine which tune gives the best performance. The cross-validation process involved five-fold cross-
validation, where the data were divided into five subsets, and the model was trained on four subsets while the 
remaining subset was used for validation. This process was repeated five times, with each subset used exactly 
once as the validation set. Based on the results of this five-fold cross-validation, the final model was trained with 
the parameters: “max_depth = None”, “min_samples_split = 5”, and “n_estimators = 200”, based on performance 
considerations. The random forest classifier was trained using the “OneVsRestClassifier” strategy to handle the 
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multi-class classification problem. “OneVsRestClassifier” is a strategy that involves training a single classifier per 
class, with the samples of that class as positive samples and all other samples as negatives, effectively converting 
a multi-class problem into several binary classification problems.

ROC curve and precision-recall curve analysis
The ROC curve and AUC were computed for each class to evaluate the model’s performance. The ROC curve is 
a graphical plot that illustrates the diagnostic ability of a binary classifier system as its discrimination threshold 
is varied. The ROC curve is important for evaluating the trade-offs between sensitivity and specificity in 
classifiers36. The “roc_curve” and “auc” functions from “sklearn.metrics” were utilized for this purpose. The 
micro-average ROC curve was also computed to provide an overall performance metric.

To evaluate the performance of the random forest classifier, we used the precision-recall curve, which 
is particularly informative for imbalanced datasets. An imbalanced dataset is one where the classes are not 
represented equally, leading to challenges in model training as the classifier may become biased towards the 
majority class. The precision-recall curve is a plot that shows the trade-off between precision and recall for 
different threshold settings. The area under the precision-recall curve (“PR AUC”) is a useful metric for assessing 
model performance in these scenarios37. The dataset was split into training and testing sets with a ratio of 7:3. 
The random forest classifier was trained using the training set, and its predictions were evaluated using the 
testing set.

Confusion matrix
A confusion matrix was constructed to evaluate the classification accuracy and visualize the performance of the 
random forest model. It is a table used to describe the performance of a classification model by displaying the 
true positives, true negatives, false positives, and false negatives. This matrix provides a comprehensive overview 
of how well the model distinguishes across three classes.

Random forest feature importance and SHAP analysis
Random forest feature importance scores were computed to understand the contribution of each feature to the 
classification model. These scores indicate how much each feature contributes to the model’s predictions and 
were visualized using a bar plot to easily identify the most influential features.

To further explain the feature importance and enhance the transparency of the random forest model, we 
applied SHAP (Shapley additive explanations) analysis. SHAP values provide a unified measure of feature 
importance by calculating the contribution of each feature to the prediction. Based on cooperative game theory, 
SHAP explains individual predictions by computing the contribution of each feature. We used the Python 
SHAP library to compute SHAP values for each feature and visualize their impact on the model’s predictions. 
This approach helps in understanding the model’s decision-making process by highlighting how each feature 
contributes to the prediction of each class.

The study protocol was approved by the Medical Ethics Committee of the Second Hospital of Nanping 
(Approval No. 202409). All methods were performed in accordance with relevant guidelines and regulations. 
Due to its retrospective nature, the study was exempted from requiring written informed consent by the Second 
Hospital of Nanping.

Conclusion
In conclusion, our study demonstrates the potential of computational methods in distinguishing among 
COVID-19 positive, MP positive, and co-infected groups based on clinical and biomarker data. The significant 
differences in age, CRP, IL-6, and PCT among these groups highlight their clinical relevance, offering a deeper 
understanding of the disease mechanisms and providing a foundation for developing targeted interventions. 
Specifically, elevated CRP and IL-6 levels were strongly associated with COVID-19 severity, while age and PCT 
levels played crucial roles in distinguishing between MP and co-infected cases. As we continue to confront 
the challenges posed by infectious diseases, integrating computational approaches in clinical research will 
be indispensable in advancing patient care and therapeutic development. Integrating SHAP values into our 
analysis enhanced the interpretability of the random forest model, providing a detailed understanding of feature 
contributions and interactions. This approach underscores the importance of using advanced machine learning 
techniques to improve diagnostic precision and patient outcomes in the era of precision medicine.

Data availability
The datasets used and/or analysed during the current study are available from the corresponding author on 
reasonable request.
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