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Abstract

Introduction: Large language models (LLMs) have a high diagnostic accuracy when

they evaluate previously published clinical cases.

Methods: We compared the accuracy of GPT-4's differential diagnoses for previously

unpublished challenging case scenarios with the diagnostic accuracy for previously

published cases.

Results: For a set of previously unpublished challenging clinical cases, GPT-4

achieved 61.1% correct in its top 6 diagnoses versus the previously reported 49.1%

for physicians. For a set of 45 clinical vignettes of more common clinical scenarios,

GPT-4 included the correct diagnosis in its top 3 diagnoses 100% of the time versus

the previously reported 84.3% for physicians.

Conclusions: GPT-4 performs at a level at least as good as, if not better than, that of

experienced physicians on highly challenging cases in internal medicine. The extraor-

dinary performance of GPT-4 on diagnosing common clinical scenarios could be

explained in part by the fact that these cases were previously published and may

have been included in the training dataset for this LLM.
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1 | INTRODUCTION

The release of generative AI based on very large language models

(LLMs) has created renewed interest in using AI chatbots for health

care.1 Prior studies reported that the GPT-4 LLM achieved a top

10 diagnostic accuracy of 57% on challenging clinical cases that

were derived from published NEJM Clinical Pathological Case

(CPC) reports versus 36% achieved by NEJM readers.2 Another

report showed that the Palm-2 LLM, tuned for performance on the

differential diagnosis task, achieved top 10 diagnostic accuracy of

59.1% on NEJM CPC cases versus physicians who achieved an

accuracy of 33.6%.3

2 | QUESTIONS OF INTEREST

Previous evaluations were based on cases whose details were pub-

lished in NEJM and available for use in training data for medically

tuned LLMs. To remove the possibility that the dataset used for train-

ing the LLMs included the test data and validate the diagnostic accu-

racy of GPT-4, we undertook to evaluate its diagnostic performance

on a set of highly challenging clinical cases whose details and correct

diagnoses were not previously published.

We also tested GPT-4 against a set of more common clinical sce-

narios for which the diagnostic performance of doctors was previously

measured and reported.
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3 | METHODS

We evaluated the capability of GPT-4 to generate useful differential

diagnoses for two sources of clinical scenarios.

1. A set of 45 clinical vignettes that represent common clinical condi-

tions and contain enough information for an experienced clinician

to make an accurate diagnosis. This set reported in Semigran et al.4

includes 15 cases that warrant urgent evaluation, 15 cases that

warrant outpatient physician evaluation, and 15 cases that are less

acute and suitable for self-care. These cases were previously pub-

lished, and the details of each case and the correct diagnoses are

available online.5

2. A set of 36 challenging cases in internal medicine. These scenarios

were previously created by Friedman et al. as diagnostic challenges

to test internal medicine physicians and decision support systems.

They were carefully selected by three experienced internists from

unpublished actual clinical cases that have a known correct diagno-

sis, but the features are not sufficiently definitive for experts to

identify with certainty the correct diagnosis. That is, the cases do

not contain pathognomonic or definitive diagnostic information.

They were designed to challenge doctors to identify the possible

causes for each presentation, and the evaluation metric was

whether or not the differential diagnosis list constructed included

the correct diagnosis. The authors of these cases were careful not

to allow publication of the details of each case or the correct diag-

nosis for each case. Further details of the case creation methodol-

ogy, assessment of the level of difficulty, and the selection method

for these curated cases are in the reference.6 Two example cases

from this set were published as a supplement to a paper published

in BMJ Quality and Safety.7

We accessed chatGPT-4 in January 2024 via the commercially available

chat.openai.com service. The prompt used was “For all the following clini-

cal cases, list the most likely diagnosis and all other likely diagnoses in

JSON format:” followed by the full text of each case. No images, graphics,

or other media were included in the inputs to GPT-4.

This commercially available GPT-4 service has no parameters that

the user can set, and OpenAI does not explicitly disclose the parame-

ter settings for the chat.openai.com service. In response to the query

“What are the values of all parameters when someone accesses GPT4

using chat.openai.com?” The GPT-4 interface describes the relevant

internal parameter settings as follows:

• Temperature: For chat applications, a lower temperature

(e.g., around 0.5–0.7) is common to ensure responses are coherent

and less random.

• Top_p: This might be set in a range to support diversity but main-

tain relevance, possibly around 0.9.

4 | RESULTS

For the 45 previously published clinical vignettes, the top 1 diagnosis

from GPT-4 was 96% (43/45) correct, and the top 3 diagnoses were

100% (45/45) correct. In previous studies, physicians scored the top

1 diagnosis 72.1% (797/1105) correct, and the top 3 diagnoses 84.3%

(932/1105) correct4 (see Table 1).

For the 36 challenging internal medicine cases, the top 6 diagno-

ses from GPT-4 were 61.1% (22/36) correct. In previous studies, phy-

sicians during their residency training achieved the top 6 correct in

43.7% (283/648), and physicians on faculty achieved the top 6 diagno-

ses correct in 49.1% (314/639) of their evaluations6 (see Table 2).

5 | DISCUSSION

Experienced clinicians included the correct diagnosis in their top 3 diagno-

ses for the common clinical vignettes 84% of the time, and they included

the correct diagnosis in the top 6 list for the most challenging internal

medicine cases 44% (residents) and 49% (faculty) of the time.4

By contrast, compared to the physicians, GPT-4 achieved a signif-

icantly better top 3 diagnostic accuracy for the common clinical sce-

narios (100%) and a better top 6 diagnostic accuracy for the most

challenging cases (61.1%).

The diagnostic performance of GPT-4 was measured as better

than that of internal medicine residents in training and as good as or

better than the performance of experienced faculty physicians. This

result for the LLM that has not been trained specifically on the medi-

cal domain is remarkable and suggests that with additional training, it

should be possible for LLMs to achieve performance that is consis-

tently better than that of physicians.

It is perhaps not surprising that GPT-4 would perform so well

for more common clinical scenarios. These common clinical

TABLE 1 GPT-4 diagnostic performance on previously published clinical vignettes.4,5

Percent of correct diagnoses Diagnosis in Top 1 CI Top 1 p-value Diagnosis in Top 3 CI Top 3 p-value

GPT-4 95.6% (43/45) [0.82, 0.99] 100% (45/45) [0.92, 1]

Physicians 72.1% (797/1105) [0.69, 0.75] 0.002 84.3% (932/1105) [0.82, 0.86] <0.001

TABLE 2 GPT-4 diagnostic performance on previously
unpublished challenging internal medicine cases.5

Top 6
diagnostic
accuracy % 95% CI p-value

GPT-4 61.1% (22/36) [0.43, 0.77]

Residents 43.7% (283/648) [0.40, 0.48] 0.04

Faculty 49.1% (314/639) [0.45, 0.53] 0.13
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scenarios are freely available online, and a Google search for the

text of each case returns the URL of the case descriptions and their

correct diagnoses from the web service of a well-known and highly

regarded medical publication. Thus, these cases were almost cer-

tainly included in the training set for GPT-4. This highlights that the

evaluation of LLMs should be carefully constructed to avoid the

possibility of contamination of the test data in the training dataset

for the LLM.

6 | CONCLUSION

GPT-4 demonstrates a remarkable ability to generate accurate differ-

ential diagnosis lists for both common and highly challenging cases in

internal medicine, with a performance that is at least as good as, if not

better than that of experienced physicians.

The testing of LLM-based generative AI models against previously

published clinical cases should be interpreted with caution because

previously published cases are likely to be included in the training data

for the LLMs.
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