
Introduction
Capsule endoscopy has become the main instrument for evalu-
ation of patients with suspected small-bowel bleeding. Colo-
noscopy is routinely performed for the investigation of suspect-
ed lower gastrointestinal bleeding; however, it is invasive, po-
tentially painful, frequently requires sedation, and is associated
with a risk of perforation [1].

Colon capsule endoscopy (CCE) has been recently intro-
duced as a minimally invasive alternative to conventional colo-
noscopy when the latter is contraindicated, unfeasible, or un-
wanted by the patient. The application of CCE has been most

extensively studied in the setting of colorectal cancer screening
[2]. However, a single CCE examination may produce 50000
images, the review of which is time-consuming, requiring ap-
proximately 50 minutes for completion [3]. Additionally, abnor-
mal findings may be restricted to a small number of frames,
thus contributing to the risk of overlooking important lesions.

Convolutional neural networks (CNN) are a type of deep
learning algorithm tailored for image analysis. This artificial in-
telligence (AI) architecture has demonstrated high perform-
ance levels in diverse medical fields [4, 5]. Recent studies have
reported a high diagnostic yield of CNN-based tools for the de-
tection of luminal blood in small-bowel capsule endoscopy [6].
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ABSTRACT

Colon capsule endoscopy (CCE) is a minimally invasive alter-

native to conventional colonoscopy. Most studies on CCE

focus on colorectal neoplasia detection. The development

of automated tools may address some of the limitations of

this diagnostic tool and widen its indications for different

clinical settings. We developed an artificial intelligence

model based on a convolutional neural network (CNN) for

the automatic detection of blood content in CCE images.

Training and validation datasets were constructed for the

development and testing of the CNN. The CNN detected

blood with a sensitivity, specificity, and positive and nega-

tive predictive values of 99.8%, 93.2%, 93.8%, and 99.8%,

respectively. The area under the receiver operating charac-

teristic curve for blood detection was 1.00. We developed a

deep learning algorithm capable of accurately detecting

blood or hematic residues within the lumen of the colon

based on colon CCE images.
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The use of CCE for investigation of conditions other than colo-
rectal neoplasia has not been evaluated. Detection of blood
content is important when reviewing CCE images and, to date,
no AI algorithm has been developed for the detection of colonic
luminal blood or hematic residues in CCE images. The aim of
this pilot study was to develop and validate a CNN-based algo-
rithm for the automatic detection of colonic luminal blood or
hematic vestiges in CCE examinations.

Methods
Study design

We retrospectively reviewed CCE images obtained between
2010 and 2020 at São João University Hospital, Porto, Portugal.
The full-length video of all participants (n =24) was reviewed
(total number of frames 3387259). A total of 5825 images of
the colonic mucosa were ultimately extracted. Inclusion and la-
beling of frames were performed by two experienced gastroen-
terologists who had each read more than 1000 capsule endos-
copies (M.M.S. and H.C.) prior to the study. Significant frames
were included regardless of image quality and bowel cleansing
quality. A final decision on the frame labeling required undispu-
ted consensus between the two gastroenterologists. The study
was approved by the ethics committee of São João University
Hospital/Faculty of Medicine of the University of Porto (No. CE
407/2020). A team with Data Protection Officer certification
(Maastricht University) confirmed the nontraceability of data
and conformity with general data protection regulations.

CCE procedure

In all patients, the procedures were conducted using the Pill-
Cam Colon 2 system (Medtronic, Minneapolis, Minnesota,
USA). This system was launched in 2009 and no hardware mod-
ifications were introduced during the study period. Therefore,
image quality remained unaltered between 2010 and 2020,
with no difference in quality between the image frames used
to train the CNN and those used to test the model. The images
were reviewed using PillCam software v9 (Medtronic). Bowel
preparation was performed according to previously published
recommendations [7]. In brief, a solution consisting of 4 L of
polyethylene glycol solution was used in a split-dosage regimen
(2 L in the evening before and 2 L on the morning of capsule in-
gestion). Two boosters consisting of a sodium phosphate solu-
tion were applied after the capsule had entered the small bowel
and with a 3-hour interval.

Development of the CNN

A CNN was developed for automatic identification of blood or
hematic residues within the lumen of the colon. From the col-
lected pool of images (n =5825), 2975 had evidence of luminal
blood or hematic residues and 2850 showed normal mucosa or
mucosal lesions. This pool of images was split to form training
and validation image datasets. The training dataset comprised
80% of the consecutively extracted images (n =4660); the re-
maining 20% were used as the validation dataset (n =1165).
The validation dataset was used for assessing the performance
of the CNN (▶Fig. 1).

To create the CNN, we used the Xception model with its
weights trained on ImageNet. To transfer this learning to our
data, we kept the convolutional layers of the model. We used
Tensorflow 2.3 and Keras libraries to prepare the data and run
the model. Each inputted frame had a resolution of 512×512
pixels. For each image, the CNN calculated the probability for
each category (normal colonic mucosa/other findings vs.
blood/hematic residues). The category with the highest prob-
ability score was outputted as the CNN’s predicted classifica-
tion (▶Fig. 2).

Model performance and statistical analysis

The primary outcome measures included sensitivity, specificity,
positive and negative predictive values, and accuracy. More-
over, we used receiver operating characteristic (ROC) curve a-
nalysis and area under the ROC curve (AUROC) to measure the
performance of our model for distinction between the categor-
ies. The network’s classification was compared with that re-
corded by the gastroenterologists (gold standard). Sensitiv-
ities, specificities, and precisions are presented as means and
standard deviations (SDs). ROC curves are graphically represen-
ted and AUROC was calculated as mean and 95% confidence in-
terval (CI), assuming normal distribution of these variables.

The computational performance of the network was also de-
termined by calculating the time required for the CNN to pro-
vide output for all images in the validation dataset. Statistical
analysis was performed using SciKit learn v. 0.22.2.

Results
Construction of the CNN

A total of 24 patients who underwent CCE were enrolled in the
study. A total of 5825 frames were extracted, 2975 containing
blood and 2850 showing normal mucosa/other findings. The
training dataset comprised 80% of the total image pool; the re-
maining 20% (n=1165) were used for testing the model. The
latter subset of images comprised 595 images (51.1%) with evi-
dence of blood or hematic residues and 570 images (48.9%)
with normal colonic mucosa/other findings. The CNN evaluated
each image and predicted a classification (normal mucosa/
other findings or blood/hematic residues), which was compar-
ed with the classification provided by the gastroenterologists.
The network demonstrated its learning ability, with accuracy
increasing as data were repeatedly inputted to the multi-layer
CNN (▶Fig. 3).

Performance of the CNN

The performance of the CNN is shown in ▶Table 1. Overall, the
mean (SD) sensitivity and specificity were 99.8% (4.7%) and
93.2% (4.7%), respectively. The positive predictive value and
negative predictive value were 93.8% (4.2%) and 99.8%
(4.2 %), respectively (▶Table 1). The overall accuracy of the
CNN was 96.6%. The AUROC for detection of blood was 1.00
(95%CI 0.99–1.00) (▶Fig. 4).
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Computational performance of the CNN

The CNN completed the reading of the dataset in 9 seconds.
This translates into an approximated reading rate of 129 frames
per second. At this rate, review of a full-length CCE video con-
taining an estimated 50000 frames would require approxi-
mately 6 minutes.

Discussion
We developed a CNN for automatic detection of blood in the lu-
men of the colon in CCE images. Our AI model was highly sensi-
tive, specific, and accurate for the detection of blood in CCE
images.

The application of AI tools in the field of capsule endoscopy
has been generating increasing interest. The development of AI
tools for automatic detection of a wide array of lesions has
provided promising results [8]. Recently, Aoki et al. reported
high performance of a CNN for the detection of blood content
in images of small-bowel capsule endoscopy, outperforming
currently existing software tools for screening the presence of
blood in capsule endoscopy images [6]. The development of AI
tools for automatic detection of lesions in CCE images is in its
early stages, and mainly focuses on automatic detection of
colorectal neoplasia. To date, two studies have reported the de-
velopment of CNN-based models for detection of colorectal
neoplasia, with high performance levels [9, 10].

24 CCE exams (PillCam Colon 2)
3387259 images

Extraction and double-validation of 7640 frames

Training dataset – 80 % of the extracted images

CNN

CNN

Output

N/ON/O 100 % (N/O) B 100 % (B)B

Performance assessment
sensitivity, specificity, AUROC, accuracy, precision, image processing time

Validation dataset – 20 % of the extracted images

2850 frames
normal mucosa/other findings

2975 frames
blood/hematic residues
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▶ Fig. 1 Study flow chart for the training and validation phases. N/O, normal mucosa/other findings; B, blood or hematic residues; AUROC,
area under the receiver operating characteristic curve. PillCam Colon 2 (Medtronic, Minneapolis, Minnesota, USA).
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The role of CCE in everyday clinical practice has not been
fully established. Most studies focus on detection of polyps for
colorectal cancer screening. Besides its application in the

screening setting, CCE may be a noninvasive alternative to con-
ventional colonoscopy for other common indications, including
the investigation of lower gastrointestinal bleeding and colonic
lesions other than polyps. To the best of our knowledge, this is
the first study to develop a CNN for automatic detection of
blood content in CCE images. Our network detected the pres-
ence of blood in CCE images with high sensitivity, specificity,
and accuracy (99.8%, 93.2%, and 96.6%, respectively). The de-
velopment of automated AI tools for CCE has the potential to
improve its diagnostic yield and time efficiency, thus contribut-
ing to CCE acceptance. Moreover, increased diagnostic capacity
may widen the indications for CCE. These results suggest that
AI-enhanced CCE may be a useful examination for evaluation
of patients with lower gastrointestinal bleeding, particularly
when conventional colonoscopy is contraindicated or unwan-
ted by the patient.

This study has several limitations. First, it was a retrospective
proof-of-concept study involving images collected at a single
center. Second, the tool was only tested in still frames; assess-
ment of performance using full-length videos is required before
clinical application of these tools. Third, although a large pool
of images was reviewed, the number of patients included in
the study was small. Thus, subsequent prospective multicenter
studies with larger numbers of CCE examinations are desirable
before this model can be applied to clinical practice. Further-

N/ON/O 62 % (N/O) B N/ON/O 100 % (N/O) B 100 % (B)B N/O B

N/ON/O 100 % (N/O) B N/ON/O 99 % (N/O) B 100 % (B)B N/O B

N/ON/O 92 % (N/O) B N/OB 100 % (B) N/O 99 % (N/O)B N/O B

▶ Fig. 2 Output obtained from the application of the convolutional neural network. The bars represent the probability estimated by the net-
work. The finding with the highest probability was outputted as the predicted classification. Blue bars represents a correct prediction; gray
bars represent an incorrect prediction. N/O, normal mucosa/other findings; B, blood or hematic residues.
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▶ Fig. 3 Evolution of the accuracy of the convolutional neural
network during training and validation phases as the training and
validation datasets were repeatedly inputted into the neural net-
work.
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more, these tools should be regarded as supportive rather than
substitutive in a real-life clinical setting.

In conclusion, we developed a CNN-based model capable of
detecting blood content in CCE images with high sensitivity and
specificity. We believe that the implementation of AI tools to
clinical practice will address some of the limitations of CCE,
mainly the time required for reading, thus lessening the burden
on gastroenterologists and boosting the acceptance of CCE to
routine clinical practice.
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▶ Fig. 4 Receiver operating characteristic analyses of the net-
work’s performance in the detection of blood vs. normal colonic
mucosa/other findings. B, blood or hematic residues; ROC, recei-
ver operating characteristic.

▶Table 1 Confusion matrix of the automatic detection vs. expert classification.

Expert

Blood/hematic residues Normal/other findings

CNN Blood/hematic residues 594 39

Normal/other findings 1 531

Sensitivity1

99.8% (4.7%)
Specificity1

93.2% (4.7%)
PPV1

93.8% (4.2%)
NPV1

99.8% (4.2%)

CNN, convolutional neural network; PPV, positive predictive value; NPV, negative predictive value.
1 Expressed as mean (standard deviation).
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