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Abstract.	 [Purpose]	This	study	evaluated	the	accuracy	of	ChatGPT’s	responses	to	and	references	for	five	clinical	
questions in physical therapy based on the Physical Therapy Guidelines and assessed this language model’s po-
tential	as	a	tool	for	supporting	clinical	decision-making	in	the	rehabilitation	field.	[Participants	and	Methods]	Five	
clinical questions from the “Stroke”, “Musculoskeletal disorders”, and “Internal disorders” sections of the Physical 
Therapy Guidelines,	released	by	the	Japanese	Society	of	Physical	Therapy,	were	presented	to	ChatGPT.	ChatGPT	
was instructed to provide responses in Japanese accompanied by references such as PubMed IDs or digital object 
identifiers.	The	accuracy	of	the	generated	content	and	references	was	evaluated	by	two	assessors	with	expertise	in	
their	respective	sections	by	using	a	4-point	scale,	and	comments	were	provided	for	point	deductions.	The	inter-rater	
agreement	was	evaluated	using	weighted	kappa	coefficients.	[Results]	ChatGPT	demonstrated	adequate	accuracy	
in	generating	content	for	clinical	questions	in	physical	therapy.	However,	the	accuracy	of	the	references	was	poor,	
with	a	significant	number	of	references	being	non-existent	or	misinterpreted.	[Conclusion]	ChatGPT	has	limitations	
in	reference	selection	and	reliability.	While	ChatGPT	can	offer	accurate	responses	to	clinical	questions	in	physical	
therapy,	it	should	be	used	with	caution	because	it	is	not	a	completely	reliable	model.
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INTRODUCTION

ChatGPT,	launched	in	November	2022,	is	an	artificial	intelligence	(AI)-based	large-scale	language	model	(LLM)	trained	
on	a	large	set	of	multilingual	text	data.	It	can	generate	human-like	responses	to	text	inputs1).	The	Generative	Pretrained	Trans-
former	(GPT)	architecture	uses	neural	networks	to	process	natural	language	and	generate	responses	based	on	the	context	of	
the	input	text2).

Globally, ChatGPT has numerous users due to its simplicity of use3).	LLMs	can	perform	various	tasks	with	high	levels	of	
capability	and	output	text	ability	by	predicting	the	next	word	with	references	to	past	text2, 4).	They	can	be	utilized	in	diverse	
areas,	and	their	use	in	various	additional	fields	is	under	consideration.	In	the	medical	field,	ChatGPT	is	capable	of	answering	
questions	on	general	medical	knowledge	and	different	diagnoses	with	a	certain	degree	of	accuracy,	aiding	clinical	decision-
making5).	For	example,	ChatGPT	could	be	beneficial	for	collecting	COVID-19	vaccination	information,	given	its	concise	and	
neutral output content6).	Moreover,	it	can	be	favorably	used	in	various	medical	application	scenarios,	such	as	the	creation	of	
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radiology reports7, 8), laboratory reports9), and discharge summaries10), as well as in medical education11, 12).	Hence,	ChatGPT	
can	potentially	be	used	in	the	medical	field	as	an	adjunct	tool	to	improve	work	efficiency13–15).	Further,	ChatGPT	can	be	used	
to provide patients with medical information16)	and	to	compose	medical	texts	and	academic	articles17–20).

However,	ChatGPT	can	also	provide	inaccurate	or	biased	outputs,	such	as	the	citation	of	non-existent	article	references	or	
the	perpetuation	of	sexist	stereotypes1).	Reports	on	the	possibility	of	spreading	misinformation21, 22), as well as “hallucina-
tions”23–28), which refer to the phenomenon of responding to incorrect information as if it were correct, further indicate the 
dangers	of	readily	trusting	ChatGPT	outputs.	While	both	healthcare	professionals	and	patients	have	reportedly	been	misled	
by its outputs6, 27), some studies29) have indicated that medical professionals and patients can use ChatGPT to diagnose 
symptoms.	Therefore,	an	appropriate	understanding	of	ChatGPT’s	performance	and	characteristics	is	required	before	use.

In	the	rehabilitation	field,	LLMs,	such	as	ChatGPT,	can	be	used	in	patient	care	and	rehabilitation	planning	to	provide	use-
ful information and advice on rehabilitation based on patients’ medical information, including evaluation item enumeration, 
goal	setting,	and	clinical	reassignment.	However,	to	the	best	of	our	knowledge,	no	research	has	explored	the	use	of	ChatGPT	
in	the	rehabilitation	field.	Therefore,	this	study	examines	the	accuracy	of	ChatGPT’s	responses	to	clinical	questions	related	
to	the	rehabilitation	field	of	physical	therapy.	By	conducting	this	verification,	we	aimed	to	establish	basic	evidence	to	support	
the	use	of	ChatGPT	in	this	field.

MATERIALS AND METHODS

This	study	randomly	extracted	five	clinical	questions	from	the	sections	titled	“Stroke”,	“Musculoskeletal	disorders”,	and	
“Internal disorders” in the Physical Therapy Guidelines released by the Japanese Society of Physical Therapy30)	(Table 1).	
We	inputted	the	five	clinical	questions	for	each	of	the	three	sections	into	ChatGPT	(free	version)	in	Japanese,	as	most	Japa-
nese	users	cannot	read	other	languages.	To	standardize	the	quality	of	the	responses,	we	set	the	following	prompt:	“I	will	now	
ask	questions	related	to	physical	therapy.	Please	provide	answers	in	Japanese,	accompanied	by	references,	such	as	PubMed	
IDs	(PMIDs)	or	digital	object	identifiers	(DOIs)”.	Data	were	collected	on	April	3,	2023.

Subsequently,	 the	accuracy	of	the	generated	output	and	references	was	evaluated	by	six	raters,	 two	assessors	for	each	
section, who referred to the content of the Physical Therapy Guidelines30).	The	evaluation	was	conducted	using	a	four-point	
scale	(4=completely	correct,	3=almost	correct,	2=partially	correct,	and	1=completely	correct)	based	on	earlier	research6).	The	
evaluators	discussed	the	scoring	method	among	themselves	in	advance,	with	reference	to	previous	studies.

The	assessors	provided	comments	whenever	deductions	were	made.	They	had	more	than	five	years	of	clinical	experience	
in	their	respective	sections	and	held	master’s	degrees	or	higher.	Weighted	kappa	coefficients	were	calculated	to	assess	their	
inter-rater	agreement.

To	evaluate	the	references,	searches	were	performed	using	the	appended	PMIDs	and	DOIs	and	their	assessed	contents.	In	
cases	where	the	title	of	a	referenced	article	differed	from	that	of	the	search	results	using	PMIDs	or	DOIs,	another	search	was	

Table 1.		Clinical	questions	extracted	from	the	Physical Therapy Guidelines

Stroke Musculoskeletal disorders Internal disorders
1.		Is	balance	practice	effective	for	

stroke patients?
1.		Can	a	combination	of	physical	therapy	and	

medication be recommended for patients 
with	inflammatory	phase	periarthritis	of	the	
shoulder?

1.		Can	exercise	therapy	be	recommended	
for	large	vessel	disease	(true	aortic	an-
eurysm and aortic dissection) for which 
surgery is not indicated?

2.		Is	aerobic	exercise	effective	for	
patients that have had stroke?

2.		Can	stretching	of	wrist	extensors	be	recom-
mended for patients with lateral epicondyli-
tis of the humerus?

2.		Is	home	exercise	therapy	recommended	
for patients with chronic heart failure?

3.		Is	treadmill	training	(treadmill	only,	
combined weight bearing, split belt) 
useful for patients that have had a 
stroke and have been left with gait 
disturbance?

3.		Which	is	more	effective	in	preventing	the	
onset and progression of hip osteoarthritis: 
single	or	combined	exercise	therapy	with	
physical therapy and lifestyle guidance?

3.		Is	abdominal	and	mouth-to-mouth	
breathing recommended for patients 
with stable chronic obstructive pulmo-
nary disease?

4.		Is	lower	extremity	orthotic	therapy	
(long	and	short	leg	orthoses)	useful	
for patients that have had stroke and 
have been left with gait disturbance?

4.		Is	physical	therapy	recommended	for	
patients	with	mild	(Kellgren–Lawrence	
classification	1	or	2)	knee	osteoarthritis	and	
decreased mobility?

4.		Is	limb	muscle	training	recommended	
for patients with stable chronic obstruc-
tive pulmonary disease?

5.		Is	home-based	physiotherapy	or	
remote training useful for patients 
that have had a stroke? 

5.		Is	strength	training	or	a	range	of	motion	
exercises	recommended	in	physical	therapy	
for patients prior to anterior cruciate liga-
ment reconstruction surgery?

5.		Is	respiratory	muscle	training	recom-
mended for patients with chronic stable 
interstitial lung disease?

Reproduced from Physical Therapy Guidelines	2nd	edition	2021	with	permission	from	IGAKU-SHOIN	Ltd.,	Copyright	(2023).
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conducted	using	the	article	title	to	evaluate	the	content.	If	an	article	was	not	found	even	after	searching	by	title,	PMIDs,	or	
DOIs,	it	was	termed	a	“fictional	paper”.

Data	on	the	accuracy	of	the	content	and	references	provided	by	ChatGPT	were	expressed	as	median	with	interquartile	
range	(IQR).	The	weighted	kappa	values	were	classified	as	follows:	<0.40	for	poor	strength	of	agreement,	0.41–0.60	for	
moderate	 agreement,	 0.61–0.80	 for	 good	 agreement,	 and	 0.81–1.00	 for	 excellent	 agreement31).	A	 p-value	 of	 <0.05	was	
considered	statically	significant.

RESULTS

The results of our analysis are presented in Table 2.	In	all	sections,	the	scores	for	output	content	and	reference	accuracy	
were	3.0	[2.25–4.00]	and	1.00	[1.00–3.75]	points,	respectively.	Among	the	appended	PMIDs	and	DOIs,	18.9%	(7/37)	exhib-
ited	concordance	with	the	output.	Further,	40.5%	(15/37)	of	the	output	references	were	identified	as	fictitious	papers.

In	the	stroke	section,	16	references	were	output	for	the	five	clinical	questions.	Accuracy	of	output	content	was	scored	4.00	
[3.00–4.00]	by	assessor	1	and	3.00	[3.00–4.00]	by	assessor	2.	Accuracy	of	references	was	scored	1.00	[1.00–2.50]	by	assessor	
1	and	1.00	[1.00–2.25]	by	assessor	2.	The	weighted	kappa	coefficient	for	agreement	among	assessors	was	0.84	for	accuracy	
and	0.98	 for	 references.	Among	 the	appended	PMIDs	and	DOIs,	37.5%	(6/16)	were	consistent	with	 the	output.	Further,	
37.5%	(6/16)	of	the	output	references	were	fictitious	papers.	The	reasons	for	point	reductions	were	“The	article	stated	that	an	
effect	not	mentioned	in	the	Guidelines	was	effective”,	and	“The	interventions	and	outcomes	in	the	references	differed	from	
those	in	the	questions”.

In	the	musculoskeletal	disorders	section,	11	references	were	output	for	the	five	clinical	questions.	Accuracy	output	content	
was	scored	3.00	[3.00–4.00]	and	3.50	[3.00–4.00]	by	assessors	3	and	4,	respectively.	Accuracy	of	references	was	scored	1.00	
[1.00–1.00]	by	assessor	3	and	1.00	[1.00–1.50]	by	assessor	4.	The	weighted	kappa	coefficient	for	agreement	among	assessors	
was	0.76	for	accuracy	and	0.93	for	references.	Among	the	appended	PMIDs	and	DOIs,	0.0%	(0/11)	were	consistent	with	
the	output.	Among	the	output	references,	45.5%	(5/11)	were	fictitious	papers.	The	reasons	for	point	reductions	were	“The	
article	stated	that	an	effect	not	mentioned	in	the	Guidelines	was	effective”,	“The	recommendation	differed	from	that	in	the	
Guidelines”,	and	“The	interventions	and	outcomes	in	the	reference	differed	from	those	in	the	questions”.

In	internal	disorders	section,	11	references	were	output	for	the	five	clinical	questions.	Accuracy	of	output	content	was	
scored	3.00	[2.00–3.00]	and	2.00	[2.00–3.00]	by	assessors	5	and	6,	respectively.	Accuracy	of	references	was	scored	1.50	
[1.00–4.00]	by	assessor	5	and	1.00	[1.00–4.00]	by	assessor	6.	The	weighted	kappa	coefficient	for	agreement	among	assessors	
was	0.84	for	accuracy	and	0.98	for	references.	Among	the	appended	PMIDs	and	DOIs,	9.1%	(1/11)	were	consistent	with	the	
output.	Among	the	output	references,	36.7%	(4/11)	were	fictitious	papers.	The	reasons	for	point	reductions	were	“The	output	
did	not	include	an	effect	described	in	the	Guidelines”,	“The	output	stated	that	an	effect	not	mentioned	in	the	Guidelines was 
effective”,	and	“The	interventions	and	outcomes	in	the	references	differed	from	those	in	the	questions”.

DISCUSSION

This	study	inputted	five	clinical	questions	based	on	the	Physical Therapy Guidelines30) to ChatGPT and evaluated the 
accuracy	of	the	generated	responses	and	references.	The	results	revealed	accurate	output	content	but	inaccurate	output	refer-
ence.	Therefore,	ChatGPT’s	ability	to	generate	accurate	responses	and	references	is	unreliable.

Table 2.		Summary	of	the	scores	for	output	content,	reference	accuracy	and	weighted	kappa	coefficient

Stroke Musculoskeletal disorders Internal disorders
Assessor 1 Assessor 2 Assessor 3 Assessor 4 Assessor 5 Assessor 6

Accuracy of the generated output 4.00 3.00 3.00 3.5 3.00 2.00
[3.00–4.00] [3.00–4.00] [3.00–4.00] [3.00–4.00] [2.00–3.00] [2.00–3.00]

Weighted	kappa	coefficient	of	the	 0.84* 0.76* 0.84*
generated output 95%	CI:	0.51–1.00 95%	CI:	0.47–1.00 95%	CI:	0.51–1.00
Accuracy of the generated references 1.00 1.00 1.00 1.00 1.50 1.00

[1.00–2.50] [1.00–2.25] [1.00–1.00] [1.00–1.50] [1.00–4.00] [1.00–4.00]
Weighted	kappa	coefficient	of	the	 0.98* 0.93* 0.98*
generated references 95%	CI:	0.94–1.00 95%	CI:	0.82–1.00 95%	CI:	0.93–1.00
Agreement	rate	between	PMID/DOI	 37.5%	(6/16) 0.0%	(0/11) 9.1%	(1/11)
and the article title
Rate	of	fictitious	papers 37.5%	(6/16) 45.5%	(5/11) 36.7%	(4/11)
Median	[first	quartile–third	quartile].
*p<0.05.
95%	CI:	95%	confidence	interval;	PMID:	PubMed	ID;	DOI:	digital	object	identifier.
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All	weighted	kappa	coefficients	exceeded	0.61,	 indicating	good	inter-rater	agreement.	Considering	each	rater’s	educa-
tional	background	and	clinical	experience,	the	quality	of	the	ratings	provided	herein	was	deemed	valid.

The	accuracy	of	the	output	content	was	relatively	good,	with	an	overall	median	of	3;	however,	there	were	some	varia-
tions	between	the	sections.	There	are	reports	of	ChatGPT	passing	the	U.S.	National	Medical	Examination32) and answering 
clinical reasoning questions with high accuracy33), which agrees with our result that ChatGPT’s knowledge of outputs is 
high.	 Further,	 Johnson	 et	 al.16) reported that ChatGPT can provide accurate information on common cancer myths and 
misconceptions;	similarly,	the	system	can	generate	correct	answers	to	questions	requiring	higher-order	thinking	in	medical	
biochemistry34)	and	can	provide	factually	accurate,	contextually	relevant	and	structured	answers	to	complex	and	evolving	
clinical questions35).	There	are	many	other	positive	reports16, 35–38) that indicate that ChatGPT’s response generation ability 
has	a	certain	degree	of	accuracy.	These	findings	further	support	our	study’s	results.

Conversely, a review of the deduction of points by this study’s assessors revealed the following issues: “The output con-
tent	included	an	effect	that	was	not	mentioned	in	the	Guidelines	and	stated	it	was	effective”,	and	“The	output	content	did	not	
include necessary information that was mentioned in the Guidelines”.	Previous	studies	have	found	that	ChatGPT	answered	
questions	as	if	they	were	correct,	despite	having	insufficient	evidence24, 26),	and	that	it	gave	only	superficial	answers	to	highly	
specialized	questions8,	39).	This	suggests	that	ChatGPT	is	incapable	of	generating	completely	correct	output.	This	may	be	due	
to	the	lack	of	specialized	data40),	influence	of	biases	in	the	training	dataset27, 41, 42), and presence of hallucinations that cause 
responses	of	incorrect	information	as	if	they	were	correct,	or	the	automatic	generation	of	fictitious	information28, 43).

This	study	also	found	significant	problems	with	the	accuracy	of	the	generated	references.	Specifically,	40.5%	of	all	cases	
cited	non-existent	 articles,	 and	 there	were	 also	 cases	where	 existing	articles	were	 referenced	but	 interpreted	 incorrectly;	
similar	findings	have	been	reported24, 26, 28, 41, 44, 45).	Accordingly,	ChatGPT	is	unable	to	adequately	generate	reliable	informa-
tion	during	reference	selection.

Some studies have also claimed that ChatGPT’s generation ability is based on the information contained in the training 
dataset	that	is	dated	until	September	2021,	which	affects	the	accuracy	of	the	information	generation	and	reference	selection1), 
and also leads to hallucinations28).	However,	as	the	Physical Therapy Guidelines30),	from	which	this	study	extracted	its	clini-
cal	questions,	was	based	on	studies	published	before	September	2021,	one	would	assume	that	its	results	were	not	affected	by	
the	problem	regarding	ChatGPT’s	data	learning	period.	Conversely,	ChatGPT’s	training	dataset	includes	public	information	
and	research	articles	alongside	general	information,	such	as	that	from	Wikipedia	and	Blogs,	which	may	be	subject	to	various	
biases.	Further,	the	sequence	of	steps	involved	in	citing	references	is	the	following:	properly	interpreting	the	question,	search-
ing	for	information	based	on	the	interpretation,	correctly	interpreting	relevant	articles,	and	citing	them.	In	other	words,	citing	
references	is	considered	a	more	challenging	process	than	simply	answering	questions.	This	might	have	caused	the	insufficient	
accuracy	of	the	reference	output	generated	herein.

In	 this	study,	 input	 to	ChatGPT	was	in	Japanese,	and	the	responses	were	also	output	 in	Japanese.	ChatGPT	is	 trained	
primarily	in	English,	and	the	proportion	of	non-English	language	training	data	is	small1).	Therefore,	results	similar	to	this	
study’s	may	be	obtained	for	other	languages	with	a	lower	percentage	of	representation	in	the	training	data.	The	results	of	
this	study	have	important	implications	for	non-English-speaking	physical	therapists	and	also	the	general	public	interested	in	
rehabilitation.

As	mentioned	earlier,	ChatGPT	can	output	responses	 to	physical	 therapy	questions	with	a	certain	degree	of	accuracy;	
however,	it	is	not	a	completely	reliable	model.	Therefore,	it	can	be	used	as	a	support	tool	but	cannot	replace	professionals’	
specialized	knowledge	and	experience	for	use	in	the	medical	field5, 37, 46).	Accordingly,	one	should	not	blindly	follow	the	
answers	provided	by	ChatGPT	or	be	overdependent	on	them.

This	study	had	several	limitations.	First,	in	this	study,	clinical	questions	were	selected	randomly	from	the	Stroke,	Mus-
culoskeletal	disorders,	and	Internal	disorders	sections;	however,	we	have	not	been	able	to	examine	whether	they	adequately	
represent	all	areas	of	physical	therapy.	Further	research	needs	to	be	conducted	on	a	larger	scale,	including	a	comprehensive	
survey	of	the	clinical	questions	included	in	the	guidelines.	Second,	as	the	questions	were	asked	in	Japanese,	the	output’s	
accuracy	was	likely	limited	by	linguistic	issues.	Additionally,	we	used	the	free	version	of	ChatGPT;	therefore,	it	is	unclear	
whether	we	would	receive	different	results	with	the	paid	version,	ChatGPT-4.	The	paid	version,	ChatGPT-4,	is	reported	to	
have	better	capabilities	 to	handle	different	 languages	and	generate	 responses	 than	 the	 free	version,	3.51).	Therefore,	 it	 is	
highly	possible	that	ChatGPT-4	will	improve	the	accuracy	of	output.	In	addition,	the	current	implementation	of	the	browsing	
feature	is	also	likely	to	yield	better	results	for	reference	extraction1).	Therefore,	further	studies,	such	as	a	comparison	between	
versions	3.5	and	4	in	the	latest	browser,	is	also	required.	Third,	the	four-point	scale	used	in	this	study	was	based	on	earlier	
research6).	This	is	a	rough	evaluation	of	the	accuracy	of	the	output,	and	is	likely	to	be	insufficient	to	provide	a	detailed	evalu-
ation	of	the	output	content.	In	the	future,	more	detailed	evaluation	scales	need	to	be	established	and	studied.	In	addition,	as	the	
scoring	is	based	on	the	subjective	judgment	of	the	evaluator,	the	possibility	of	bias	cannot	be	ruled	out.	In	the	future,	it	will	be	
necessary	to	use	methods	that	ensure	objectivity,	such	as	the	formulation	of	clear	scoring	rules.	Moreover,	the	present	study	
only	performed	a	statistical	analysis	of	the	agreement	among	the	ratings.	Therefore,	an	evaluation	regarding	the	quality	of	
responses,	such	as	the	complexity	and	depth	of	answers,	is	lacking.	Future	studies	regarding	the	complexity	and	depth	of	the	
output	content	using	statistical	methods	are	required.	Finally,	ChatGPT	has	a	parameter	(temperature)	that	causes	“fluctua-
tions”	in	its	answers;	hence,	the	same	trial	may	not	necessarily	yield	the	same	results.	Therefore,	further	research	should	be	
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conducted	on	various	models,	including	ChatGPT-4.	Moreover,	questions	based	on	more	clinical	patient	information,	rather	
than	on	guiding	clinical	questions,	should	be	asked,	and	their	accuracy	should	be	studied.

This	 study	 evaluated	 the	 accuracy	of	ChatGPT’s	 responses	 to	 and	 references	 for	five	 clinical	 questions	 based	on	 the	
Japanese Physical Therapy Guidelines30).	ChatGPT	demonstrated	a	high	degree	of	accuracy	for	 the	response	content	but	
insufficient	reference	accuracy.	Therefore,	ChatGPT	is	not	a	completely	reliable	model	and	should	be	used	with	caution.	
However, as it is easy to use and can generate clinical questions that have a certain level of accuracy, it can be a useful tool to 
support	clinical	decision-making.	ChatGPT	requires	further	improvements	to	enhance	the	accuracy	of	generated	references	
and	mitigate	the	biases	and	limitations	inherent	in	training	datasets.
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