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sRNA-Effector: A tool to expedite
discovery of small RNA regulators

Briana Wilson,1 Fatemeh Esmaeili,2 Matthew Parsons,1 Wafa Salah,1 Zhangli Su,2,* and Anindya Dutta2,3,*
SUMMARY

microRNAs (miRNAs) are small regulatory RNAs that repress target mRNA transcripts through base pair-
ing. Although themechanisms ofmiRNAproduction and function are clearly established, new insights into
miRNA regulation or miRNA-mediated gene silencing are still emerging. In order to facilitate the discov-
ery of miRNA regulators or effectors, we have developed sRNA-Effector, a machine learning algorithm
trained on enhanced crosslinking and immunoprecipitation sequencing and RNA sequencing data
following knockdown of specific genes. sRNA-Effector can accurately identify known miRNA biogenesis
and effector proteins and identifies 9 putative regulators of miRNA function, including serine/threonine
kinase STK33, splicing factor SFPQ, and proto-oncogene BMI1. We validated the role of STK33, SFPQ,
and BMI1 in miRNA regulation, showing that sRNA-Effector is useful for identifying new players in small
RNA biology. sRNA-Effector will be a web tool available for all researchers to identify potential miRNA
regulators in any cell line of interest.

INTRODUCTION

The cellular small RNA (sRNA) pool is largely composed of microRNA (miRNA) and tRNA fragments (tRFs), with contributions of fragments

from other longer RNAs, such as snoRNAs, rRNAs, and mRNAs.1,2 miRNAs are the most well-studied group of sRNAs, and their function and

biogenesis have been well characterized. miRNA biogenesis begins with transcription by RNA polymerase II, followed by cleavage of the

primary miRNA by the microprocessor complex composed of DROSHA and DGCR8. The resulting precursor miRNA is then exported

from the nucleus to the cytoplasm where it is cleaved by DICER1. Finally, one strand of the mature miRNA is selected for stable argonaute

entry, forming the functional RNA-induced silencing complex (RISC).3

Despite the seemingly well-understood gene silencing function of miRNAs, intricate regulation on miRNA activity is still being

uncovered. After their biogenesis, miRNAs are subjected to different regulatory mechanisms, such as uridylation of mature

miRNAs and their subsequent degradation by DIS3L2.4 Precursor miRNAs are also regulated by uridylation and the RNA

exosome.5,6 Another miRNA regulatory process involves target-directed miRNA degradation (TDMD). TDMD is a process in which

target RNAs that are highly complementary to miRNAs lead to the degradation of that miRNA. Recently, ZSWIM8, a component

of an E3 ubiquitin ligase complex, has been shown to play an integral role in TDMD and was identified using a large-scale CRISPR

reporter screen.7,8

These data suggest that RISC function is tightly regulated, and perhaps more regulators await to be discovered. We propose that

miRNA regulators can be identified faster and using fewer resources by leveraging the use of publicly available data. Our approach

relies on the assumption that miRNAs repress gene expression and so an alteration in the level or activity of an miRNA will specifically

alter the levels of the miRNA target mRNAs relative to non-target mRNAs. Thus, for example, after DICER1 knockdown, the resulting

decrease in miRNA levels is expected to upregulate many miRNA targets relative to non-targets. We will use the changes in mRNA

levels following knockdown of various cellular proteins as a readout of miRNA levels or activity and thus identify potential miRNA reg-

ulators or effectors. Interestingly there is an extensive collection of publicly available data in the form of microarray and mRNA

sequencing datasets, following knockdown of various cellular proteins, many not yet implicated in miRNA regulation. In addition, we

utilized features from enhanced crosslinking and immunoprecipitation (eCLIP) data from ENCODE9 to identify proteins associated

with miRNAs. Combining the two sets of data using machine learning, we developed sRNA-Effector to predict miRNA regulators or

effectors. sRNA-Effector robustly identifies known miRNA effector proteins and predicts several players in sRNA regulation. sRNA-

Effector predicted a role of STK33, SFPQ, and BMI1 as possible regulators, and we validated these predictions, establishing the utility

of sRNA-Effector for sRNA regulator discovery.
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RESULTS

Knockdown RNA sequencing (RNA-seq) data can reveal miRNA effectors

At the time of writing, there are over 5,000 datasets in the Gene Expression Omnibus (GEO) database associated with the term ‘‘knockdown’’

for human cell lines and tissues. There are an additional �1,000 datasets associated with the term ‘‘knockout.’’ These data represent exper-

iments completed by various laboratories that could be used to establish reproducibility and establish insights into biology by assessing

concordant effects on miRNA targets following knockdown/knockout of genes. We reason that depletion of a gene important for miRNA

biogenesis, function, or regulation would alter the levels of that miRNA and subsequently alter the expression of that miRNA’s target genes

which could be detected by microarray or RNA-seq. For example, if the key miRNA biogenesis factor DROSHA is knocked down, miRNA

levels are expected to decrease and miRNA target expression is expected to increase (Figure 1A). A decrease in miRNA targets would sug-

gest an overall increase in miRNA activity, which would be expected for knockdown of a negative regulator of miRNA activity. Alternatively,

knockdown of a gene unrelated to regulatingmiRNA levels or activity is not expected to alter miRNA target genes in a concerted fashion, and

thus no difference between miRNA targets and non-targets would be observed. A general increase in a specific miRNA’s target level relative

to non-targets can be visualized using a cumulative distribution function (CDF) plot. We employed a summary metric, effect size (ES, ex-

pressed in log2 scale; details in STAR Methods and Figure 1A), to measure the degree of repression or derepression of targets relative to

non-targets. A negative ES means that an miRNA’s targets are repressed relative to non-targets, and a positive ES means that an miRNA’s

targets are derepressed relative to non-targets.

To test whether this approach can successfully identify the known miRNA regulators, such as DROSHA, DICER, DGCR8, and AGO2, we

examined four independent publicly available RNA-seq and RNA microarray datasets after individual miRNA regulators have been knocked

down.10,11We first identifiedmiRNAs considered high confidence inmiRBase12,13 and annotated inMirGeneDB, amanually curated database

that annotates validated miRNAs.14 Recognizing that the choice of miRNA target prediction tool could influence our ES analysis, we then

compared three different miRNA target prediction tools head to head: miRDB,15 TargetScan 8.0,16 and miRTarBase.17 We found that

miRDB-predicted targets had the most positive ES after knockdown of important and known miRNA effectors (Figure S1), suggesting that

miRDB captured the most targets compared to TargetScan 8.0 and miRTarBase. We therefore decided to proceed with miRDB-predicted

targets for further analysis. To determine if ES analysis can be used in both microarray and RNA-seq datasets, we compared ES in HeLa cells

depleted of DGCR8. There was a significant correlation in ES of different miRNAs between the microarray (GSE13640) and RNA-seq

(GSE73376) studies (Pearson correlation coefficient = 0.15, p value = 7.973e-05), and the median ESs were comparable at 0.057 for the micro-

array dataset and 0.075 for the RNA-seq dataset (Figure S2). These data show that ES analysis can be used on both microarray and RNA-seq

data. miRNA targets were generally derepressed relative to targets as indicated by a positive ES for most miRNAs after DROSHA depletion

(Figure 1B). Some CDF plots are shown as examples in Figures 1C and 1D. Similar to our DROSHA findings, depletion of DICER, DGCR8, and

AGO2 all resulted in most miRNA targets being derepressed as evidenced by the positive ES (Figure 1E; Table S1). Although the general

trend is obvious, the variations in the behavior of individual miRNAsmay be revealing underlying differences in miRNA regulation, differences

in cell lines, or differences in experimental approach. Together, these data show that publicly available gene expression data can be used to

identify known miRNA effector proteins.

RNA-seq data after large-scale knockdown or knockout experiments can be used to screen for miRNA effectors

Since we established that analysis of the transcriptome after depletion of knownmiRNA effectors can indirectly reveal changes in miRNA level

or function, we wanted to extend our analysis to a larger screen. To do this, we took advantage of the large-scale short hairpin RNA (shRNA)

experiments followed by RNA-seq available from the ENCODE consortium.9 These datasets include known miRNA effectors allowing us to

monitor the utility of this approach with this dataset. There were 237 genes knocked down in HepG2 cells and 235 genes knocked down in

K562 cells. Of these genes, 209 were knocked down in both datasets. The list of genes is available in Table S2. Analysis in both cell lines allows

us to screen for putative miRNA effectors that are broadly involved in the regulation of miRNAs regardless of cell type and also allows dis-

covery of cell-type-specific miRNA effectors.

We first calculated the ES at 50th percentile for the targets of high-confidencemiRNAs (as defined bymiRBase12,13) in the DROSHA shRNA

RNA-sequencing (RNA-seq) data fromHepG2. Knockdown of DROSHA resulted in an induction of mostmiRNA targets (positive ES), confirm-

ing that the analysis is capable of picking up bona fidemiRNA effectors in the ENCODE dataset (Figure 2A; Table S3). Next, we calculated the

ES for the targets of high-confidence miRNA for each of the genes that were depleted in HepG2 (Tables S3 and S4). We also evaluated the

significance of the difference in the CDF plots of targets vs. non-targets by using the Wilcoxon rank-sum test and kept an ES only when

p < 0.05. Knockdown of 15 genes had a significant ES on the targets of more than half of the miRNAs, suggesting a broad role in the up-

or downregulation of miRNAs, e.g., U2AF2, XRN2, and BCCIP (Figure 2B). For a given gene, we also averaged the significant ES across miR-

NAs in order to determine whether there is a general negative or positive effect on miRNA targets, suggesting up- or downregulation of the

miRNAs, respectively, after the knockdown of the gene. Intriguingly, splicing-related genes GEMIN5, RAVER1, and U2AF2 were the top three

genes whose knockdown is associated with an average positive ES, suggesting that these genes promote miRNA levels or function (Fig-

ure 2C). Despite not affecting a large proportion of miRNAs, SRSF7, PPIL4, and AKAP1 were the top three genes associated with a negative

average ES, suggesting their role in potentially reducing the levels of miRNAs or their function (Figure 2C).

We conducted the same analysis for K562 cells (Table S4) and found that DROSHA knockdown also led to a general increase in miRNA

target expression as exemplified by a positive ES distribution (Figure 2D). In contrast to HepG2 cells, there were no genes that appeared

to alter more than half of high-confidence miRNAs (Figure 2E). In both HepG2 and K562, RBM39 was among the top genes whose depletion
2 iScience 27, 109300, March 15, 2024
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Figure 1. Effect of depletion of known miRNA effectors on miRNA targets

(A) Schematic overview of identification of miRNA effectors using gene expression data following perturbation of a gene of interest (GOI). Effect size (ES) is the

horizontal shift of the target curve relative to the non-target curve at the 0.5 mark on the Y axis.

(B) Effect sizes for miRNA targets after DROSHA depletion.

(C and D) CDF plots of miR-19a-3p0s targets affected by DROSHA or DICER knockdown.

(E) Heatmap of effect sizes for miRNA targets after depletion of other known miRNA effectors: DICER (HeLa), DGCR8 (HeLa), and AGO2 (HCT116). Each column

corresponds to a different miRNA.
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affected the targets of a large number of miRNAs, as measured by ESs (Figure 2E). SERBP1, AQR, and RPS3 were the top three genes asso-

ciatedwith a positive average ESwhile genes RBM22, PTBP1, and FAM120Awere the top three genes associatedwith an average negative ES

(Figure 2F). Consistent with the HepG2 findings, the depletion of splicing factors U2AF2, RAVER1, and RBM39 also correlated with a positive
iScience 27, 109300, March 15, 2024 3
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Figure 2. Effect sizes measured by RNA-seq after shRNA knockdown of different genes identify known and previously unknown putative miRNA

effectors

(A) Distribution of effect sizes for different miRNAs after DROSHA knockdown in HepG2.

(B) Ranking of genes by fraction of miRNAs showing significant effect sizes after knockdown of the gene in HepG2.

(C) Gene list as in (B) but by the average of significant effect size from negative ES to positive ES.

(D–F) Same as (A–C) but in K562 cells. Red labels in F indicate genes that have the most extreme ES in either direction in HepG2 cells. Also in red is RBM39. ES,

effect size.
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ES, suggesting that these three genes promotemiRNA levels and function in a cell-type-independentmanner (Figure 2F). Intriguingly, 30 (out

of 60) miRNA targets appear to be regulated in the same direction by these three splicing factors. (Figure S3). 83% of these 30 miRNAs are

located in introns, compared to the global average of about 41%–50%,18–20 suggesting a role of these splicing factors in regulation ofmiRNAs

located within introns. In contrast, comparing Figures 2C and 2F, SRSF7, PPIL4, and AKAP1 have effects in opposite directions, suggesting

that they may have differing effects in different cell lines.
Direct RNA binding and sequencing studies add confidence to putative miRNA effectors

Our approach so far can reveal putative miRNA effectors but gives no information regarding whether putative effectors are acting directly or

indirectly on miRNA. Additionally, orthogonal data to support or refute an effector’s role in miRNA regulation can increase the confidence in

prediction based on the ESs. To this end, we determined whether the proteins of interest from Figure 2 bound miRNAs that are affected by

that protein’s depletion using eCLIP data from HepG2 or K562 cells in ENCODE. As a positive control, we could clearly detect DGCR8 and

DROSHA eCLIP RNA reads that map to the genome near the miR-20a and miR-186 loci in both cell lines (Figures 3A and 3B). We could also

detect LIN28B binding to let-7miRNAs inHepG2, consistent with the known function for LIN28B (Figure S4).21 Furthermore, we also find eCLIP

reads near the miR-20a and miR-186 loci for several of the putative effectors identified by the ES approach (Figures 3A and 3B), suggesting

that they too bind to the miRNAs or their precursors (either directly or indirectly via other proteins). These data suggest that the ES-based

approach can identify proteins that interact with and alter the function of miRNAs. It also suggests that coupling the ES on targets of miRNAs

after gene knockdown with eCLIP data will reduce noise in ES-based regulator/effector identification (Figure 3C). Such noise in the ES

approach could come from indirect effects caused by gene knockdown. Alternatively, the ES approachmay detect alterations in miRNA func-

tion mediated by proteins that do not directly interact with themiRNA or knownmiRNA effectors. For example, a transcription factor may not

directly bind themiRNAbut, instead,may regulate transcription of the pri-miRNA that gives rise to the pre-miRNAandmaturemiRNA.On the

other hand, the eCLIP binding data may be limited by technical issues, such as immunoprecipitation efficiency, protein-RNA binding affinity,

or RNAmodifications that may interfere with RNA-seq. Thus, combining information from both datasets (ES from RNA-seq and eCLIP) would

improve our ability to identify proteins that directly bind to and regulate miRNAs, but unfortunately eCLIP data are still limited in its

availability.
4 iScience 27, 109300, March 15, 2024
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Figure 3. eCLIP sequencing data complements miRNA effector identification based on shRNA sequencing results

(A and B) eCLIP reads for putative miRNA effectors at themiR-20a (A) andmiR-186 (B) locus shown on a gene browser. Each effector has two replicates in each cell

type. Y axis indicates the effectors immunoprecipitated for the eCLIP reads. The thickness of the horizontal track is proportional to the read depth at that site.

(C) Overlap of effectors and binders from ENCODE HepG2 shRNA sequencing and eCLIP, respectively. Effectors are genes whose knockdown leads to a

significant ES in the CDF plots of targets vs. non-targets for at least one miRNA (Wilcoxon rank-sum test p < 0.05). Binders are genes that have a significant

peak called by the ENCODE pipeline on at least one miRNA locus from eCLIP. Genes in red text are genes that are binders and effectors for the same miRNA.
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Strategy to train sRNA-Effector as a tool to predict miRNA effectors

So far, we have shown that RNA-seq analysis after knockdown of genes combined with eCLIP data can be used to identify known and pre-

viously unknownmiRNA effectors. However, given the thousands of transcriptome profiling datasets and the relative paucity of direct protein-

RNA interaction data available, we sought to develop a machine learning algorithm that will identify an miRNA effector without the use of

eCLIP data (Figure 4A). To do this, we first defined the ground truth, the binding or effecting capability of a pool of 62 proteins identified

earlier using both ENCODERNA-seq experiments after shRNA knockdown and the peaks from the ENCODE eCLIP dataset fromHepG2 cells

(Table S5). We did not use the K562 dataset because of the strange result that DROSHA does not appear to have a large effect on a large

proportion of miRNA targets in K562. There are several possible explanations for this, including inadequate DROSHA depletion to detect

robust miRNA target effects in K562, miRNAs being unusually stable in K562, or alternative biogenesis mechanisms that are more prominent

in K562. It is also possible that DROSHA has roles outside of miRNA biogenesis that are more prominent in K562 cells. To get an idea of

whether DROSHA may have functions outside of miRNA biogenesis in K562 cells, we analyzed miRNA peaks and peaks outside the

miRNAome. We identified 78 miRNAs with peaks in HepG2 cells and 73 miRNAs with peaks in K562 cells. There were 40 miRNAs with peaks

in common between the two cell lines. On the other hand, there were 1,483 genes with DROSHA peaks in K562 cells and 489 genes with

DROSHA peaks in HepG2. The nearly 3-fold difference in peaks outside miRNAs in K562 compared to HepG2 suggests the possibility

that DROSHA has alternative functions in K562 cells. Regardless of the mechanism, we did not include the ENCODE K562 shRNA-seq and

eCLIP data in the ground-truth dataset because of the unclear effects of DROSHA depletion on miRNAs and their targets. An effector

was defined by a significant Wilcoxon rank-sum test in the CDF plots of targets vs. non-target after the gene knockdown, and a protein

was considered an miRNA binder if there was an eCLIP peak at the miRNA locus. This resulted in four different classifications for genes (out-

comes): "BinderEffector," "notBinderEffector," "BinderNotEffector," and "notBinderNotEffector." After establishing the ground-truth data,

we devised a set of features to help predict the outcome without eCLIP data. The features describe the miRNA (i.e., the miRNA sequence),

protein (i.e., physicochemical properties, presence or absence of miRNA-specific gene ontology [GO] terms), and target repression (i.e., ES,

Wilcoxon rank-sum test p value) (Table 1 and STARMethods). We then separated the ground-truth data into three parts: 80% for training, 10%

for validation, and 10% for testing.
iScience 27, 109300, March 15, 2024 5
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Figure 4. A predictive model of miRNA effector discovery

(A) Schematic showing the overall approach for development of a model to predict miRNA effectors.

(B) Validation to evaluate the various models. Outcome metrics accuracy and mean F1 score (the average of the F1 scores for each predicted outcome) for the

various tested models in the validation dataset. Gbm = gradient boosted machine, mlpWeightDecayML = multilayer perceptron with tunable hyperparameters

weight and decay, nnet = neural network with a single layer, ranger = random forest, svmLinear2 = Support Vector Machines with Linear Kernel.

(C) Receiver operator characteristic curve and average area under the curve results generated by the random forest model on the test dataset. There are four

curves (representing each of the four possible classifications) that almost completely overlap.

(D and E) External validation of the random forest model on shDROSHA and shDICERmicroarray data. 405 out of 636 high-confidencemiRNAs were predicted to

be bound and affected by DROSHA. 416 out of 636 high-confidence miRNAs were predicted to be bound and affected by DICER1.
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In order to identify the most effective machine learning algorithm, we trained four different algorithms: gradient boosted machines, sup-

port vector machines, neural networks, and random forests. Before training, the data were pre-processed by centering (subtracting themean

of each feature from all values in that feature), and scaling (dividing the values in a feature by the standard deviation of that feature). During

training, 10-fold cross-validation was performed to further optimize the algorithms. 10-fold cross-validation splits the training data into 10

equal parts, trains on 9 parts, and then tests on the remaining 1 part. This process is repeated until all parts have been used as a test set

and performance metrics are averaged across all sets. After training, all four algorithms were tested on the 10% of the unseen ground-truth

validation data for model selection. All algorithms performed well on the unseen validation data by outcomemetric mean accuracy (the num-

ber of correct predictions divided by the total number of predictions). They also performed well on another outcomemetric: mean F1 metric.

The F1metric is the harmonic mean of precision (ratio of true positives to total predicted positives) and recall (ratio of predicted true positives

to all positives in the ground truth). The F1 gives a more holistic view of the algorithms’ performance than accuracy alone because it incor-

porates both precision and recall. We use a ‘‘mean’’ accuracy and F1 since there are four different outcomes and therefore four different F1

scores. All algorithms performed relatively well on accuracy and F1 scores during validation, with random forest and gradient boosted ma-

chines performing the best (Figure 4B); we therefore picked the fully trained random forest model as the final model we term ‘‘sRNA-Effector’’

and applied it to the 10% dataset aside as test data. A receiver operator characteristic curve and area under the curve analysis shows an

average of 0.9962 for prediction of each of the four classes using the random forest model on the test dataset (Figure 4C).

For external validation of the model we turned to independently derived microarray data for RNA-level changes following knockdown of

key miRNA biogenesis genes DROSHA and DICER in MDA-MB-231 breast cancer cell lines22 (GSE48160). Here we are not using any eCLIP or

RNA-seq data that were used to develop themodel. Following feature curation for these two datasets, we asked whether sRNA-Effector clas-

sifies DROSHA andDICER asmiRNAbinders and/or effectors. In this validationDROSHAandDICER are predicted to bind and regulate�60%

of miRNAs using only the three sets of features (repression effects frommicroarray, miRNA features, and protein features) that did not include

eCLIP data (Figures 4D and 4E). Given earlier findings that DROSHA depletion does not have a dramatic effect on a large proportion of

miRNA targets in K562, we also ran sRNA-Effector on the ENCODE shDROSHAdataset from K562 and an independent DROSHA knockdown

dataset also conducted in K562 cells. In both datasets, DROSHAwas depleted about 2-fold, yet very fewmiRNAs were predicted to be bound

and affected by DROSHA knockdown (Figure S5 compared to Figure 4D). These data show that sRNA-Effector is also capable of detecting
6 iScience 27, 109300, March 15, 2024



Table 1. sRNA-Effector features

Feature category Feature (see STAR Methods for details)

Target repression ES50

ES90

ES10

p value

FDR

SDtargets

SDnontargets

miRNA sequence numerically encoded pre-miRNA sequence

Query protein features (physicochemical & Gene Ontologies) aliphatic index

Boman (Potential Protein Interaction) index

theoretical net charge of the protein sequence

hydrophobicity index

instability index

molecular weight

isoelectric point

Cruciani properties

Kidera factors

protFP descriptors

regulation of translation (GO:0006417)

response to virus (GO:0009615)

miRNA metabolic process (GO:0010586)

double-stranded RNA binding (GO:0003725)

nuclease activity (GO:0004518)

RNA helicase activity (GO:0003724)

RNA catabolic process (GO:0006402)

Further details in STAR Methods.

*Abbreviations: ES50, effect size at 50th percentile; ES90, effect size at 90th percentile; ES10, effect size at 10th percentile; SD, standard deviation.
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cell-type-specific differences in miRNA effector function, though some of the differences could be due to variability in the knockdown of the

test gene (DROSHA in this case).

Using sRNA-Effector to predict putative miRNA effectors from independent datasets

To use sRNA-Effector to screen for miRNA effectors, we processed 55 independent microarray datasets with knockdown R2-fold, together

covering 41 genes. The majority of genes are predicted by sRNA-Effector to not bind miRNAs but can still affect activity of some miRNAs

(Figure 5A: top group ‘‘NotBinderEffector’’; Table S6). In addition, 13 microarray datasets revealed 9 genes that are predicted to bind and

affect miRNAs (Figure 5A, bottom group; Table S7). We proceeded to investigate the hits from both categories.

Case 1: sRNA-Effector identifies STK33 kinase as an miR effector

The ‘‘NotBinderEffector’’ genes predicted by sRNA-Effectormight not be directmiRNAbinders, but theymay still affectmiRNA levels or func-

tion. To validate sRNA-Effector’s ability to predict "NotBinderEffector" proteins, we decided to test the effect of kinase STK33 on miRNA

function. We chose STK33 because it was predicted to affect a substantial proportion of miRNAs, had not been explored for its effects on

miRNA regulation, is a protein kinase and AGO2 has been found to be regulated by phosphorylation,23 and could be readily inhibited by

a commercially available compound ML281. Knockdown of STK33 in the GSE15151 dataset resulted in a positive ES distribution; therefore,

STK33 likely increases miRNA levels or function (Figure 5B). miR-186-5p was predicted to be significantly affected but not bound by STK33 in

the acute myeloid leukemia cell line SKM-1, while miR-92a-3p was not predicted to be bound or affected by STK33 in any cell line. Indeed,

inhibition of STK33 in 293T withML281 results in derepression of anmiR-186-5p luciferase reporter (Figure 5C) but did not result in statistically

significant alterations in an miR-92a-3p luciferase reporter (Figure 5D). Notably, the decreased miR-186-5p activity is not due to decreased

miRNA level (Figure 5E), suggesting STK33 is modulating this miR’s activity by an unknownmechanism. AlthoughmiR-92a-3p levels appeared

to increase with ML281, the result did not pass the test of significance.
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Figure 5. Discovery of small RNA effectors using sRNA-Effector

(A) Heatmap of sRNA-Effector predicted classifications for 55 microarray datasets from the GEO database. Note color is on log2 scale with a pseudocount of

0.001 added to avoid log2 of zero. The bold genes are the ones followed up for validation.

(B–E) STK33 knockdown or inhibition derepresses specificmiRNA targets. B) Distribution of effect size (ES) for miRNA targets after STK33 knockdown (GSE15151).

(C and D) Luciferase reporter assay for miR-186-5p (C) and miR-92a-3p (D) after inhibition of STK33 with ML281 (p value by one-sample t test, n = 7; data are

represented as mean G SE). (E) miR-186-5p level is not altered by ML281 treatment (20 mM, 48 h). miR expression is normalized to spike-in control and

DMSO treatment (p value by one-sample t test, n = 3).
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Case 2: sRNA-Effector identifies miRs affected by SFPQ

The most intriguing hits by sRNA-Effector prediction are the nine factors categorized to bind and affect miRNAs (Figure 5A, bottom group

‘‘BinderEffector’’). These represent potential direct miRNA regulators. Ranking the genes by the number of miRNAs predicted to be bound

and affected placed BMI1 at the top of the rank list for binding and affecting themost miRNAs (�300 out of�600miRNAs tested) (Figure 6A).

The second top prediction, SFPQ, has been shown to positively regulatematuration and/or repression bymiRNAs, includingmiR-17-9224 and

let-7.25 sRNA-Effector predicts 104 miRNAs to be bound and affected by SFPQ, including previously reported miR-17-5p, miR-19a-3p, miR-

20a-5p, and miR-20b-5p. All predicted 104 miRs show an overall positive ES upon SFPQ knockdown (Figure 6B), indicating its role in upre-

gulating miRNA level or activity. We decided to follow up onmiR-182-5p, which displayed the most significant positive ES upon SFPQ knock-

down (Table S7) and has not been shown to be regulated by SFPQ. After knocking down SFPQ in HeLa cells (Figure 6C), miR-182-5p
8 iScience 27, 109300, March 15, 2024
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Figure 6. sRNA-Effector identifies miRs affected by SFPQ

(A) Ranking of the 55 datasets by the proportion of miRNAs predicted to be bound and affected by knocked-down genes.

(B) Distribution of effect size (ES) for miRNA targets after SFPQ knockdown (GSE13857).

(C) SFPQ is knocked down by siRNA in HeLa cells. Relative SFPQ expression is normalized to U6 small RNA.

(D) SFPQ knockdown abrogated miR-182-5p repression activity, as measured by miRNA 30 UTR dual-luciferase reporters (Y axis indicates siSFPQ versus siNC,

p value by two-sample unpaired t test, n = 4, ***p < 0.001). Data are represented as mean G SD.
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repression activity was significantly decreased (its target was derepressed) (Figure 6D), confirming that SFPQ positively regulates the activity

of this miR.

Case 3: sRNA-Effector predicts miR binder effectors such as BMI1

The success of using sRNA-Effector to identify known miR regulator SFPQ as the second top hit prompted us to look into the top hit BMI1.

BMI1 is a proto-oncogene that functions tomaintain the transcriptionally repressed state of genes as part of the Polycombgroupmultiprotein

PRC1-like complex (PcG complex), and this not only represses genes directly but may also lead to some genes being induced indirectly.26

Intriguingly, BMI1 has not been shown to directly regulate miRs (Figure 7A; Table S7).To validate BMI1 as an miR regulator, we analyzed

an independent dataset where BMI1 was knocked down in the cholangiocarcinoma cell line QBC939 followed by RNA-seq of both mRNAs

and sRNAs (GSE163175).27 sRNA-Effector, using the repression features from the mRNA RNA-seq data along with the other two features,

predicted that about 30% of miRNAs were bound and affected by BMI1 (Figure 7B). Using the short RNA sequencing data we determined

the effect of BMI1 knockdown at level of expression of miRNAs. As expected, miRNA levels were both induced or repressed after shBMI1.

The log2 fold change of miRNAs after shBMI1 was significantly negatively correlated with the ES obtained from RNA-seq after shBMI1 (Fig-

ure 7C), consistent with the idea that shBMI1 could regulate many miRNAs by affecting the abundance of the miRNAs. However the negative

correlation coefficient of �0.23 leaves open the possibility that not all miRNAs are regulated by a change in abundance when BMI1 is

knocked down.

We therefore experimentally validated BMI1’s effect on miR activity in DAOY medulloblastoma cell line, the same cells where BMI1 were

predicted to be a topmiR binder effector (Figure 6A). We selected threemiRNAs,miR-1343-3p, miR-504-5p, andmiR-149-5p, based on nega-

tive ES after BMI1 knockdown in both QBC939 (Figure 7C) and DAOY (Table S7). Knocking down BMI1 by small interfering RNA (siRNA) (Fig-

ure 7D) significantly repressed the reporters targeted by these three miRNAs (Figure 7E) so that, if this was due to change in miRNA abun-

dance, wewould expect themiRNA levels to increase. However, the increased repression was not accompanied by increase in any of the three

miR levels (Figure 7F), suggestingBMI1 is regulating the activities of thesemiRs by an unknownmechanism that does not involve change in the

transcription or abundance of the miRs.
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Figure 7. sRNA-Effector predicts miR binder effectors such as BMI1

(A) sRNA-Effector predicts both positive and negative miR binder effectors, including BMI1 as a novel negative regulator. See also Tables S7 and S8.

(B) Classification results of sRNA-Effector on a separate shBMI RNA sequencing experiment (GSE163175).

(C) Pearson correlation between effect size (ES) from shBMI1 RNA sequencing from (B) and the log2 fold change in miRNA after shBMI1 followed by small RNA

sequencing (GSE163094) in QBC939 cells. Labeled points are a subset of points that have significant adjusted p values for both differential expression and ES, or

(in red) the ones we validate experimentally in DAOY cells.

(D) BMI1 is knocked down by siRNA in DAOY cells. Relative BMI1 expression is normalized to ACTB.

(E) BMI1 knockdown enhanced miRNAs repression activity, as measured by miRNA 30 UTR dual-luciferase reporters (Y axis indicates siBMI1 versus siNC, p value

by two-sample unpaired t test, n = 4).

(F) miR levels after BMI1 knockdown. miR expression is normalized to spike-in control and siRNA negative control (p value by one-sample t test, n = 3,

***p < 0.001). Data are represented as mean G SD.
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DISCUSSION

A basic understanding of sRNA biology has led to the creation of pharmaceuticals with unprecedented specificity and durability. Continued

elucidation of miRNA biology will help identify new ways to improve sRNA therapeutics. We are only just beginning to understand the meta-

bolism and regulation of miRNAs by RNases such as the DIS3 family28–30 and TDMD.7,8,31–34 In this work we developed a new approach for

identifying putative miRNA effectors by assessing effects on miRNA targets following perturbation of a gene of interest (termed ES analysis).

As a proof of concept, we show a concerted derepression of miRNA targets after knockdown of DROSHA, known to be important for the

biogenesis of most miRNAs. Similar effects are observed after knockdown of other genes known to be involved in the biogenesis (e.g.,

DICER) or function (e.g., AGO2) of miRNAs. Although DROSHA is believed to be involved in the biogenesis of the vast majority of miRNAs,

it is interesting to note the small median ES after Drosha knockdown in some experiments (for example Figure 1B) and the prediction by

sRNA-Effector that DROSHA is neither a binder nor an effector of �30% miRNAs (Figure 4D). We attribute this to differences in levels of

expression and stability of various miRNAs and even differences in the amount of knockdown of DROSHA protein achieved in different ex-

periments. For instance, an miRNA that is not expressed at all in a cell line is unlikely to be repressed further by DROSHA knockdown, or an

miRNA that is very stable may not show a significant decrease in levels during the time frame of the experiment. The result highlights that it is

not the magnitude of the ES50 but the consistency of effects seen on multiple miRNA targets that is important in predicting possible sRNA

regulators/effectors.

Having established ourmethod is sensitive enough to detect knownmiRNA effectors, we next analyzed ENCODE RNA-seq data following

shRNA-mediated knockdown, which also showed a general derepression of miRNA targets after DROSHA knockdown in both HepG2 and

K562 cell lines. Expanding our ES analysis to the rest of the shRNA-seq data, we identified several splicing factors that appear to be involved in

increasing repression by miRNAs, including U2AF2, RBM39, and RAVER1. Splicing has been linked to miRNA biogenesis, especially for miR-

NAs located within introns.35–41 However, to our knowledge, U2AF2, RBM39, and RAVER1 have received little attention for their potential role

in regulation of miRNA levels or function. Interestingly, it was shown that knockdown of U2AF2 reduces the levels of several mature miRNA

members of the miR-17-92 cluster and increases the expression of the precursor miRNA.37 Together, these data suggest that our ES analysis

reveals putative miRNA effectors worthy of future study.

Our ES analysis after shRNA-seq also revealed intriguing, cell-type-specific results. For example, SRSF7, PPIL4, and AKAP1 have effects in

opposite directions in HepG2 and K562 cells. Opposing ESs may be observed for a variety of reasons, including differential isoform expres-

sion, differential expression, or differences in miRNA expression. For example, although lowly expressed, miR-199a-5p is expressed at higher

levels in K562 than HepG2 in the ENCODE dataset (data not shown). It has been shown that overexpression of an miR-199a-5p mimic can

reduce the expression of AKAP1 at the RNA and protein level.42 One possibility is that basal expression of AKAP1 is kept lower in K562 cells

either at the RNA and/or at protein level and that further repression of AKAP1 with shRNA does not cause a major shift in miRNA expression

and function. On the other hand, higher basal expression of AKAP1 in HepG2 cells means that knockdownmay lead to amore dramatic effect

onmiRNAs and their targets. Similar mechanisms, andmyriad others, might explain disparate effects across different cell lines. The possibility

of cell type specificity for sRNA-Effector predictions cannot be completely ruled out, and it is important that users test the predictions across

multiple cell lines.

Since knockdown of a gene can have several indirect effects, we surmised that analysis of RNAs directly bound to proteins identified via

eCLIP would strengthen our ES-based analysis to identify true regulators/effectors of miRNAs. Indeed, we found that several hits from the ES-

based analysis bound miRNAs or precursor miRNAs. A previous study combined analysis of eCLIP and miRNA sequencing data after knock-

down of various genes to identify newmiRNA regulators.36 Additionally, several machine learning-based algorithms exist for the prediction of

RNA-binding protein (RBP) interaction with RNAs.43–48 However, both of these approaches are limited because either they require generation

of both binding andmiRNA expression data or predictions are limited in that it is unclear if RBP interaction with target RNA actually alters the

function of that RNA or in what direction. To that end, we combined the ES analysis (measuring repression of miRNA targets) with direct bind-

ing analysis (from eCLIP data) to generate ground-truth data classifying�60 genes into four groups based on their ability to bind miRNAs or

alter miRNA activity. This ground-truth data were used to develop a predictive model based solely on genome-wide transcriptomics data

following knockdown of a gene together with sequence features of the miRNA and the knocked-down protein. The predictive model,

sRNA-Effector, was able to accurately classify genes wherewe only had transcriptomics data after knockdown (but no binding data) as binders

and/or effectors. sRNA-Effector was able to accurately predict that key miRNA biogenesis enzymes DROSHA and DICER were binders and

effectors of miRNAs (Figures 4D and 4E). sRNA-Effector also showed that DROSHA depletion in K562 cells had fewer ‘‘BinderEffector’’ pre-

dictions than one would expect (Figure S4) but is consistent with our earlier ES analysis in K562 cells from ENCODE. These data suggest that

there may be a protein that substitutes for DROSHA in K562 cells in the biogenesis of miRNAs or that DROSHA has alternative functions that

compete for its role in miRNAbiogenesis in this cell line. The finding that there are three times as many DROSHA eCLIP peaks outsidemiRNA

space compared to HepG2 is intriguing and deserving of future research. For example, DROSHA has been found to have key miRNA-inde-

pendent roles in hematopoietic stem cells, which may at least in part explain these findings.49 These data also highlight the ability of sRNA-

Effector to detect cell-type-specific functions. Application of sRNA-Effector to publicly available microarray data from the GEO suggested

several miRNA effectors including STK33, SFPQ, and BMI1.

Using sRNA-Effector, we predict and validate STK33 as a ‘‘NotBinderEffector.’’ STK33 is a serine/threonine kinase that has been associated

with phosphorylation and regulation of vimentin.50,51 STK33 has also been shown to be synthetic lethal in KRAS-dependent tumors, although

this has been a subject of debate.52–54 Themechanism by which STK33might regulate miRNAs is unclear, but vimentin has been proposed to

regulate miRNA targeting of tissue factor RNA in circulating tumor cells.55 Our results show that although ‘‘NotBinderEffector’’ proteins
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predicted by sRNA-Effector may not directly bindmiRNAor knownmiRNA effectors, they can be validated using reporter-based assays in cell

culture.

From our ground-truth data and the sRNA-Effector predictions, we have identified several genes that appear to regulate >100 miRNAs

(Figures 2B and 7A). Examples of such genes that globally regulate a large number of miRNAs (and a subset of the regulated miRNAs)

are given in Tables S3 and S4 and include genes like DROSHA that are involved in the biogenesis of nearly all miRNAs. We identified

BMI1 and SFPQ as the top miR binder effectors, with SFPQ as a positive regulator and BMI1 as a negative regulator. Indeed, SFPQ has

been previously found to regulate several miR levels and activities.24,25 Here our analysis suggests SFPQ may have a broader impact in

miR regulation. Lastly, BMI1 is a proto-oncogene that, as part of the PcG complex, maintains a transcriptionally repressed state. EZH2 of

the PcG complex has been implicated in repression of several miRNAs,56,57 but little is known about BMI1-mediated regulation of miRNAs.

Intriguingly, sRNA-Effector predicts that BMI1 either directly binds miRNA or interacts with known miRNA effector proteins and regulates

miRNA function. Our data suggest that, in addition to BMI1’s regulation of transcription, BMI1 may also control gene expression in a

post-transcriptional manner. The mechanism by which BMI1 can induce some miRNAs and repress others is unclear. BMI1-mediated repres-

sion of an miRNA can be explained by the known mechanism of action for BMI1: ubiquitination of histone H2A on lysine 119 and subsequent

chromatin condensation and transcriptional silencing of the pri-miRNA.58–60 BMI1-mediated induction of specificmiRNAsmight be explained

by BMI1 transcriptionally silencing a repressor of miRNA expression or function. BMI1may also either directly or indirectly (via interaction with

known miRNA effectors, such as Ago2) interact with miRNAs and enhance their expression or function.

Another interesting application of sRNA-Effector is to identify regulators/effectors that act on a few specific miRNAs. For example, LIN28

A/B are known to interact with let-7. Interaction between let-7 family members and LIN28B can be detected by eCLIP in HepG2 (Figure S4);

however, we did not observe a significant effect of LIN28B targeting on let-7 activity. This could be due to insufficient knockdown of LIN28B or

perhaps LIN28B-mediated let-7 regulation is effective on only a subset of let-7 targets. Furthermore, LIN28B depletion has different effects

depending on the cell type. For example, in HepG2, depletion of LIN28B led to enhanced repression of miR-374a/b-5p, miR-27a/b-3p, and

miR-128-3p targets, suggesting a role for LIN28B in increasing the levels or function of thesemiRNAs in HepG2 (Table S4). On the other hand,

depletion of LIN28B in K562 cells only resulted in a significant derepression of miR-126-5p targets, suggesting a role for LIN28B in decreasing

the expression or function of miR-126-5p in this cell type (Table S4). The cell-specific role of LIN28B on non-let-7 miRNAs is worthy of future

study. Because of the identification of BMI1 as a BinderEffector or many miRNAs, other interesting genes to test are members of the PrC2

complex, SUZ12 and EED, as well as RING2 of the PrC1 complex. EZH2 has been previously reported to repress the expression of certain

miRNAs and contribute to tumorigenesis.56,57 In the opposite direction, it would be interesting to identify effectors of miR-451a, a DICER-

independentmiRNA. Interestingly, we identify several genes that are classified as BinderEffector or notBinderEffector for only a small number

of miRNAs in our GEO microarray screen. Examples of these genes (SIRT1, TP63, HNRNPA1B2, and PARG) and the putatively regulated

miRNA(s) are included in Tables S6 and S7. Future experiments will determinewhether genes in both these classes (global vs. miRNA-specific)

are bona fide regulators of these miRNAs and how the regulation is achieved.

Together, our data show that the abundance of sequencing data that are publicly available can be used to make new discoveries in sRNA

biology, even when sRNA profiling after gene knockdown or binding data of the proteins are unavailable. Importantly, sRNA-Effector is avail-

able for download and only requires a log2 fold change file from transcriptome profiling. As more transcriptomic data are produced after

knockdown of various cellular genes, we believe that sRNA-Effector will be a valuable tool in finding regulators of sRNA biology.
Limitations of the study

sRNA-Effector is a model that uses machine learning to predict putative miRNA effectors. As with any machine learning-based model, pre-

dictions rely on the underlying data used to train themodel. Although this approach has the advantage of utilizing accumulated knowledge, it

is also a limitation in that themodel can only make predictions based on what is already known. In other words, sRNA-Effector does not incor-

porate new features of sRNA regulation or biogenesis. Additionally, as previously stated, it is important to recognize that sRNA-Effector pre-

dictions may be cell type specific. Any predictions made should be validated in both the original cell type that generated the input transcrip-

tomic data and other cell types if more global conclusions are to be drawn.
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Chemicals, peptides, and recombinant proteins

ML281 (STK33 inhibitor) Selleck Chemicals Cat#S0431; CAS: 1404437-62-2

ML281 (STK33 inhibitor) Tocris Bioscience Cat#4880; CAS: 1404437-62-2

Critical commercial assays

Direct-zol RNA extraction kit Zymo Research Cat#R2052

miRCURY LNA RT kit Qiagen Cat#339340

miRCURY LNA SYBR Green PCR kit Qiagen Cat#339345

Dual Luciferase Reporter Assay Promega Cat#E1910

Deposited data

Processed eCLIP data and mRNA-seq

data in HepG2 and K562

ENCODE https://www.encodeproject.org

Microarray and RNA-seq datasets

after gene knock-down

Gene Expression Omnibus See Tables S6 and S7

Depletion of DROSHA, DGCR8,

DICER, AGO2 (Figure 1)

Gene Expression Omnibus GSE13639, GSE160819, GSE13640, GSE89942

Experimental models: Cell lines

HEK293T ATCC Cat#CRL-3216

HeLa ATCC Cat#CCL-2

DAOY ATCC Cat#HTB-186

Oligonucleotides

siBMI1 Sigma Cat#SASI_HS01_00175765

siSFPQ Qiagen Cat#GS654798

qPCR primers This paper See Table S9

miRCURY LNA assays Qiagen Cat#339306 (see Table S9)

Recombinant DNA

Psicheck2 Promega Cat#C8021

miR reporters This paper See Table S9

Software and algorithms

sRNAeffector code This paper https://github.com/bw9bj/sRNA-Effector

unitas v1.7.0 Gebert et al.61 https://www.smallrnagroup.uni-mainz.de/software.html

R DESeq2 package v1.40 Love et al.62 https://bioconductor.org/packages/release/bioc/html/DESeq2.html

Biogrid Stark et al.63

Oughtred et al.64
https://thebiogrid.org/

Gene Ontology Ashburner et al.65

Gene Ontology Consortium66

https://cran.r-project.org/web/packages/biomartr/index.html

R package biomaRt v2.48.3 R package https://cran.r-project.org/web/packages/biomartr/index.html

R package peptides v2.4.4 R package https://cran.r-project.org/web/packages/Peptides/index.html

R caret package v6.0 R package http://topepo.github.io/caret/index.html

miRBase Kozomara et al.12,13 https://mirbase.org/

miRDB Liu et al.15 https://mirdb.org/mirdb/index.html

TargetScan v8.0 McGeary et al.16 https://www.targetscan.org/vert_80/

(Continued on next page)
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miRTarBase v9.0 Huang et al.17 https://mirtarbase.cuhk.edu.cn/�miRTarBase/

miRTarBase_2022/php/index.php

MirGeneDBv2.0 Fromm et al.14 https://mirgenedb.org/
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RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Anindya Dutta

(duttaa@uab.edu).

Materials availability

Plasmids generated in this study will be made available upon request. We may require a payment and/or a completed materials transfer

agreement in case there is potential for commercial application.

Data and code availability

� This paper analyzes existing, publicly available data. These accession numbers for the datasets are listed in the key resources table.
� The original code to this algorithm ‘‘sRNA-Effector v1.0’’ has been deposited and is publicly available on github: https://github.com/

bw9bj/sRNA-Effector.

� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

HEK293T cells (ATCC #CRL-3216, Female) and HeLa cells (ATCC #CCL-2, Female) were grown in DMEM/high glucose (Corning #10-013-CV,

4500 mg/L glucose, 4 mM L-glutamine, 110 mg/L sodium pyruvate) with 10% FBS and 1% penicillin/streptomycin. DAOY (ATCC #HTB-186,

male) were grown in Eagle’s MEM (Corning #10-009-CV) with 10% FBS and 1% penicillin/streptomycin. All cells were routinely tested for my-

coplasma and maintained in humidified incubators with 5% CO2 at 37
�C. All cell lines were directly purchased from ATCC and used in their

early passages. We also authenticated HEK293T and HeLa by STR method.

METHOD DETAILS

Sequencing data and analysis

Processed Enhanced crosslinking ligation and immunoprecipitation (eCLIP) data andmRNA sequencing after shRNAmediated knockdownof

cellular proteins was done by ENCODE in HepG2 (liver cancer) and K562 (myeloid leukemia) cells. These data were downloaded from the

ENCODE data portal. Microarray data from other knockdown experiments was downloaded from the gene expression omnibus (GEO). Mi-

croarray data was processed using GEO2R. GEO predictions and accession numbers are listed in Tables S6 and S7. For GEOmicroarray data

to be considered high quality, knockdown efficiency of the gene of interest had to be greater than or equal to 2 fold. Unitas61 was used tomap

small RNAs after shBMI1. DESeq262 was used for differential expression analysis of small RNA sequencing after knockdown of BMI1.

Derivation of predictive model

Ground truth data

eCLIP data identifies whether a protein is a Binder or NotBinder to miRNAs. mRNA sequencing data following knockdown of a given gene

identifies whether the target mRNAs are repressed or induced relative to non-targets, and if an effect is seen (defined by the specific cut-off

below), the protein is an Effector, and if no effect is seen, the protein is aNotEffector. In thismanner we produce ground truth data for building

a model that classifies a gene as a ‘‘BinderEffector’’, ‘‘NotBinderEffector’’, ‘‘BinderNotEffector’’, or ‘‘NotBinderNotEffector’’ for a given

miRNA.

For a gene to be considered a ‘‘binder’’, the protein had to have a peak called that intersects with a miRNA locus. We extended the defi-

nition of ‘‘binder’’ to include proteins that are known to interact with proteins involved in the miRNA metabolic process. Proteins that were

included in the GO term ‘‘miRNA metabolic process’’ (GO:0010586) were used to search Biogrid for protein-protein interactions.63,64 There-

fore, a binder can interact directly with a miRNA or interact with a known miRNA interacting protein.

For a gene to be considered an ‘‘effector’’, CDF plots of themiRNA targets and non-targets following knockdown of the gene should show

a significant difference by the two-sidedWilcoxon Rank Sum test (p-value < 0.05). miRNA targets were obtained frommirdb.15 The effect size

of the knockdown is calculated as the log2 fold change of targets minus the log2 fold change of the non-targets (as defined in67) at the 50th

percentile on the Y-axis of CDF plots (Fraction of genes). This statistic serves to summarize the strength of target repression or derepression.
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This is the value referred to as ES or ES50 in themanuscript. However, for themachine learning, we also use the Effect size at the 90th percentile

(ES90) and at the 10th percentile (ES10) as additional features (Table 1).

Only high confidencemiRNAs as defined by miRBase12 were used for target prediction and eCLIP binding analysis. High confidencemiR-

NAs are those that havemiRNA readsmapping to both the 5p and 3p strand of themiRNAduplex, have a hairpin precursor structure, have�2

nt 30 overhang, and a consistent 50 end.

Model training, testing, and validation

We wanted to develop a machine learning algorithm that can identify regulators of microRNAs using only transcriptome analyses after gene

knockdown and features embedded in the sequence of themicroRNAs and of the proteins being queried. The code to this algorithm ‘‘sRNA-

Effector v1.0’’ is now available on github: https://github.com/bw9bj/sRNA-Effector.

Ground truth data necessary for developing a machine learning based model were the four classes of genes ("BinderEffector", "NotBin-

derEffector", "BinderNotEffector", "NotBinderNotEffector") from the �60 genes that were classified by the effect size analysis and eCLIP

data as described above and in results.�12,000 protein-miRNA pairs were included in the final ground-truth dataset, with about�6,000 pro-

tein-miRNA pairs remaining following feature curation. These were split 80:10:10 for training, validation, and testing, respectively. R caret

package68 was used for all aspects of model training, validation, and testing. All data was scaled and centered. Additionally, during training,

10-fold cross validation was employed.

Feature definitions

The features used as predictors in themachine learningmodels can be broadly grouped into three categories: 1) target repression features, 2)

miRNA sequence features, and 3) query protein features.

(1) Target repression features included: i) The effect size of miRNA mediated target repression at the 50th percentile on the Y -axis (Fig-

ure 4.1A), ES50. This is calculated by subtracting the log2 fold change of the non-targets from the log2 fold change of the targets at the

50th percentile on the Y-axis in the CDF plots of targets vs. non-targets. (Figure 4.1A) ii) The effect size at the 90th percentile. iii) The

effect size at the 10th percentile. iv)The p-value from a two-sidedWilcoxon Rank SumTest of the separation of the target vs. non-target

CDF plots and the D value. The D value is the maximum vertical distance between the two curves. v). A false discovery rate adjusted

p-value was also calculated. vi) The standard deviation for the log2 fold change of the targets. vii) The standard deviation of the log2

fold change of the non-targets.

(2) miRNA sequence features were numerically encoded sequences of precursor miRNA and 5’ and 3’ flanking sequences such that all

sequences were 125 nucleotides. These sequences were obtained from Kim et al. 2021.69 This converts the nucleotide sequences

to numeric, which is required for most machine learning algorithms.

(3) Query protein physicochemical features: In order to reduce the number of features, we used physicochemical properties of the query

proteins rather than directly encoding the amino acids. Amino acid sequences for proteins were downloaded from Ensembl using the

R packagebiomaRt.70 For each protein, we calculated the following using the Peptides R package:71 i) the aliphatic index, ii) the Boman

(Potential Protein Interaction) index, iii) the theoretical net charge of the protein sequence, iv) hydrophobicity index, v) instability index

of the protein, vi) molecular weight, vii) isoelectric point, viii) the Cruciani properties of the query protein, ix) the Kidera factors, and x)

the protFP descriptors. Gene ontologies were also used as features.65,66 These include: i) regulation of translation (GO:0006417), ii)

response to virus (GO:0009615), iii) miRNA metabolic process (GO:0010586), iv) double stranded RNA binding (GO:0003725), v)

nuclease activity (GO:0004518), vi) RNA helicase activity (GO:0003724), vii) RNA catabolic process (GO:0006402).
Cell lines and treatment

HEK293T cells (ATCC #CRL-3216) and HeLa cells (ATCC #CCL-2) were grown in DMEM/high glucose (Corning #10-013-CV, 4500 mg/L

glucose, 4 mM L-glutamine, 110 mg/L sodium pyruvate) with 10% FBS and 1% penicillin/streptomycin. DAOY (ATCC #HTB-186) were grown

in Eagle’s MEM (Corning #10-009-CV) with 10% FBS and 1% penicillin/streptomycin. All cells were maintained in humidified incubators with

5% CO2 at 37
�C.

STK33 inhibitorML281 (Selleckchem #S0431 or TOCRIS #4880) was dissolved with DMSO tomake 50mM stock. Cells were treated with 10-

20 uM ML281 for 48 hours. siBMI1 (Sigma #SASI_HS01_00175765) was transfected twice with RNAiMax (Life Technologies #13778-150) at a

final concentration of 1 nM. siSFPQ (Qiagen FlexiTube #GS654798) was transfected twice with RNAiMax at a final concentration of 5-

10 nM. siNC (Qiagen #1027310) was used as non-targeting control. RNA extraction and reporter assay reading was performed 96-hours after

first siRNA transfection. After treatment, cells were washed on ice twice with cold PBS and Trizol addeddirectly to cells before RNA extraction.

RNA extraction and RT-PCR

RNAwas purified using theDirect-zol kit (ZymoResearch #R2052), including the on-columnDNase digestion step. For confirmation of BMI1 or

SFPQ knock-down, cDNA was synthesized by PrimeScript 1st strand cDNA synthesis kit (Takara #6110) followed by qPCR with PowerTrack

SYBR Green master mix (Applied Biosystems #A46109). Relative expression was derived by ddCt method, compared to ACTB or U6 expres-

sion. For measurement of miR levels, miRCURY LNA RT kit (Qiagen #339340) and miRCURY LNA SYBR Green PCR kit (Qiagen #339345) was
18 iScience 27, 109300, March 15, 2024
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used with spike-in controls added to the same amount of total RNAs. The complete list of qPCR primers and miRCURY LNA assays (Qiagen

#339306) are listed in Table S9.
Luciferase reporter construction and assay

Dual luciferase reporters were constructed on the basis of psicheck2 (Promega #C8021). miR target site (perfect complementary sequence to

corresponding mature miR sequence) was inserted into Renilla luciferase 3’ UTR between PmeI and XhoI sites. In HEK293T: 2 ng of reporter

plasmid and 250ng pcDNA3 were reverse transfected into 293T cells using the standard Lipofectamine 2000 protocol. 24 hours later, the indi-

cated amounts of STK33 inhibitor ML281 were added to cells. After 48 hours luciferase assay was conducted according to the protocol out-

lined by the Dual Luciferase Reporter Assay (Promega #E1910). In DAOY, 25000 cells were seeded in 24 well plate (Corning#353047) and BMI1

was reversed-knocked down by 1 nM siBMI1 using RNAiMAX lipofectamine (Life Technologies #13778-150), and 24 hours later another round

of knock down took place. siNC (Qiagen #1027310) was used as non-targeting control. 24 hours after the second transfection, cells were trans-

fected with 200 ng dual luciferase 3’UTR reporters containing target sites for miR-1343-3p, miR-504-5p and miR-149-5p using Lipofectamine

3000 kit (Life Technologies #L3000-015). 48 hours later cells were washed twice by PBS, luciferase assay was conducted according to the pro-

tocol outlined by the Dual Luciferase Reporter Assay (Promega #E1910) using GLOMAX 96 microplate luminometer (Promega). In HeLa cells,

the same protocol as DAOY was performed, except that 5 nM of siRNA was used and 10-100 ng reporter plasmids were used. The luciferase

activity was measured 24 hours later than the reporter transfection. For all reporter assays, empty psicheck2 was included as negative control.

The complete list of luciferase reporters is listed in Table S9.
QUANTIFICATION AND STATISTICAL ANALYSIS

For global gene expression analysis (bothmicroarray and RNA-seq), CDF plots of themiRNA targets and non-targets following knockdown of

the gene are evaluated by two-sided Wilcoxon Rank Sum test (significance cut-off, p-value < 0.05). miR expression is normalized to spike-in

control and control treatment and evaluated by one-sample t test (n = 3) with significance cut-off p value < 0.05. miRNA 3’ UTR dual-luciferase

reporters between siSFPQ (or siBMI1) and siNC are evaluated by two-sample unpaired t test (n = 4) with significance cut-off p value < 0.05. ‘‘n’’

represents the number of replicates in experiments or number of targets in CDF plots. Statistical details can also be found in the figure

legends.
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