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During the last decade, enhanced com-
puting power and the availability of 
large amounts of data have prompted 
the practical use of artificial intelligence 
in health care. Health and medical jour-
nals now commonly include reports 
on machine learning and big data, and 
descriptions of the risks posed by, and 
the governance required to manage, 
this technology. Machine learning al-
gorithms are used to make diagnoses, 
identify treatments and analyse public 
health threats, and these systems can 
learn and improve continuously in re-
sponse to new data.

The tension between risks and 
concerns on one hand versus potential 
and opportunity on the other has shaped 
this issue of the Bulletin of the World 
Health Organization on the new ethical 
challenges of artificial intelligence in 
public health.

Data-driven discovery and analysis 
in health care can increase knowledge 
and efficiency as well as challenge social 
values related to privacy, data control 
and the monetization of personal in-
formation. In India, for example, the 
adoption of a system for assigning all 
citizens a unique identification number, 
linking it to individual health records 
and several health-related schemes, 
raises ethical, legal and social issues, 
and the need for an appropriate ethical 
framework and data governance.1 These 
issues might be particularly challenging 
in low- and middle-income countries.

Trust is perhaps the overarching 
theme of the contributions to this issue, 
and it is indeed one of the central values 
in digital health. One article explores op-
portunities for a human-centric ethical 
and regulatory environment to support 
the evolution of trust-based artificial 
intelligence with special regard to health 
insurance.2 Likewise, trust plays a role 
along with empathy and compassion in 
the humane side of care, the importance 
of which must be preserved in exploring 

the kind of health care society ought to 
promote.3 Similarly, European Union 
guidance might be too context-specific 
and as such leaves too much room for 
local, contextualized discretion for it to 
foster trustworthy artificial intelligence 
globally.4 In the context of population 
health research, researchers propose a 
post-research review model for ethics 
governance of research using artificial 
intelligence.5 For mobile health re-
search in behavioural science, machine 
learning tools pose novel challenges for 
transparency, privacy, consent and the 
management of adverse events, all of 
which point to the need for consensus-
based guidelines.6

As use of artificial intelligence sys-
tems expands, accountability for harm 
to patients and responsibility for their 
safety entail the need for human control 
and understanding of these systems.7 
Other safeguards will require deliber-
ate investments in data quality, access 
to care and processes to minimize bias, 
all in the service of trustworthiness.8 
Success in integrating artificial intel-
ligence into everyday patient care, as 
for instance in the United Kingdom of 
Great Britain and Northern Ireland’s Na-
tional Health Service, is dependent on 
transparency, accountability and trust.9

In addition to trust, the values of 
fairness, justice and equity are seen as 
posing challenges even if other ethical 
duties are met. If artificial intelligence 
systems can explicitly improve equity, 
it is also a requirement that they do not 
worsen inequity.10 Thus, the case of ne-
glected tropical diseases in low-resource 
settings illustrates opportunities for 
improved public health, as well as new 
challenges.11 Globally, the potential 
to help address some shortages and 
unmet needs in public health and care 
services might be realized by artificial 
intelligence-controlled conversational 
agents or chatbots that give health ad-
vice. However, realizing this potential 

will require the collaborative establish-
ment of best practices and international 
ethics guidelines for technologies that 
replace humans.12

The field of bioethics emerged and 
grew in response to the development 
of new technologies and, sometimes, 
related wrongdoing. Ensuring adequate 
education, governance and ongoing 
ethical scrutiny will be essential if we 
are to realize the benefits and minimize 
the risks of this new technology.

Questions of artificial intelligence 
accountability, equity and inclusiveness 
remain. The field is quickly evolving, 
and more artificial intelligence-based 
applications and services are becom-
ing available in high-income countries. 
Identifying better tools for benefit-shar-
ing and, simultaneously, evidence-based 
safeguards and criteria for appropriate 
uses and users to benefit everyone, 
including those in middle- and low-
income countries, is essential.

The World Health Organization 
(WHO) has made a commitment to 
addressing ethics, governance and 
regulation of artificial intelligence for 
health. In late 2019, WHO established 
an expert group to help develop a 
global framework for ethics and gov-
ernance in artificial intelligence. The 
goal of this initiative is to ensure that 
these technologies are aligned with the 
overarching aims of promoting fair and 
equitable global health, meeting hu-
man rights standards and supporting 
Member States’ commitments to achieve 
universal health coverage. ■
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