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Abstract
Background: Dental cone beam computed tomography (CBCT) images suffer from severe 
metal artifacts. These artifacts degrade the quality of acquired image and in some cases make it 
unsuitable to use. Streaking artifacts and cavities around teeth are the main reason of degradation. 
Methods: In this article, we have proposed a new artifact reduction algorithm which has three 
parallel components. The fi rst component extracts teeth based on the modeling of image histogram 
with a Gaussian mixture model. Striking artifact reduction component reduces artifacts using 
converting image into the polar domain and applying morphological fi ltering. The third component 
fi lls cavities through a simple but effective morphological fi ltering operation. Results: Finally, results 
of these three components are combined into a fusion step to create a visually good image which is 
more compatible to human visual system. Conclusions: Results show that the proposed algorithm 
reduces artifacts of dental CBCT images and produces clean images.
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Nowadays, three-dimensional (3D) imaging 
is one of the successful clinical applications. 
This imaging method has many advantages 
compared to the two-dimensional X-ray 
imaging and it is used as an important tool 
to evaluate the condition of the internal 
structures and organs. Among the other 
imaging methods, cone beam computed 
tomography (CBCT) imaging technique is a 
secure and reliable diagnostic method.[1] At 
the inception of the second decade of this 
century, CBCT machines are extensively 
presented in many states of the world. 
CBCT images are ruined with artifacts 
affected by high-density matters such as 
metal implants, dental fi llings, or surgical 
clips. Such high-density objects generate 
distinguished streak-like artifacts and 
shadows in CBCT images and hamper 
clinical applications, for example, radiation 
therapy treatment planning.[2] Supporting 
high-resolution 3D imaging of stiff tissues 
at a low radiation dose, CBCT has verifi ed 
to be benefi cial in many dental parts such 
as endodontics and orthodontics.[1] IN 
addition, several authors have studied metal 
artifact lessening using modifi ed scanning 
methods.[3]

In spite of improvements in imaging 
methods, researchers are faced with 
various problems. One of the problems is 
that high-density objects exist in CBCT 
images such as metal implants and dental 
fi llings and create a lot of artifacts. Metal 
artifacts are one of the numerous forms 
of artifacts observed in all kinds of CT 
imaging.[4] Metal artifacts stay a challenge 
for CT remodeling. The streaking artifacts 
affected by metal will critically reduce 
the image quality, which may seriously 
increase the diffi culty of diagnosis.[5] A 
raising number of CBCT devices have 
become existing over the last few years, 
displaying an extensive range in exposure 
parameters such as fi eld of view size, beam 
quality, amount of X-rays, and rotation 
arc. Furthermore, different sizes and 
types of detectors are used, and different 
reconstruction algorithms are applied. All 
these constraints infl uence the diagnostic 
image aspect in terms of image noise, 
high- and low-contrast resolution, and 
artifacts.[6,7]

Most of these researches use viewers to 
estimate artifact-associated parameters, 
which can be valuable to measure artifact 
lessening and diagnostic effects. However, 
this type of subjective estimation cannot 
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prepare a comparison of the effect of altered devices and 
procedures and cannot be used in routine quality control. 
Some researchers have evaluated the quantifi cation of 
metal artifacts using different attitudes.[8,9]

CBCT metal artifact lessening has a problem that the 
metallic substances in a human body have higher attenuation 
ratios than that of soft tissues and generate displeasing 
artifacts such as streak, noise, and shaded artifacts. These 
artifacts considerably reduce the graphical quality of the 
image and alter the skeletal structure close to metallic 
substances. The two key causes to generate metal artifacts 
are photon starvation and beam solidifi cation. The number 
of photons, which move through the metallic matters, is not 
as much of as the number of photons crossing through the 
nonmetallic matters. The noise and scatter generate streak 
artifacts in a reassembled CT image.[10]

The purpose of this study is to suppress metal artifacts 
in dental CBCT images to reconstruct suitable images 
with fewer artifacts and better visual quality. We have 
proposed an algorithm which is completely independent 
of scanning (data acquisition) and uses image processing 
techniques to reduce artifacts. This algorithm reduces 
streaking artifacts and fi lls cavities of dental CBCT images 
without distorting of valuable information in dental area. 
Considering independency of this algorithm from data 
acquisition part, it can be used along with other artifact 
reduction algorithms which modify scanning algorithm to 
reduce artifacts.

The remaining parts of the article are as follows: proposed 
algorithm section presents the proposed dental CBCT 
artifact reduction algorithm. The results section provides 
results of applying proposed algorithm and its evaluation. 
The article is concluded in conclusion section.

Proposed Algorithm
As mentioned before, dental CBCT images suffer from 
streaking artifacts and cavities around teeth. The proposed 
algorithm tries to overcome these problems. The overall 
structure of the proposed algorithm is shown in Figure 1.

As demonstrated in Figure 1, there are three parallel parts 
in the fi rst step. In teeth extraction part, teeth are recognized 
and extracted through a histogram-based thresholding 
and morphological fi ltering. In order to automate this 
procedure, histogram of the image is modeled as a 
Gaussian mixture model (GMM) and threshold is defi ned 
based on the parameters of the GMM. In streaking artifact 
reduction part, images are transferred into polar domain in 
order to convert streaking artifacts into vertical lines. Then, 
an adaptive morphological fi ltering is applied to eliminate 
these artifacts. Gray-level values of pixels in cavity regions 
correspond to the set of regional minima in the dental 
CBCT image which is similar to the defi nition of holes 
in the morphological image processing.[11] Usually, cavity 
regions of dental CBCT images do not include complex 

texture or image features. Therefore, we have used simple 
morphological fi lling algorithm to fi ll these areas based 
on the neighborhood information. After these three parts, 
a fusion step is applied to create a single image which 
includes benefi ts of all steps. The output of fusion step is a 
clean and artifact-free image. In the next subsections, each 
step has been explained in more detail. In order to show 
the effectiveness of each proposed step, a visual result of 
applying it on a single image is included.

Teeth extraction

In this part, we have proposed a method based on the 
image histogram to calculate a threshold value for teeth 
extraction. Gray scale value (intensity value) and the 
shape of teeth are used to segment these areas. The main 
procedure is to produce a binary image using thresholding 
and then refi ne that binary image by morphological 
fi ltering. In the thresholding, each pixel value is replaced 
with a black pixel if the image intensity is less than 
some predefi ned threshold, or a white pixel if the image 
intensity is greater than that threshold. The predefi ned 
value of threshold has great effect on the fi nal result. In 
dental CBCT images, the intensity value of streaking 
artifacts is near to the intensity value of the teeth area. 
Therefore, we need to choose the threshold accurately. 
In this section, we have proposed a method which uses 
histogram of dental CBCT images to defi ne an accurate 
threshold value. This threshold value decreases the amount 
of remaining streaking artifacts after thresholding. Suppose 
that I = (I [i, j]; 1 ≤ i ≤ M; 1 ≤ j ≤ N) is a digital image 
where I (i, j) denotes the gray-level value (intensity value) 
of the image at a pixel in ith row and jth column and M and 
N denote the number of rows and columns, respectively, 
then the total number of pixels in the image is M × N. 
Suppose that image intensity is digitized into L levels that 
are (I0, I1,…, IL − 1) therefore, it is obvious that . If the total 
number of pixels with gray level of Ik equals to nk, the 
probability density function (PDF) of Ik is as follows:

( )   ; 0,1, ,k
k

n
p I k L

M N
= = …

×
 (1)

The graphical demonstration of ( )kp I  versus kI  is 
defi ned as an image histogram.[12] Therefore, the image 
histogram shows frequency of appearance of each gray 
level on that image. The most popular number of levels in 

Figure 1: Proposed algorithm for increasing subjective quality of dental 
cone beam computed tomography images



Johari, et al.: Metal artifact suppression in dental CBCT

14 Journal of Medical Signals & Sensors | Volume 8 | Issue 1 | January-March 2018

a digital image is L = 256 which means it requires 8 bits to 
represent the value of each pixel. In dental CBCT images, 
gray-level values of most of the pixels are concentrated on 
three parts. Figure 2 shows a dental CBCT image together 
with its histogram.

Algorithm 1: Histogram extension

01:    0,   20center = Δ=

02:  10 while doΔ >

03:   1 n=

04: ( ) ( ) x center n x center n+ = −

05: ( ) ( )   1x center n x center nΔ= + − + −

06: n = n + 1

07: end while

08:   255,   20center = Δ=

09:  10 while doΔ >

10:   1 n=

11: ( ) ( ) x center n x center n− = +

12: ( ) ( )   1x center n x center nΔ= − − − +

13: n = n + 1

14: end while

Considering Figure 2b, the main intensity values are 
clustered in three regions. Background and cavities are 
shown in black, which corresponds to the near-zero peak in 
histogram. Mouth tissue is shown in gray, which corresponds 
to the second peak around 70. Finally, enamel, dentin, and 
metal objects are shown in white, which corresponds to the 
third peak around 255. Streaking artifacts have intensity 
values between the second and third peaks. In some cases, 
the intensity value of streaking artifacts is near to the value 
of dental parts. Therefore, we need to use an accurate 
threshold value to segment teeth area. Proper modeling of 
histogram can help us to obtain the desired threshold value.

Based on the shape of histogram, we have proposed to 
model that using GMM.[13] However, since only half of the 
Gaussian shape peaks exists in the fi rst and third peaks, we 
have extended histogram of image to get a modifi ed one. 

This modifi ed histogram makes it easier to model it using 
GMM. To do this, we have extended histogram using 
algorithm 1. Algorithm 1 extends the fi rst and third peaks of 
the histogram by duplicating data symmetrically with regard 
to n = 0 and n = 255, respectively. Extension continues 
until the difference between successive data samples gets 
smaller than a predefi ned threshold . The result of extending 
histogram of Figure 2 is shown in Figure 3.

Using extended histogram, we can model it as GMM. 
A one-dimensional GMM[14] is a weighted sum of M 
component Gaussian densities as given by Eq. 2 as follows:

( )
1

|  ( | , )
M

i i i
i

p x g xλ ω μ σ
=

=∑  (2)

where x is data vector, ; 1. . i i Mω = …  are the mixture 
weights and ( )| .  ; 1. . i ig x i Mμ σ = …  are the component 
Gaussian densities. Each component density is a 
one-dimensional Gaussian function of the form:

( ) ( )2

2

1| , exp  
22

i
i i

ii

x
g x

μ
μ σ

σπσ

⎧ ⎫−⎪ ⎪= −⎨ ⎬
⎪ ⎪⎩ ⎭

 (3)

with a mean of μi and standard deviation (SD) of iσ . The 
complete GMM is defi ned by the mean, SD, and mixture 
weight of each component:

{ }, ,  ; 1, , i i i i Mλ μ σ ω= = …  (4)

where λ is the set of the GMM parameters. Modifi ed 
histogram of CBCT images contains three peaks which 
yield M = 3. We have used expectation maximization[15] 
algorithm to obtain . After fi nding GMM model parameters, 
we use them to obtain threshold value. The main challenge 
in the determining threshold value is that the intensity value 
of some streaking artifacts is so close to the intensity value 
of teeth region. Therefore, inaccurate value of threshold 
transfers these artifacts into the binary image and degrades 
the fi nal result of teeth extraction procedure. We need to 
fi nd threshold value in a way to surpass streaking artifacts 
and retain teeth regions. Based on our data set, we found 
it empirically that after fi nding GMM parameters, the best 
place to set our threshold is given as follows:

Figure 3: Extended histogram
Figure 2: Cone beam computed tomography dental image and its histogram 
(a) dental cone beam computed tomography image, (b) related histogram

ba
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( )2 2 3 32 ( 2 )
Threshold  

2
μ σ μ σ+ + −

=  (5)

This threshold is used to convert gray-scale image into the 
binary image. In order to obtain binary image, pixels with 
value higher than (5) will be mapped to 1 and the remaining 
will be mapped to 0. After obtaining binary image, 
morphological opening is used to remove irrelevant objects 
and obtain a mask which contains teeth. Morphological 
opening (described with more details in morphological 
fi ltering section) includes an erosion followed by dilation. 
Erosion operation removes objects that are smaller than 
structuring element and dilation operation restores the 
shape of the remaining objects. We use a disk-shaped 
structuring element in morphological opening due to the 
disk-like shape of teeth. After obtaining the mask, we use 
a simple element-by-element multiplication to obtain the 
fi nal result of the teeth extraction.

Figure 4a shows the result of teeth extraction using 
proposed method. As one can see, original image in 
Figure 2a includes severe streaking artifacts with intensity 
values close to the intensity values of teeth. However, the 
proposed threshold selection method surpasses considerable 
part of streaking artifacts and extracts teeth accurately. 
Result of teeth extraction using the threshold provided by 
the popular method of Otsu[16] is shown in Figure 4b. This 
method derives threshold by maximizing the discriminant 
measure of the resultant classes in gray levels of image. 
As one can see, the conventional method for obtaining 
threshold transfers some undesirable streaking artifacts into 
the fi nal images.

Streaking artifact reduction

Thickness and orientation of streaking artifacts in a CBCT 
images are quite different. Therefore, inaccurate use of 
fi ltering may cause severe distortions in output image. 
Streaking artifacts show some degree of symmetry since 
the image is derived from the scattering values of X-ray 
beam rotating around the object. Such a problem is also 
investigated in the study by Naranjo et al.[17] for CT images 
where authors transferred CT image into the polar domain 
to facilitate artifact reduction procedure. Images are 
transformed into the polar domain using symmetry origin 

as transform center. In this way, all the related streaking 
artifacts are transferred into almost vertical lines in polar 
domain. We have used similar algorithm with some 
improvements. Block diagram of the proposed method for 
streaking artifact reduction is shown in Figure 5.

First, streaking origins of the input image are detected. 
Input image is transferred into the polar domain considering 
each one of the streaking origins as a transfer center. Then, 
adaptive morphological opening operation is applied in 
horizontal direction to eliminate streaking artifacts. Finally, 
artifact-reduced image is transferred into the Cartesian 
domain using polar to Cartesian transform.

Automated streaking artifact origin detection

In the study by Naranjo et al.,[17] the origin of streaking 
artifacts is detected using granulometry-based line 
detection and curve fi tting. In textured image processing, 
granulometry refers to the extraction of sets of elements 
with some specifi c properties in an image.[18] The image is 
processed by a fi ltering scheme so that in each step some 
structures are extracted and refi ned. In the study by Naranjo 
et al.,[17] the fi ltering is done by morphological operators. 
The structural element shape, size, and orientation in these 
morphological operators are specialized into the CT images 
which were used in the study by Naranjo et al.[17] Therefore, 
the algorithm cannot be generalized into the other types of 
data bases including dental CBCT images. On the other 
hand, this method can detect only one streaking artifact 
center. In a case where there are several metallic objects, 
human intervention is required where a bounding box must 
be defi ned around each streaking artifact source. Therefore, 
this method is not fully automatic and needs some 
supervision to work correctly.

To solve these problems, we have proposed a new method 
which can detect multiple streaking artifact sources in a 
single image. Rather than using morphological-based 
granulometry, we have used image features together with 
Radon transform to detect lines. In this way, line detection 
is done based on image features which can be applied 
to various types of images. In the study by Naranjo 
et al.,[17] it has been proposed that morphological fi ltering 
enhances the lines on the region of interest (one of the 
streaking sources which was determined by bonding box) 
and destroys others. However, image feature-based line 
detection can detect the lines in the whole image. Then, 
we use curve fi tting to fi nd line intersections as streaking 
origins.

Proposed algorithm for streaking artifact origin detection 
is shown in Figure 6. The fi rst edges of input image are 
extracted. We use Sobel edge detection[19] due to good 
balance between complexity and accuracy. Then, the Radon 
transform of resulted edge map is calculated. The Radon 
transform of a function g (x, y) in two-dimensional (2D) 
space is defi ned as follows:[20]

Figure 4: Extracted teeth using (a) proposed method, (b) conventional 
method of Otsu

ba
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( ) ( ) ( ), ,R g x y xcos ysin dxdyρ θ δ ρ θ θ
∞ ∞

−∞−∞

= − −∫ ∫  (6)

where δ (x) is the Dirac function which is infi nite for 
zero argument and zero for the other arguments and it 
integrates to one. The term ( )xcos ysinδ ρ θ θ− −  forces 
the integration of g (x, y) along the line defi ned by:

0xcos ysinρ θ θ− − =  (7)

Consequently, if g (x, y) is a 2D image intensity function, 
computation of its Radon transform yields the projection 
across the image at varying orientations θ and offsets ρ, 
which is relative to a parallel line passing through the image 
center.[21] Therefore, the Radon transform of image edge 
map contains a peak corresponding to every line in the 
image that is brighter than its surrounding and a valley 
for every dark line. Using these extremum points, we can 
detect location and orientation of each line in original 
image.[22] Figure 7b shows the Radon transform for the edge 
map of the input image shown in Figure 7a. In Figure 7b, 
vertical axis shows distance (ρ in Eq. 6) and horizontal axis 
shows orientation (θ in Eq. 6). Streaking artifacts marked 
in Figure 7a correspond to the maxima points marked in 
Figure 7b. After detecting each line, intersections of lines 
are calculated using slope-intercept form of equation for 
each possible couple of lines. Finally, a point is a streaking 
artifact origin when there are at least Nint intersection points 
in its neighborhood and it is located on the teeth region 
which is described in teeth extraction section. We have 
used Nint = 3 in our simulations which is the best choice 
based on our data set.

Figure 8 shows the result of applying this algorithm into the 
dental CBCT image shown in Figure 2a. Figure 8a shows 
detected lines using extremum points of Radon transform. 
As one can see, there are fi ve intersections of lines in this 
image. However, one of them is not placed on the teeth 
location [Figure 4a] which will not be included. Finally, the 
detected streaking artifact origins are shown in Figure 8b. 

Based on the results shown in Figure 8b, our method can 
detect streaking artifact origins in an automated way.

Polar coordinate

As mentioned before, streaking artifacts scattered 
in a symmetric way around metal matter 
(streaking artifact origin). Based on the properties of polar 
domain, transferring CBCT image using streaking artifact 
origin as a transform center maps these lines into the 
vertical lines in a new domain. This makes it easy to remove 
artifacts with fi ltering operation. Therefore, after calculating 
streaking artifacts’ origin, input image is transferred into the 
polar domain using each origin as a transform center.

The polar coordinate system determines each point by its 
radial and angular coordinates denoting the distance from 
the pole (origin of symmetry) and the angle defi ned with 
the polar axis.[23] Let P (x, y) be representation of a point 
in Cartesian system. Considering ( , )o ox y  as the center of 
transform, the transform into the polar coordinate is defi ned 
by the following equations:

( ) ( )2 2 , 0o or x x y y r= − + − ≤ < ∞  (8)

arctan , 0 2  o

o

y y
x x

θ θ π
⎛ ⎞−

= ≤ ≤⎜ ⎟−⎝ ⎠
 (9)

Figure 9b shows the result of transferring Figure 2a into 
the polar domain using upper left origin detected by our 
algorithm [marked in Figure 9a] as a transform center. 
As one can see, streaking artifacts around metal object 
are converted into the vertical lines in the polar domain. 
In this way, we can easily remove these artifacts using 
proper structural element in orthogonal direction[17] without 
affecting other parts of image.

Morphological fi ltering

In polar coordinate section, we showed that mapping 
CBCT image into the polar domain maps streaking artifacts 
into the vertical lines. These lines can be easily removed 

Figure 5: Block diagram of proposed method for streaking artifact reduction

Figure 6: Block diagram of proposed method for streaking artifact centers
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using morphological fi ltering. We have used morphological 
fi ltering due to its good trade-off between computational 
complexity and accuracy for removing undesired objects. 
Mathematical morphology is a tool for extracting image 
components and morphological fi ltering for pre- or 
postprocessing such as eliminating irrelevant objects 
or emphasizing useful objects.[12] Two basic operators 
of morphological fi ltering are erosion and dilation. The 
erosion I S  of a set I by the structuring element S is 
defi ned as the set of shifts z of S for which the shifted set 
( )  zS  is entirely contained in I:[24]

( ) : { |  }zI S z S I= ⊆  (10)

The dilation    I S⊕  of a set I by S is defi ned as the set of 
shifts z of S for which the intersection of I and the shifted 
S is nonempty:[24]

( )   : { | ˆ   }
z

I S z S I⊕ = ≠∅∩  (11)

Combining the dilation and erosion, it is possible to defi ne 
two new operations. The composition of an erosion with a 
subsequent dilation is called opening:

( ) :   I S I S S= ⊕  (12)

The reverse order of the operations is called closing:

( ) :   I S I S S= ⊕  (13)

Opening removes fi ne appendages which are thinner than 
S and preserves (i.e., opens) inclusions, whereas closing 
preserves fi ne appendages and closes inclusions thinner 
than S.[24] Results of morphological fi ltering depend on the 
type of fi lter together with the shape and size of structuring 
element. Considering streaking artifacts changed into 
the vertical lines in the polar domain, we can eliminate 
these artifacts by morphological opening using horizontal 
line as structural element. Figure 10b shows the result of 
applying opening morphological fi ltering on polar domain 
where vertical lines are removed. Figure 10c shows the 
reconstructed image after applying inverse Cartesian 
transform.

After transferring artifact-reduced image into the Cartesian 
domain (using inverse Cartesian transform), streaking 
artifacts are removed in the Cartesian domain as shown 
in Figure 10c. In Figure 10, we have just implemented 
our method on one of the streaking artifact centers 
(upper left streaking) and the main part of streaking artifacts 
around this origin is reduced. Applying similar method for 
the remaining artifact origins will remove all the streaking 
artifacts of the image. Result of applying artifact reduction 
algorithm on all of the artifact origins is demonstrated in 
Figure 11b. Therefore, the number of required iterations 
for proposed method to reduce all streaking artifacts is 
equal to the number of detected streaking artifacts origin 
as described in automated streaking artifact origin detection 
section. Note that, morphological opening degrades the 
quality of teeth in each iteration. This problem is resolved 
in fusion step.

Cavity fi lling

In dental CBCT images, cavities are dark regions that 
appear around teeth and pulp areas. These are also called 
“missing value artifacts” which appear when the object 
under study contains highly absorbing material.[10] In this 
case, the signal recorded in the detector pixels behind that 
material may be close to zero or actually zero. Naranjo 
et al.[17] proposed to use a simple thresholding method to 
detect cavities in CT images. Cavities are preserved from 
the effect of fi ltering. However, they did not propose a 
method to remove these cavities on the fi nal reconstructed 
image. Shape of cavities in CBCT images is more complex 
than that of the CT images, and simple thresholding 
(which is applied on the whole image) has a poor 
performance. Instead, cavities can be detected and removed 
using local thresholding rather than the global thresholding 

Figure 7: (a) Input image, (b) radon transform of edge map

ba

Figure 8: (a) Detected lines, (b) detected streaking artifact origins

ba

Figure 9: (a) Cartesian coordinate, (b) result of transferring into the polar 
domain

ba



Johari, et al.: Metal artifact suppression in dental CBCT

18 Journal of Medical Signals & Sensors | Volume 8 | Issue 1 | January-March 2018

method. Considering hole regions in CBCT images, they 
are homogeneous regions which have signifi cant intensity 
drift from neighbor pixels.[25] Based on this nature, we 
proposed to use morphological region fi lling[11] to fi ll 
cavity areas. Suppose that I is a connected region and let ℧ 
denote the region enclosed by and assume that I ∩ ℧ = Ø, 
beginning with a start point P ∈ ℧, the following iterative 
algorithm fi lls all other belonging points to ℧. For this 
purpose, the set F is calculated iteratively using Eq. 14.

( )1 : , 1, 2,3,  k kF F S I k−= =∩⊕ …  (14)

For the fi rst iteration, F0 is set to be {P}. The dilation 
using S as structuring element results in growth of region 
and intersection removes possibly added points that do 
not belong to ℧ set. The iteration will terminate as soon 
as Fk = Fk − 1. This condition shows that all cavity points 
are included in F set. In order to evaluate the effi ciency 
of morphological fi lling, the result of fi lling Figure 2 
using Eq. 14 with a disk-shaped structural element is 
shown in Figure 12. As one can see, all cavities are fi lled 
using morphological region fi lling. Since cavities are 
different types of artifacts, we have used a different and 
independent algorithm to remove them. Note that, even 
though streaking artifacts appeared in Figure 12, they 
are removed with a different and independent algorithm. 
In fact, cavity fi lling and streaking artifact reduction are 
two independent modules of which one of them removes 
the effect of cavities (as missing value artifacts) and 
the other one reduces the effect of streaking artifacts. 
Each module has its own output and the fi nal fusion 
step merges these outputs in a way to reconstruct an 
artifact-reduced image.

Fusion

In previous parts, we explained how to extract teeth, 
reduce streaking artifacts, and fi ll cavities of dental CBCT 
images. However, the information provided in each step 
is complementary and we need to fuse this information to 
reconstruct a pleasant image.[26]

Figure 11 shows information extracted from image of 
Figure 2a in three proposed steps. As demonstrated, extracted 
information is complement of each other. Therefore, correct 
fusion of these images can produce an image with good 
subjective quality. Since teeth are degraded in both streaking 
artifact reduction and cavity fi lling steps, in the fi nal image, 
we have used the information of teeth extraction step to 
reconstruct this area. Specifi cally, we have used mask Mt 
provided in teeth extraction step. In the remaining parts of 
the teeth, we have used cavity-fi lled image information for 
cavity areas and streaking artifact-reduced image for the 
rest of the image. In order to fi nd the cavity areas, we have 
simply calculated the difference between original image and 
cavity-fi lled image and produce a mask called Mc which is 1 
in regions with big difference and 0 on the remaining parts. 
Since we are using the information of artifact-reduced part 
for the rest of the image, we have calculated a mask Mar for 
this area using Mt and Mc as follows:

( ) :ar t cM I M M= − ∪  (15)

Figure 13 shows extracted masks for Figure 2a considering 
the output of teeth extraction, streaking artifact reduction, 
and cavity fi lling steps. Figure 13a shows the mask for teeth 
extraction which was calculated based on the output of the 
teeth extraction step. Figure 13b shows the mask for cavity 
fi lling which is calculated using the difference between 
cavity-fi lled image and the original one. Finally, Figure 13c 
shows the mask for the streaking artifact reduction step. 
As mentioned, this mask is calculated based on the teeth 
extraction and cavity fi lling masks using Eq. 15.

Fused image is calculated based on the extracted masks:
 f t c c ar arI M I M I M I= + +  (16)

where If is the fused image and I, Ic, and Iar stand for input 
image, cavity-fi lled image, and artifact-reduced image, 

Figure 10: Result of applying morphological opening on streaking artifact reduction (a) Original image, (b) artifact-reduced image in polar domain, 
(c) artifact-reduced image in Cartesian domain

cba

Figure 11: Extracted information from dental cone beam computed 
tomography image using (a) teeth extraction, (b) streaking artifact reduction, 
(c) cavity fi lling
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respectively. Note that ο is an element-wise multiplication 
operator. After calculating fused image, a Gaussian fi lter 
is applied on the boundaries of the masks in order to 
smoothen sudden changes on the boundaries and give a 
suitable reconstructed image for human visual system.

Figure 14 shows the result of fusion step. Figure 14a 
shows the extracted component using the teeth extraction 
step ( tM I  in Eq. 16). Figure 14b shows the extracted 
component from the cavity fi lling step ( ccM I  in Eq. 16) 
and Figure 14c is the extracted component from the streaking 
artifact reduction part ( aar rM I  in Eq. 16). Result of the 
addition of these three components is shown in Figure 14d. 
Finally, Figure 14e shows the result of applying Gaussian 
fi lter on the boundaries of the masks.

Results
Artifact reduction algorithm is implemented on MATLAB 
(matrix laboratory) is a multi-paradigm numerical 
computing environment which is developed by MathWorks. 
Results are provided by a machine with Intel® Xeon® 
CPU and 64 GB RAM which has a 64 bit operating 
system. Our proposed method is an application of digital 
image processing techniques on medical images. Digital 
images are subject to a wide variety of distortions during 
acquisition, processing, compression, storage, transmission, 
and reproduction, any of which may result in a degradation 
of visual quality.[27] Two types of image quality assessments 
are subjective and objective evaluation. For applications 
in which images are ultimately to be viewed by human 
beings (including our application), the only “correct” 
method of quantifying visual image quality is through 
subjective evaluation.[27] Objective quality metrics are 
developed due to time-consuming and expensive nature 
of subjective evaluation.[28] The most popular objective 
image quality metrics are derived based on the available 
original (distortion free) image. Mean squared error, peak 
signal-to-noise-ratio, and structural similarity are some of 
the most well-known metrics in this category.

However, due to the nature of our data set, we have 
no access to distortion-free images. Therefore, this is 
impossible to use these objective metrics for quality 
evaluation of reconstructed images and we will use only 
subjective video quality to evaluate the reconstructed 
images. In this section, the results of proposed artifact 
reduction method are provided. First, we will discuss about 
our data set. In the second part, visual results of applying 
proposed algorithm on dental CBCT images are provided. 
Finally, we have evaluated the results of applying proposed 
method based on the comments of dental expertise.

Data set

We have used a set of 67 patients to provide dental CBCT 
images. In order to obtain the same thickness, we have 
used 1-mm cuts in axial region. The specifi cations of data 
acquisition tool are demonstrated in Table 1.

Image reconstruction is provided by NNT viewer 2.17 
software (Verona, Italy). Reconstructed CBCT images are 
in JPEG format with three channels representing red, green, 
and blue components. However, the provided information 
of all the three channels is same. Therefore, before 
processing, we have calculated luminance of image and 
only this component is used to implement proposed artifact 
reduction algorithm. Figure 15 shows some examples of 
our data set. As one can see, produced images suffer from 
severe streaking artifacts and cavities in regions with fi lling 
or implants. The strength of artifacts varies based on the 
scanned area, amount of metal matter existing in the area, 
and angle of the scanner. Based on the data set, it is worth 
noting that designing a single algorithm to handle various 
strengths of artifacts and retain an acceptable quality in 
reconstructed images is a challenging task.

Visual quality of reconstructed images

Results of applying proposed artifact reduction method are 
provided here. Considering the disk shape of teeth, we have 
used a disk-shaped structural element with a minimum size 
of 2 and maximum size of 5 for morphological fi ltering as 
described in teeth extraction section. As mentioned before, 
after applying polar transform using streaking artifact 
origin as transform center, streaking artifacts will convert 
into the vertical lines. Therefore, morphological fi ltering 
with line shape structural element and horizontal direction 
is used in artifact reduction part.

Figure 12: Cavity fi lling using morphological region fi lling

Figure 13: Extracted masks using (a) teeth extraction, (b) cavity fi lling, 
(c) streaking artifact reduction
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Figure 16 shows some pair of input CBCT images together 
with related artifact-reduced versions. In each pair, the 
image in the left side is the original one and the image 
in the right side is the artifact-reduced one. Considering 
the results of Figure 16, the proposed algorithm clearly 
reduces the effect of artifacts on dental CBCT images. 
Streaking artifacts are signifi cantly reduced owing to good 
performance of streaking origin detection and converting 
image into the polar domain. On the other hand, cavities 
are fi lled using proposed algorithm which results in a good 
subjective quality of reconstructed image. It is worth noting 
that both streaking artifact reduction and cavity-fi lling 
steps make some distortion on teeth area. However, we 
have limited this distortion by accurate extraction of teeth 
using our histogram-based thresholding. Finally, fusion step 
has provided a smooth output image with good subjective 
quality.

As mentioned in data set section, strength of metal artifacts 
is different for each image. Artifacts of input image in 
Figure 16d, g, h, and l have low strength. Results show that 
related reconstructed images have a good visual quality. 
In these images, artifacts are reduced signifi cantly without 
any effect on the remaining part of the image. Figure 16a, 

c, f, i, j, and k shows artifacts with moderate strength. In 
the related reconstructed image of these images, streaking 
artifacts are removed and cavities are fi lled. However, due 
to stronger artifacts, a bit noisy parts appear in the regions 
around teeth. These noisy parts are blurred and make no 
signifi cant degradation on the quality of fi nal reconstructed 
image. Finally, artifacts in Figure 16b and e are very 
strong.   Even though the proposed algorithm reduced the 
amount of artifact in these images too, due to strength of 
these artifacts, some considerable blurring regions are 
produced.

Check list results
In the previous section, visual quality of the reconstructed 
images is demonstrated. Since dental CBCT images are 
ultimately to be used by dental expertise, the proposed 
method is evaluated based on the comments of dental 
expertise using a check list of scores for each image. Each 
check list contains fi ve level of scores in which score 1 is 
related to the lowest quality of image and score 5 is related 
to the highest quality of image. Dental expertise scored a 
set of 65 images. Table 2 shows the percentage of each 
level in the check list before and after applying proposed 
algorithm.

As one can see, percentages of images with higher 
quality (scores 4 and 5) are increased signifi cantly after 
applying proposed algorithm. We have evaluated the 
average score of each image before and after applying 
proposed method. Table 3 shows difference of scores for 
our data set.

Considering the results of Table 3, expertise evaluated 
that 4.6% of images have an increase of 2 in quality 

Table 1: Specifi cations
Imaging Parameter Value
Panel resolution 1920×1536
Rotation 360°
Scan 18 s
Maximum voltage 110 KV
Maximum resolution of CBCT images 380×380
CBCT – Cone beam computed tomography

Figure 14: Result of image fusion step (a) extracted teeth, (b) fi lled cavities, (c) streaking artifact reduction, (d) addition of three extracted components, 
(e) fi nal reconstructed image using Gaussian fi ltering on the boundaries of the masks
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score, 66.2% of images have an increase of 1 in quality 
score, 27.7% of images have no change in image quality, 
and 1.5% of images decrease in quality by a score of 
1. On an average, the quality of images has a score 
of 2.91 ± 72 before applying proposed algorithm and 
quality of 3.64 ± 0.62 which shows an increase of 0.73 in 
quality score. Average values of scores together with the 
corresponding SD are shown in Figure 17.

Due to nonnormal distribution of scores, we have used 
Wilcoxon signed-rank test[29] to compare images before and 
after applying proposed algorithm. Table 4 shows results of 
our statistical analysis.

Considering P < 0.001, Wilcoxon signed-rank test shows 
that there is a meaningful difference between CBCT dental 
images before and after applying proposed algorithm.

Comparison with conventional methods

In this section, proposed method is compared with two 
well-known image denoising techniques, namely discrete 
wavelet transform (DWT)-based artifact reduction 
method[30,31] and discrete cosine transform (DCT)-based 
artifact reduction method.[32,33] In the fi rst method, different 
families of wavelets including Haar, Daubechies, Coifl ets, 
and Symlets are used to process the set of dental CBCT 
image. Daubechies fi lter (db2) obtained the best results 
and was used in comparison. Two types of coeffi cient 
thresholding, namely hard and soft threshold, are performed 
on denoising. In both schemes, threshold is calculated 
based on the image variance. The best results were obtained 
for the soft threshold. Regarding DCT-based method, 

parameters are tuned to obtain best results. Specifi cally, the 
size of the DCT block is set to N = 8 and soft threshold 
is chosen for the coeffi cient thresholding. Figure 18 shows 
a comparison between reconstructed images of our method 
and the image denoising algorithms described above, 
using the parameters for which the best results have been 

Figure 15: Dental cone beam computed tomography images for artifact reduction

Table 2: Scores before and after applying proposed 
algorithm

Score Before After
1 0 0
2 30.8 3.1
3 47.7 33.8
4 21.5 58.5
5 0 4.6

Table 3: Difference of scores for our data set
Score difference Percentage
−1 1.5
0 27.7
1 66.2
2 4.6

Table 4: Statistical analysis results
Mean±SD Mean 

difference
Wilcoxon 

signed-rank test
P

Before 0.72±2.91 0.73±0.57 −6.4 <0.001
After 0.62±3.64
SD – Standard deviation
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achieved. In each row of Figure 18, the fi rst image from 
the left is original image. The second, third, and fourth 
images are reconstructed images using proposed method, 
DWT-based and DCT-based image denoising methods, 
respectively. As one can see, DWT- and DCT-based images 
can remove some high-frequency components of artifacts; 
however, the main part of the artifacts remains. Proposed 
method gives superior subjective quality compared to 

DWT- and DCT-based methods. In Figure 18b, artifacts are 
not strong enough and reconstructed images by DWT- and 
DCT-based methods have an acceptable quality. However, 
in Figure 18a and c, where artifacts are moderate and 
high, respectively, DWT- and DCT-based methods failed 
to remove the artifacts. Superior performance of the 
proposed method is because of intelligent use of histogram 
information and symmetric nature of streaking artifacts.

Figure 16: (a-l) from left to right: Dental CBCT image and its artifact reduced version using proposed algorithm. Result of applying artifact reduction 
method on cone beam computed tomography images
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Conclusion
In this article, we have proposed an algorithm to 
reduce artifact of dental CBCT images. In contrast to 
previous CBCT artifact reduction algorithms which make 
modifi cations on data acquisition part, our algorithm is 
completely dependent of data acquisition and is based on 
image processing techniques. Dental CBCT images suffer 
from severe streaking artifacts and cavities around teeth.

In order to decrease these artifacts and create a visually 
good image, we have proposed three independent and 
parallel components: teeth extraction component extracts 

teeth using an adaptive threshold which is based on 
the histogram, image histogram is modeled using a 
one-dimensional GMM and threshold is defi ned based 
on GMM parameters, and streaking artifact reduction 
component uses symmetry of artifacts around artifact 
origin. The fi rst artifact origins are calculated using Radon 
transform-based line detection and fi nding intersection of 
the lines. After fi nding streaking artifact origins, image 
is transformed into the polar domain using each origin 
as a transform center. This converts all streaking artifacts 
around that point into the vertical lines which can be 
easily removed using morphological opening. Cavity 
fi lling component uses simple morphological fi lling to fi ll 
cavities. After applying each component, we have three 
images with different information. Fusion step combines 
these images and produces a single image which 
contains information of all components. Results show 
that proposed algorithm has a promising performance 
for artifact reduction of dental CBCT images. Streaking 
artifacts are reduced signifi cantly in output image and 
cavities around teeth are fi lled with proper intensity 
value.

Proposed algorithm is completely independent from data 
acquisition step. Therefore, it can be applied on dental 
CBCT images acquired from any tool. On the other hand, 
it can be used along with the artifact reduction algorithms 
which make modifi cation on data acquisition part. In this 
way, we can achieve even better results.

Figure 17: Average quality score of dental cone beam computed tomography 
images before and after applying proposed algorithm

Figure 18: (a-c) Dental CBCT image and the result of applying artifact reduction using proposed algorithm, DWT-based noise reduction and DCT-based 
artifact reduction, respectively (from left to right). Comparison of proposed method with discrete wavelet transform and discrete cosine transform-based 
image denoising methods
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