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education through the SIPPA Health mo-

bile app.
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THEBIGGERPICTURE Type 2 and pre-diabetes is a chronic disease that affects over 115million Americans
and over 440 million people worldwide. Active patient self-management improves health outcome and
lowers healthcare cost. Yet, less than 25% of patients are engaged in active self-health management.
Behavioral predictive analytics was developed to improve patient engagement. It applies an advanced clus-
tering technique in machine learning to segment patients into subpopulations by behavior readiness. It
dynamically personalizes actionable health activities such as self-monitoring of glucose as well as health
education based on one’s behavior readiness. This paper reports (1) the practical feasibility of an engage-
ment channel through an individual’s mobile device to deliver health education for improving diabetes self-
efficacy and (2) the validated outcomes of the behavioral predictive analytics to improve engagement in
self-health management.

Development/Pre-production:Data science output has been
rolled out/validated across multiple domains/problems
SUMMARY
The objective of this research is to investigate the feasibility of applying behavioral predictive analytics to
optimize diabetes self-management. This research also presents a use case on the application of the
anaytics technology platform to deliver an online diabetes prevention program developed by the CDC. The
goal of personalized self-management is to affect individuals on behavior change toward actionable health
activities on glucose self-monitoring, diet management, and exercise. In conjunction with personalizing self-
management, the content of the CDC diabetes prevention program was delivered online directly to a mobile
device. The proposed behavioral predictive analytics relies on manifold clustering to identify subpopulations
by behavior readiness characteristics exhibiting non-linear properties. Utilizing behavior readiness data of
148 subjects, subpopulations are created using manifold clustering to target personalized actionable health
activities. This paper reports the preliminary result of personalizing self-management for 22 subjects under
different scenarios and the outcome on improving diabetes self-efficacy of 34 subjects.
INTRODUCTION

Type 2 and pre-diabetes is a chronic disease that affects over

115 million Americans and over 440 million people worldwide.

Some of the risk factors aremitigatable through health education

and behavior change toward a healthy lifestyle.
This is an open access article under the CC BY-N
Health education programs, such as the in-person, year-long,

Diabetes Prevention Program (DPP) of Centers for Disease Con-

trol and Prevention (CDC) in the US has shown results impacting

patients from all walks of life; e.g., 6% among DPP participants

compared with 11% in the placebo group developing diabetes

across different gender, racial, and ethnicity groups.1 It has also
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beendemonstratedelsewhere2 that behavior changecanachieve

a 10%ormore improvement indiabetes symptoms if an individual

is engaged in pro-active self-management of diabetes.

Self-management is generally accepted as a viable intervention

strategy.3 Self-management is the patient’s ability tomanage their

chronic disease through their own activities, such as taking their

blood glucose and focusing on meeting diet and activity goals.

However, we do not fully understand the relationship between

thebehavior readiness of an individual and the specific intervention

strategy thatcoulddeliveroptimal patient engagement in self-man-

agement activities. As demonstrated in a survey conducted else-

where,4 less than 25% of patients are considered as actively

engaged in self-health management. Population health manage-

ment will not be cost effective if self-management programs do

not consider the readiness of the patient population. A contribution

of this research is to provide an insight into (1) the technical feasi-

bility of behavioral predictive analytics built upon the outcome of

manifold clustering, and (2) the efficacy of delivering DPP online

via the SIPPAHealth platform in 3months as opposed to the tradi-

tional in-person format over a 12-month period.

Our main goal is to optimize the effectiveness of self-manage-

ment strategies bymeans of personalization based on predicting

behavior readiness and its relationship to engagement out-

comes. A second goal is to determine the feasibility and efficacy

of delivering DPP health education online over a 3-month period.

In this study, we aim to demonstrate a potential predictive sys-

tem that delivers personalized content to the users based on

their behavior readiness and user profile.

Relationship to state-of-the-art contains a brief review on the

state-of-the-art, and the context of this research within it. We

first discuss various theory-based behavior models including

the theory of planned behavior (TPB), and their use in health ap-

plications. We put in context our application of TPB to model

behavior readiness. We also briefly discuss DPP, and then the

state-of-the-art on clustering techniques. In Predictive analytics

foundation the research results reported elsewhere are restated

as it is applied in this research. For completeness, the algo-

rithmic steps for entropy-based discretization andmanifold clus-

tering are presented. In Predictive analytics for personalization

we discuss predictive analytics for personalization using either

an auto-regression model or a population-based model. The

population-based model provides an alternative mechanism

when the auto-regression model derivation fails. This could

occur when there is insufficient data, or if it fails the statistics

test of the model selection process based on Bayesian informa-

tion criteria (BIC)/Akaike information criteria (AIC). In Personal-

ized online health education we discuss the CDC DPP program

and a validated assessment tool for diabetes health educa-

tion—Diabetes Self-Efficacy Questionnaire (DSEQ) developed

elsewhere.5 In Preliminary study we present the results of mani-

fold clustering based on the attribute vector of behavior readi-

ness of 148 subjects with type 2 diabetes. This is followed by

the results of a preliminary study involving 22 subjects who

were in the intervention phase for personalization during the

study period. An online delivery mechanism of DPP via the plat-

form used in this research is also described. In Health education

assessment using DSEQ we report the preliminary results of 34

participants receiving DPP online. This is followed by our final

thoughts and future research in Final thoughts and open
2 Patterns 3, 100510, June 10, 2022
research questions. We then summarize this research in the

Conclusions.

Relationship to state-of-the-art
In health psychology, behavior models have been developed

and applied to address healthcare issues in different settings.

As summarized in an article by Linden et al.6 there are a number

of theory-based behavior models—natural helper model, diffu-

sion of innovations model, theories of organizational change,

community coalition action theory, social marketing model, pre-

cede-proceed model, motivational interviewing, stages of

change model, social learning interpersonal theory, consumer

information processing model, implementation individual inten-

tions models, and health belief model. Models, such as the the-

ory of organizational change model, target disease management

programs at the community level, and focus on the planning and

the implementation of population-based interventions that influ-

ence social norms and structures.

On the other hand, the TPB model,7 transtheoretical model of

behavior change,8 health belief model,9 and IMB (information

motivation and behavior skill) model10 have been applied to in-

terventions of chronic diseases, and have shown clinical effi-

cacy. It was suggested that individuals perceiving the risk of a

condition are more likely to engage in behavior to reduce risk.

Thus perceived health risks, resulting in the change of attitude

and behavior, are proponents for higher intentions to be physi-

cally active and to maintain a healthy diet.

The TPB provides a model to manifest the relationship among

attitude, subjective norm, perceived behavioral control, inten-

tion, and behavior. TPB is modeled through expectancy value,

and assumes that the best single predictor of an individual’s

behavior is an intention to perform that behavior. The intention

in turn depends on the attitude of an individual (positive or nega-

tive evaluation of performing a behavior); the subjective norm

(perception of whether relevant others think one should or should

not perform the behavior); and perceived behavioral control

(perception of the ease or difficulty of carrying out a behavior).

These all work together or in opposition to fuel behavioral atti-

tudes and beliefs in subjective norms, based on the importance

the individual places on these attitudes and norms. This then de-

cides one’s intentions, which lead to the behaviors in question.11

In line with this theory, two additional behavior constructs—

motivation and ownership, as advocated in the IMB—were incor-

porated into our behavior model. This allows us to target a user’s

behavioral beliefs to change their attitudes and intentions toward

actionable health behaviors. One of the most important features

of our approach is the use of frequent reminders to track health

activities that reveal information about health behaviors.

In a review of the literature, Fry and Neff12 found that frequent

periodic prompts around improving diet, increasing physical ac-

tivity, and weight loss all led to positive results for study partici-

pants. Tailored prompts were found statistically significant in

encouraging user engagement. However, for users who are

already not engaged, these prompts do little to engage users.13

Sawesi et al.14 found, in a systematic review of the literature, that

digital methods such as text messages, web applications, and

social media interventions all were good intervention tools.

These tools can support behavioral change in users and usually

improve patient engagement. Finally, the use of mobile health
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interventions has been found to be an engaging method for

improving health behaviors and is cost effective for the behav-

ioral change.15 This is particularly the case regarding the poten-

tial of mobile technology for delivering online health education

content1 on diabetes prevention, such as the DPP by CDC.

When online health education via mobile technology can deliver

similar efficacy, this reduces not only the operational cost of

DPP, but the cost for patients in terms of the transportation

and commuting time to a DPP.

On the technical side, this research intends to contribute to a

better understanding of our manifold clustering approach that is

applied to segmenting the diabetes population of this pilot study

based on behavior readiness. Many researchers have proposed

clustering algorithms to address the issue of linearity, but each

comes with (dis)advantages.

k-Means16 is one of the most popular algorithms due to its

O(n2) complexity. The algorithm consists of selecting the first

k data points to be the centers of k clusters and finding the min-

imum arithmetic mean between each data point and the k clus-

ters. However, k-means breaks down in higher dimensions.

Zhang and Kwok17 suggested using an applied Nyström

method to approximate the Eigen decomposition with low-

rank kernel matrices. Alternatively, Wang et al.18 suggested us-

ing local adaptive learning to perform graph embedding and

k-means simultaneously, thereby reducing dimensionality.

Both algorithms decrease the run-time of typical clustering

methods but do not address the information lost in the dimen-

sion reduction process. Our clustering approach examines the

effect of dimension reduction on information loss from an infor-

mation-theoretic perspective, as well as from a reconstruction

error perspective during the projection of a data point to a hy-

perplane of a cluster.

Recent clustering research focuses on minimizing dimension-

ality without losing meaning in the data. Ge et al.19 suggested a

geometrically local embedding (GLE) process that reduces

dimensionality by assigning clusters according to geometric dis-

tance in the higher dimension. After finding optimal reconstruc-

tion weights, the algorithm filters for outliers, and the manifold

is mapped to a lower dimension. Although GLE is effective, the

procedure is computationally expensive; thus challenging for

practical applications. Gong et al.20 proposed using a structured

sparse k-means algorithm to reduce the randomness of clusters.

In doing so, they used Laplacian smoothing to exploit the corre-

lation information among features, thereby improving clustering

accuracy and retaining meaning. Faivishevsky and Goldberger21

took a different approach by combining spectral clustering with a

nonparametric information-theoretic clustering algorithm to

retain information via mutual information measure. Their algo-

rithm assumes that the conditional density of each cluster fol-

lows a Gaussian distribution. Our approach differs from that of

Faivishevsky and Goldberger in that our approach does not as-

sume Gaussian distribution, but rather an asymptotic conver-

gence of mutual information measure toward chi-square. This

was proven by Kullback22 for the low dimension, and was

extended to high dimension.23

Predictive analytics foundation
SIPPA (Secure Information Processing with Privacy Assurance)

predictive analytics relies on two foundational building blocks
developed in the research reported elsewhere.24,25 The work-

flow process for the application of the proposed predictive ana-

lytics consists of three stages. In stage 1, an individual responds

to a survey instrument linked to a behavior model for measuring

readiness. In stage 2, the outcome measure of the behavior

readiness determines the cluster/subpopulation that the individ-

ual is assigned to. The assignment is based on the similarity

between the individual’s behavior pattern and the statistically

significant association patterns that characterize the cluster/

subpopulation. In stage 3, the population-based model and indi-

vidualized week-over-week engagement models are applied to

predict personalized weekly activities that optimize the success

rate of engagement in self-health management. The theoretical

framework for manifold clustering that enables stage 2 and the

details on stage 3 are presented in the next section.

The first building block of SIPPA predictive analytics is a

behavior model to enable behavior readiness prediction.

Behavior readiness is a 13 4 vector of continuous (real) numbers

quantifying [ownership, motivation, intention, attitudes]. These

behavior attributes of real are constructs of behavior modeling

grounded on the TPB. Structural equation modeling26 was em-

ployed to link questions of a survey instrument to the behavior

constructs defined by weighing factors derived from the confir-

matory factor analysis. The behavior model linking to the survey

questions was statistically validated based on the responses

from over 500 participants.24

The second building block is an unsupervised learning

approach for discovering manifold clusters without the assump-

tion of linearity. While the behavior constructs are related ac-

cording to the TPB, variations exist as shown in the confirmative

factor analysis regarding the assumption of linearity; i.e., the ex-

istence (and strength) of a linear relationship between the

behavior constructs that quantifies behavior readiness for self-

management in a population.

The concept of manifold clustering is to induce patient sub-

population clusters based on statistically significant association

patterns on behavior readiness. This approach is not restricted

to only continuous data (number of real). In other words, this

approach could be applied to a dataset of mixed-type of both

continuous and discrete variables.

Significant behavior patterns

A behavior pattern, which is manifested by the instantiation of

finite discrete variables, is statistically significant if it survives

two tests: (1) a support measure—as defined by normalized fre-

quency occurrence, which exceeds a pre-defined threshold, and

(2) the association among the observed values is not by chance

as measured by the mutual information measure. The following

shows the technical formulation of statistically significant associ-

ation patterns:

Let X =
n
X i

���X i =
�
X1
i ;.; Xn

i

�T ˛Rn for i = 1;.;N
o
be a

dataset of real.

Let Y =
n
Yi

���Yi =
�
Y 1

i ;.; Y n
i

�T ˛Zn for Yj
i = 0;.;K � 1

<N; i = 1;.;K%N
o

be a dataset of discrete non-negative

integers.

LetM = fMk jMk 4 X for k = 1;.; jMjg be the set of jMjmani-

fold clusters.

Let F : Xq/Yq (for q = 1,..., n) be a mapping function that de-

fines the discretization of the multivariate dataset X.
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Let SðMkÞ = fPk;o
j jMk ;P

k;o
j = ðvalk;oj;1 ; :::;val

k;o
j;o Þ

for j = 1;.; jSðMkÞjg Pk;o
j is an oth ð2 %o %nÞ-order statisti-

cally significant association pattern23 when Prðvalk;oj;1 ;.;

valk;oj;o Þ>a for some pre-defined threshold a, and MIðvalk;oj;1 ;.;

valk;oj;o Þ/ adjusted c2 as defined below:

MI
�
valk;oj;1 ;.; valk;oj;o

�
/

 
1

Pr
�
valk;oj;1 valk;oj;2 ::: valk;oj;o

�!�c2

2N

��bE
E0

�o=2

(Equation 1)

where MIðvalk;oj;1 ;.;valk;oj;o Þ = Log2
Prðvalk;o

j;1
;.;valk;o

j;o
Þ

Prðvalk;o
j;1

ÞPrðvalk;o
j;2

Þ:::Prðvalk;o
j;o

Þ, N is the

sample size, c2 is Pearson chi-square defined as ðoi � eiÞ2= ei

with oi as the observed count of Pk;o
j and ei the expected count

under the assumption on independence.cE is the expected entropy measure and E0 is the maximum

possible entropy.

Insights on significant patterns. Recall S(Mk) represents a set of

statistically significant association patterns that characterize the

kth cluster Mk. To illustrate using the example below:

Let Y = f ½d1 : 0; d2 : 0; d3 : 0; d4 : 0�;
½d1 : 0; d2 : 0; d3 : 0; d4 : 1�;.

.; ½d1 : 1; d2 : 1; d3 : 1; d4 : 1�g

|Y| = 16

There are 4xC(4,2) + 8xC(4,3) + 16xC(4,4) = 72 patterns.

Let’s assume S(M2) = {[d1:0, d3:1], [d2:1, d4:0], [d2:0, d3:1,

d4:0], [d1:0, d2:0, d3:1, d4:0]}.

There are two second-order patterns, one third-order pattern,

and one fourth-order pattern in S(M2) as shown below:

P2;2
1 =

�
val2;21;1 ; val

2;2
1;2

�
= ðd1:0; d3:1Þ

P2;2
2 =

�
val2;22;1 ; val

2;2
2;2

�
= ðd2:1; d4:0Þ

P2;3
3 =

�
val2;33;1 ; val

2;3
3;2; val

2;3
3;3

�
= ðd2:0; d3:1; d4:0Þ

P2;4
4 =

�
val2;44;1 ; val

2;4
4;2 ; val

2;4
4;3 ; val

2;4
j;4

�
= ðd1:0; d2:0; d3:1; d4:0Þ

Note that MI(d) is the mutual information measure. In

brief, mutual information measure examines in a more gran-

ular level the ‘‘independence’’ property on the event

level, and asymptotically converges toward c2 (proven by

Kullback as mentioned in Relationship to state-of-the-art)

adjusted for high order. In contrast to standard correlation

coefficient analysis that examines whether two variables

are independent of each other, mutual information measure

could discover inter-dependency among multiple variables

on event level, while such inter-dependency may be missed

by techniques such as correlation analysis on the vari-

able level.
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Although we focus on only the independence test, it is note-

worthy to point out a drawback of mutual information measure;

i.e., its value is unbounded, making the interpretation on the

strengthof inter-dependency lessclearer comparedwith, say,cor-

relation coefficient analysis, which is bounded between�1 and 1.

Entropy-based discretization

Consider a discrete variable Y of N possible states, the Shannon

entropy of a system defined by Y:

HNðP1.PNÞ =
XN
i = 1

�Pr ðY = yiÞLog2PrðY = yiÞ

=
XN
i = 1

�PiLog2Pi

(Equation 2)

It can be shown that the following equality holds:23

HNðP1.PNÞ = HN� 1ðP1 + P2;P3.PNÞ

+ ðP1 + P2ÞH2

�
P1

P1 +P2

;
P2

P1 +P2

�
(Equation 3)

In the quantization process, combining two terms will reduce

the number of terms by one, while resulting in an information

loss amounting to the second term on the right-hand side of

Equation 3. In other words, information loss is monotonic. The

quantization of a dataset of real will utilize the above entropy

equation to incrementally combine terms until it reaches the in-

flection point where there is a change of direction in the rate of

change of information loss. The details of the algorithm are

shown below:

Step 1: order Xj
i in ascending order. Create a bin for each

term Xj. Treat each bin as a state of a discrete vari-

able of Y and associate a value for a bin equal to

the mean of its term(s). In other words, Y j is a

discrete variable of N states. If the values of Xj
i are

all different, the initial distribution of Y j is then even

and the probability of Yi
j is equal to 1/N.

Step 2: initialize an iteration count C = 1. Derive the entropy

HNðP1. PNÞ and record it as HC
N.

Step 3: increment the iteration count by 1. Identify two adja-

cent bins, l and l + 1 in the ordered list where the dif-

ference between the mean of the terms in the lth and

(l + 1)th bins is the smallest. Merge the two adjacent lth

and (l + 1)th bins via arithmetic mean and update the

probability distribution of Yj. Re-derive the entropy

HC+ 1
N� 1. Record the information loss IC+ 1 (i.e., the sec-

ond term in Equation 3) from combining the terms in

two bins.

Step 4: repeat step 3 until it reaches a pre-defined number of

iterations, or the direction in the rate of change of Ik is

changed. When this occurs, the following result is

obtained:
Y =
n
YijYi =

�
Y 1

i / Y n
i

�T ˛Zn for

Yj
i = 0;.;N � k � 1<N; i = 1;.;N � k%N

o
The mapping function mentioned before F : Xj/ Yj can then

be defined for discretizing X to Y.
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Manifold clustering

Two important results of the manifold clustering technique previ-

ously reported elsewhere25 are recited for completeness. First,

each manifold cluster has a semantic interpretation character-

ized by statistically significant association patterns; i.e.,

grouping according to behavior readiness in this application.

Second, the manifold clustering does not require linearity

assumption as in principal-component analysis (PCA). But it

will produce the same result as PCA if the linearity assumption

holds, and the iteration is based on minimizing reconstruction

errors; i.e., ‘‘phase 2’’ regrouping is skipped in the manifold

clustering. Below, we describe the algorithmic steps of the

manifold clustering:

Given X, Y , F, and a pre-defined error threshold d, the algo-

rithm for the manifold clustering based on statistically significant

association patterns is shown below:

Step 1: based on Y , derive the set of statistically significant

association patterns SðMkÞ.
Step 2: define jMj disjoint clusters such that initially each

cluster has one and only one statistically significant

association pattern (i.e., jSðMkÞj = 1 for k = 1.. |M|).

Let W be the set of cluster reference ‘‘holding’’

the data points in X; i.e., W = fXn;j
��X =

WjX
n;j for j = 1;.; jMjg In other words, Xn;j is a set

reference to the data points of Rn in the cluster Mj;

while P00) is the set of statistically significant associ-

ation pattern(s) defining the cluster Mj:

Step 3: partition X by assigning each data point Xi to Xn;k if

ArgMaxq;k fðFðXiÞ;Pk;o
q Þ = k; where Pk;o

q is a pattern

that defines the cluster Mk ; thus Xn;k . If fðFðXiÞ;Pk;o
q Þ

is zero in all cases, Xi is assigned to a non-semantic

cluster NS; where fðFðXiÞ; Pk;o
j Þ / ½0; 1� is a set

membership function defined by the geometric

mean measure below:

f
	
FðXiÞ;Pj

k;o


=ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi���SCðFðXiÞÞX SC

�
Pk;o
j

����
jSCðFðXiÞÞj 3

���SCðFðXiÞÞ X SC
�
Pk;o
j

�������SC�Pk;o
j

����
vuuut

The scope coverage SCðPk;o
j Þ, with respect to a set Y, is

defined as a subset of Y in which the semantic interpretation of

the existence of Pk;o
j is always true.

Example

Let Y = f½d1 : 0; d2 : 0; d3 : 0; d4 : 0�; ½d1 : 0; d2 : 0; d3 : 0;

d4 : 1�;..; ½d1 : 1; d2 : 1; d3 : 1; d4 : 1�g
|Y|=16.

Let Pk;o
j = ½d1 : 1; d3 : 0�.

SC
�
Pk;o
j

�
=
n
½d1 : 1; d2 : 0; d3 : 0; d4 : 0�;
½d1 : 1; d2 : 0; d3 : 0; d4 : 1�;
½d1 : 1; d2 : 1; d3 : 0; d4 : 0�;
½d1 : 1; d2 : 1; d3 : 0; d4 : 1�g

Step 4: let S =
�
Sj

�� j = 1;.;
��M��
 be the set of manifold
subspaces corresponding to the clusters defined in
step 2. Repeat the following for each jwhere the cor-

responding cluster has more than one element:

Let Dn;j = fdn;j
k j k = 1; :::; jXn;jjg be the dataset of the clus-

ter Xn;j. The manifold subspace Sj corresponding to Xn;j is

then derived based on the following:
Step 4.1: derive the mean vector mn;j and co-variance

matrix An;j of Dn;j for each j = 1, ., jMj i.e.,
An;j = 1

jDn;jj
PDn;j

k = 1ðdn;j
k � mn;jÞðdn;j

k � mn;jÞT ,

where mn;j = 1

jDn;jj
PDn;j

k = 1ðdn;j
k Þ.

Step 4.2: conduct eigen decomposition on An;j to

obtain the eigenvector matrix Qn;j and the

diagonal matrix of eigenvalue values ^n;j

such that An;j = ðQn;jÞn;j^ðQn;jÞ� 1.

Step 4.3: let P00ð%nÞ be the number of non-zero

eigenvalues obtained in step 4.2. Sort

the P00 eigenvalues and define a cut-point

based on some pre-defined criteria to

split the corresponding eigenvectors

into P00 leading and n � P0 remaining (zero

and non-zero) eigenvectors.

Step 4.4: use the eigenvectors in Qn;j that correspond

to P00 leading eigenvalues in the sorted array

to define the local coordinate frame for the

subspace Sj, and rewrite

Qn;j =
�
WP0 ;j Wn�P0 ;j

�
Step 4.5: the projection error of mapping a data point

dn;j
k to the subspace Sj defined by the local

coordinate frame is e = ðWn�P0 ;jÞTðdn;j
k �

mn;jÞ; where Wn�P0 ;j is an n by (n-P0) matrix.

Or the square-magnitude projection error

of dn;j
k to the subspace Sj is then equal to

Errðdn;j
k ;SjÞ = ðdn;j

k � mn;jÞT
ðWn�P0 ;jÞðWn�P0 ;jÞT ðdn;j

k � mn;jÞ.
Step 4.6: calculate the total error:

P
j

P
k

Errðdn;j
k ;SjÞ:

Step 4.7: repeat steps 4.4 and 4.5 with a new P00 (lead-
ing eigenvectors) that is one less; i.e.,P0 � 1.

Record the total error.

Step 4.8: compute the total reconstruction error ratio

of two successive rounds in step 4.6; i.e.,

(total reconstruction error using P0-q-1
leading eigenvectors)/(total reconstruction

error using P0-q leading eigenvector) where

q = 0, ., P0-2.

Step 4.9: finalize the local coordinate frame for the

subspace Sj with a dimension P0-q when

the error ratio in step 4.8 is the largest for

the given q.
Step 5: merge two or more clusters that do not involve NS. If

there are clusters with only one data point, these

clusters will take the priority; then repeat step 4.

Retain the solution with a lower total error.

Step 6: repeat step 5 until the total error is below the pre-

defined error threshold d, or the algorithm reaches

the maximum number of iterations allowed.
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It is noteworthy that step 5 of the manifold clustering algorithm

above may result in a merged cluster characterized by possible

multiple statistically significant association patterns; i.e., jMj %P
j

jS	Mj


�� in step 2 as iterations progress. The meaning of a

data point will be its closeness to association patterns in amerged

cluster in high dimension in terms of the semantic interpretation

defined by the scope coverage and the membership function.

Furthermore, this manifold clustering technique is a two-

phase optimization on grouping data. In phase 1, it groups

data according to similarity to statistically significant association

patterns that define the clusters. This is similar to using metrics,

such as silhouette, to optimize clustering data in the same (13 4)

dimensional space. However, in phase 2 it tries to find the most

compact embedded subspace for a cluster according to the pro-

jection error and the reconstruction error when reducing the

dimension of a cluster to an embedded lower dimension.

Predictive analytics for personalization
The behavior goal of personalization for self-management is to

target specific user-directed activities that will be communicated

to a user through a mobile app, and to inform ‘‘fulfilment’’

through feedback from the app. For example, when a personal-

ized recommendation is to walk 10,000 steps a day, one would

like to know whether a user follows through after the user

received the recommendation from themobile app. Two specific

metrics are defined for this research to gain insights into the

effectiveness of personalization:

Compliance ratio: over a period of time, compliance ratio is the

ratio of the number of times a proposed health-related activity

(i.e., actionable health) was acted on over the recommended/ex-

pected number of the related activity given the clinical condition/

disease state of an individual.

Example: over a period of 30 days, a diabetes user is encour-

aged to self-monitor their glucose once a day under the clinical

recommendation in commensurate to the user’s diabetic condi-

tion. The expected number of self-monitoring measurements is

30. Over this period, the user self-monitors 18 times. Therefore,

the compliance ratio is 0.6.

Engagement ratio (ER): over a given period, engagement ratio is

defined as the total number of user interactions to the messages

over the total number of messages sent. These messages are

health tips or reminders for health actions, and are sent through

text messaging, push notification, or as an in-app message.

Example: over a period of 30 days, three messages are sent

daily: one healthy tip, one reminder to self-monitor, and one

reminder on exercise. The total number of messages sent is

90. A diabetes user responds to half of the healthy tips (i.e., 15

out of 30), and 1/5 of the reminders on self-monitoring, and 1/3

of the reminders on exercise. The ER is (15 + 6 + 10)/90 = 31/90.

Prediction based on auto-regression and maximum

likelihood

To facilitate the discussion on predictive analytics for personali-

zation, let P be a population consisting of n individuals; i.e., |P| =

n. C = {C1, . Ck} is the set of subpopulations obtained by

applying manifold clustering described in Predictive analytics

foundation to P; where Ci 4 P, Ci X Cj = f if isj, and P = Wi

Ci. pj
Ci is the jth individual in the subpopulation cluster Ci. Recall

each manifold cluster Ci is characterized by one or more statis-
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tically significant association patterns of behavior readiness

attribute vector(s). For each pj
Ci individual, there exists a set of

engagement/compliance ratios over some period of time T. Let

us denote the set of engagement ratios be {ER1,., ERT}. T could

be different from one individual to another due to the rolling basis

of the enrollment into the pilot. For example, one individual who

just starts self-management may have T = 2 weekly engage-

ment/compliance ratios, while another in the same subpopula-

tion may have T = 6 weekly engagement/compliance ratios.

Yet they both belong to the same subpopulation because of their

behavior readiness.

This proposed predictive analytics is based on a two-pronged

approach. First, individualized auto-regression will be applied for

personalizationwhen there is ‘‘sufficient’’ data on the engagement

(compliance) ratio on a type of messages related to self-manage-

ment; e.g., healthy diet. Second, a population-based model pre-

diction for personalization will be applied when an individual

doesnot (yet) havesufficientdataontheengagement (compliance)

ratio, or the individualized auto-regression model derivation fails

on statistic validation. There is sufficient data for generating an

individualized auto-regressionmodel when TR l for l being the or-

der of the auto-regressionmodel asdiscovered throughmodel se-

lection criteria, such as AIC or BIC, that pass statistical tests.

Information-theoretic model selection approach

BIC and AIC are two common information-theoretic approaches

for model selection as stated below:

BIC: BIC(l) =

lnðSSRð1Þ =TÞ+ ½ð1 + 1ÞlnðTÞ�=T : (Equation 4)

AIC: AIC(l) =

lnðSSRð1Þ =TÞ+ 2=T (Equation 5)

where l is the number of lags, T is the total number of observa-

tions, SSR(l) is the sum of squared residual calculated from the

difference between the estimated value derived from lth-order

auto-regression and the actual one.

Objective: choose l that minimizes BIC/AIC and p < 0.05, and

R2 correlation is ‘‘large.’’

Predictive analytics for personalization

Stage 1: the behavior readiness (a 1 3 4 vector of real

[ownership, motivation, intention, attitude]) of

each individual in a population is derived based

on the user’s response to a survey instrument.

Stage 2: the population is partitioned into subpopulations

based on the result of manifold clustering; where

each cluster is a subpopulation. In other words,

the 13 4 behavior readiness vectors of real charac-

terizing individuals in the population are the dataset

for the manifold clustering technique described in

Predictive analytics foundation.

Stage 3: repeat the following for each possible self-manage-

ment activity (e.g., self-monitoring, exercise, diet

management):

For each subpopulation Ci, derive the statistical (joint) distri-

bution of ER and DER based on the available engagement ra-

tios of all individuals (pj
Ci) in the subpopulation; for j = 1, 2, . |

Ci|. In other words, the joint distribution characterized by Pr(ER,
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DER) is derived from using the ERt and DERt+1 (t = 1 . T-1) of

each individual pjCi in the population who has participated in

the study for a time period T. This is referred to as a popula-

tion-based model to support predictive analytics specific to

the subpopulation cluster Ci for the rest of the discussions in

this paper.

For each individual pj
Ci residing in a subpopulation (manifold

cluster) Ci:

1. Perform lth-order auto-regression (for l = 1.. k% T) on suc-

cessive change in engagement ratio DER; in other words,

DERt+1=ERt+1 – ERt, where t = 1.. T-1.

2. Perform AIC or BIC to determine the desirable lag l given

the time series data that minimize AIC/BIC.

3. Note the p value and the correlation R2 between the actual

and the estimated based on some pre-selected threshold

for R2.

4. Predict the change in engagement ratioDERT+1
p based on

auto-regression using T, T-1, T-2. T-l. If the test statistics

in (3) are reasonable (i.e., p < 0.05 and threshold % R2),

keep the predicted value DERT+1
p and stop. Otherwise

continue to step 5.

5. Determine the predicted value DERT+1
p based on

DERT+1
p = ArgMaxDER Pr(DER| ER = ERT

p).

Among the choices on the actionable health (e.g., self-moni-

toring, exercise, diet), determine the actionable health recom-

mendation based on the one with the largest DERT+1
p.

Predicting/recommending coaching agenda based on compli-

ance ratio is similar by repeating the steps.
Scale No. of questions % coverage of variance

1 17 17.8

2 8 10.61

3 4 6.42

4 13 13.69

5 10 10.45
Personalized online health education
CDC’s DPP27 is a health education program targeting at individ-

uals at high risk for type 2 diabetes. It was reported that partici-

pants in the lifestyle intervention introduced by DPP who lost

5%–7% of their bodyweight experienced a 58% lower incidence

of type 2 diabetes than those who did not receive the lifestyle

intervention.

The curriculum is designed as a year-long program. The deliv-

erymode could be in-person, online, or a combination of the two;

whereas online delivery refers to health coach-led teleconfer-

ence format in synchronous mode. The program’s aim28 is to

help a participant to achieve a modest weight loss in the range

of 5%–7% of baseline body weight, a combination of 4%weight

loss and 150 min of physical activity per week on average, or a

reduction in H1AC of 0.2%. Strategies of the program focus on

self-monitoring of diet and physical activity, building self-efficacy

and social support for maintaining lifestyle changes.

The health education component of the pilot study in this

research tests an alternative. Instead of the synchronous mode

led by a health coach, health education is delivered asynchro-

nously directly to the mobile device of an individual via the

SIPPA Health app. This helps to improve the efficiency and the

flexibility, and the opportunity to personalize DPP in terms of

the delivery schedule, amount of health education content, and

the rate of delivery. In this research, the strategy is to deliver

DPP fully online asynchronously based on personalized pro-

gramming of the content to be delivered in 3 months. In addition,

pilot participants are reminded (on a daily basis) of the self-moni-
toring activities that include not only just the diet and physical ac-

tivities but the glucose tracking, so that pilot participants can re-

view the trend and the interaction relationship among diet,

physical activity, and glucose level. Similar to compliance and

engagement ratios, the metric used to gain an understanding

on the effect of delivering DPP health education online via a mo-

bile app is the change in diabetes self-efficacy. The validated

survey instrument developed elsewhere5 is adopted as a data

collection instrument for assessment purposes.

Self-efficacy questionnaire

DSEQ5 was developed to evaluate the outcome measure of the

diabetes health education program delivered under the Rideau

Valley Diabetes Services in ON, Canada. The development pro-

cess of DSEQ follows psychometric design principle. It focuses

on two aspects of diabetes self-efficacy covering a comprehen-

sive range of diabetes self-management activities: belief and ac-

tion. Belief refers to the perception on the importance of self-

management activities, while action refers to the confidence on

carrying out the self-management activities.

In the development process of the DSEQ, the main factors be-

ing considered include:

(1) Reliability in terms of test-retest and internal consistency.

(2) Validity in terms of the meaning/interpretation of the re-

sults and bias.

(3) Responsiveness in terms of sensitivity and stability; i.e.,

could the instrument detect change when there is a suc-

cessful intervention, and could it show no change when

there is a lack of (effective) intervention?

(4) Invariance in terms of the presentation order of the ques-

tions that may affect the outcome of the responses via

Spearman coefficient on split-half and odd-even shuffling

of the questions.

A total of 58 questions of a six-point Likert scale are included in

DSEQ. Principal-component factor analysis (PCFA) was applied

to group the questions into six scales:

Scale 1: managing social, emotional, and food-related as-

pects of diabetes

Scale 2: communicating with health professionals and

planning

Scale 3: managing low blood sugars

Scale 4: managing diabetes related to exercise, blood

glucose, and prevention

Scale 5: integrating knowledge and day to day care

Scale 6: managing insulin

Scale 6 was not included in PCFA as not all patients of Rideau

Valley Diabetes Services were insulin dependent. The following

were the result of PCFA reported by Roblin et al. based on

analyzing the responses by 478 individuals:
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Table 1. Participant demographic information

Ethnicity Distribution (%)

Caucasian 41.40

African American 30.90

African American/Hispanic 3.10

Asian 13.80

Hispanic 7.50

Hispanic/White 1.10

Indian/Asian 1.10

Mexican/Black 1.10

Income (in US $) Distribution (%)

0–24,999 27.50

25,000–49,000 23.33

50,000–99,999 28.33

100,000–150,000 12.50

150,000–199,999 4.17

>200,000 4.17

Education level Distribution (%)

High school diploma 17.89

Some college—no degree 21.95

2-year college degree 16.26

4-year college degree 26.83

Some graduate work 5.69

Graduate-level degree 11.38

Self-perceived health Distribution (%)

Poor 8.13

Fair 28.46

Good 43.09

Very good 16.26

Excellent 4.06

Sex Distribution (%)

Female 51

Male 49
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Incorporating DSEQ for pilot

In this research, a pilot participant was asked to respond to

DSEQ—referred to as pre-survey—during the enrollment for es-

tablishing a baseline. The pilot participant was then placed in a

1-month ‘‘hold’’ period under the assumption that the participant

would not receive any intervention involving a change in lifestyle

or medication, as well as that the participant would not

remember the response to DSEQ after 1 month. After the

1-month hold, the pilot participant was invited to respond to

the sameDSEQagain—referred to as post-survey. The post-sur-

vey is required no later than the orientation for on-boarding. The

orientation includes instructions on the use of the monitoring de-

vices, such as glucose meter and lancing device, as well as the

mobile app. After the orientation, the participant enters the inter-

vention phase, which lasts on average about 3 months. Further

details on the actionable health activities during the intervention

phase are described in the next section. After the intervention

phase, the participant was asked to repeat the DSEQ again—

referred to as exit-survey.
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Under the assumption of no intervention, the difference in pre-

survey and post-survey provides a baseline on the intra-variations

indicating the (in)consistency of the survey responses. By

comparing the responses of pre-survey and post-survey, we

could better understand the stability and any possible change in

self-efficacywhen there is no intervention. Similarly, by comparing

the responses of pre-survey and exit-survey, the effect of behav-

ioral predictive analytics and themobile app on self-efficacy could

be examined. To understand the effect, ANOVA with repeated

measures (ANOVA-RM) was applied to analyze the pre-survey,

post-survey, and exit-survey responses.
Preliminary study
The proposed approach was applied to the diabetes subjects of

a self-health management pilot conducted under an IRB-

approved study protocol (CUNY IRB no. 2018-1043). The objec-

tive was to investigate the impact of digital health solutions to

affect individuals’ behavior toward self-management of chronic

diseases, particularly type 2 diabetes.

To be included in the study, the participants had to be at least

18 years of age. They needed a minimum education level of a

high school diploma. An additional criterion was that the partic-

ipants had to have an H1AC of 6.0, or a diagnosis of diabetes or

pre-diabetes. This means that participants also had a perceived

risk of developing, or had developed diabetes and other associ-

ated chronic illnesses.

The behavior model developed under previous research for

predicting behavior readiness was based on a population of

over 500 individuals. The population consisted of both healthy in-

dividuals as well as individuals with chronic diseases. The statis-

tically validated model was applied in stage 1 of the proposed

predictive analytics for personalization.

This pilot strives for an equitable recruitment: 148 individuals

with type 2 diabetes were involved in stage 2 of the preliminary

study. These participants had a mean age of 49 years and a

mean H1AC of 7.89. The population characteristics are shown

below (Table 1).

The survey responses of these 148 individuals were used to

derive behavior readiness vectors, which were then subse-

quently used to identify manifold clusters (subpopulations). Indi-

viduals were grouped into a cluster when their behavior readi-

ness patterns were close to the statistically significant

association patterns characterizing the cluster.

Among the 148 individuals participating in this pilot on a rolling

basis, some were still in a 1-month hold period for establishing a

baseline without intervention; i.e., they had not entered the pilot

phase for personalized intervention. Among the rest, 49 subjects

with type 2 diabetes were included in deriving the population-

basedmodels for personalized intervention. Thesewere the sub-

jects who entered/were in the intervention phase of the study

during this research. The self-health management focused on

three health coaching agenda:

- knowledge building and information gathering through daily

wisdom sent via SMS and/or (in-app) push notifications

- discipline and skill development (through notifications and

reminders)

- awareness improvement (through weekly survey)



Figure 1. Push notification

Figure 3. In-app service
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The self-health management activities of this pilot included the

delivery of (1) daily wisdom on diabetes management, (2) text

messaging, and/or notification reminders on diet, physical exer-

cise, and self-monitoring, and (3) in-app services to track self-
Figure 2. SMS reminder
monitoring, diet and steps. This is followed by weekly online sur-

veys to improve awareness on self-management. Examples of

each of these are shown in Figures 1, 2, 3, and 4. This study fo-

cuses on only a retrospective analysis based on compliance
Figure 4. Weekly survey
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Figure 5. Predicted compliance ratio for a

subject
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ratio, and a forward-looking prediction based on ER, for evalua-

tion purposes.

Data-driven model development

The data collected and used for this preliminary study are a sub-

set of our pilot sample. When a subject enters the ‘‘intervention’’

phase of the study, the SIPPA Health platform collects activity

meta-data on user interactions with the SIPPA Health mobile

app. This allows us to infer adherence and engagement in certain

activities; e.g., using the app to conduct medication research or

schedule medication reminders.

The survey response data of 148 subjects were used to derive

individuals’ behavior readiness. Among the 148 subjects, 49 of

them had either completed the study or were in the intervention

phase during the study period.

The data from all 148 subjects were used for themanifold clus-

tering to identify subpopulation characteristics defined by

behavior readiness. The 49 subjects fell into four of the manifold

clusters. Each of the 49 subjects was assigned to a subpopula-

tion cluster based on the similarity between the behavior readi-

ness measure of the individual and behavior patterns exhibiting
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statistically significant association that

define the cluster. The data from the sub-

jects in each cluster were used to derive

the population-based models (Predictive

analytics for personalization, stage 3) to

support the behavioral predictive analytics

for personalization.

The personalization results reported in

this paper are based on 22 subjects who

were in the intervention phase during the

study period of this research. A subject in

the intervention phase of the study re-

ceives a recommendation on a weekly ba-

sis about the activities on diet manage-
ment, physical activities, and self-monitoring of glucose and

other vital signs. Personalization for each subject is performed

on a weekly basis to recommend one activity to focus on during

a week.

Within each cluster subpopulation, a normalized compliance

ratio and an ER of each subject, as well as the change on a

weekly basis, are derived for each one of the activities: diet

management, physical activities, and self-monitoring. Each ra-

tio is normalized to account for the different starting times of

the participants. For each subject, an auto-regression model

is derived for each activity for each ratio.

It is noted that developing an auto-regression model is not al-

ways feasible. For example, there may not be sufficient data

because in an early stage of the participation an individual

may have only activity data in one category (such as self-moni-

toring) but not the others (such as physical activities). Further-

more, the data may not yield a valid auto-regression model

because it fails the statistical test in step 3.2 during the model

selection process using BIC/AIC. Typically, this happens when

a subject is in the intervention phase for less than 4 weeks.
Figure 6. Observed compliance ratio for a

subject



Figure 7. Average predicted versus

observed CR
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In a scenario where an individual auto-regression model is not

feasible, prediction for personalization for the individual will rely

on the population-based model. For each cluster subpopulation,

we derive a population-based model—one for each activity—

defined by the distribution of the compliance/engagement ratio

and the amount of change using the data of all the subjects in

the cluster subpopulation. In other words, there are n 3 m

such models to capture engagement (compliance) ratios; where

n is the number of clusters and m is the number of activity cate-

gories. For example, m = 3 if there are three categories of activ-

ities, such as diet management, physical exercise, and self-

monitoring. A population-based model developed for an activity

category Aj (where j = 1.. m) in a clusterCi (where i = 1.. n) is used

to predict an engagement (compliance) ratio for an individual in

Ci when an individual auto-regression model is not available

for the activity category Aj.

Preliminary study

The subjects included in this study were distributed across four

different clusters (subpopulations). The results reported in this

paper are based on an 11-week (2.5 months) study of personal-

ization. In other words, the activity data of each subject since

participating in this pilot, leading up to the week of personaliza-

tion, were used to develop the prediction models for the self-

management activities. Then for each subject a recommenda-

tion (either exercise or diet management) was derived using

the prediction algorithm described in the previous section.

Feasibility assessment. To determine the feasibility on the real-

world application of the proposed behavioral predictive analytic

technique, the design of the preliminary study consists of two

parts. The first part is a retrospective analysis using the data

related to compliance. The second part is looking forward pre-

diction on the engagement. The purpose of retrospective anal-

ysis is to establish a base reference for performance assessment

based on historical results. The looking forward prediction is for
Table 2. R and p values for the tests

Week 1 Week 2 Week 3 Week 4

R 0.5178 0.6673 0.7698 0.7008

p value 0.0162 0.00095 4.5 3 10�5 0.0004
evaluating the prediction performance as a

time series on a rolling basis in real-time.

Retrospective analysis. The predictive

analytics would be greatly simplified if

personalization could be based on only

the time series (engagement/compliance)

data. That is, for each subject, it is possi-

ble to derive an auto-regression model

that is also statistically valid according to

the information-theoretic model selection

criteria described in Information-theoretic

model selection approach. In such a

case, manifold-based clustering could be

completely skipped because a popula-
tion-based model to support personalization would not be

necessary.

To gain insight into such a scenario as just described, an

attempt was made to derive an auto-regression model for each

subject who completed/entered the intervention phase. Out of

the 49 subjects, the auto-regression model derivation was suc-

cessful for 21 subjects. Therefore, manifold clustering is required

for this particular use case on applying the algorithm described in

Predictive analytics for personalization.

The compliance ratio is computed on a weekly basis for each

subject. A subject has n data points of compliance ratio; where n

is the number of weeks of participation in the intervention phase.

For deriving the auto-regression model for a subject, n-4 data

points were used to derive/train the auto-regression model,

and the model was used to predict the compliance ratio of the

last four data points for evaluation purposes.

Forward-looking prediction. In contrast to the retrospective

analysis, forward-looking prediction involves only those subjects

who were in the intervention phase during the study period. Out

of the 49 subjects mentioned earlier, 22 of them were involved.

TheERof each active subjectwas computedonaweekly basis.

Similar to the retrospective analysis, anestimatedER isderived for

eachweek based on the predictive analytics technique described

in Predictive analytics for personalization. The predictionwas per-

formed forward looking. For example, the prediction on ER for

weekn (n=2.11) of the11-weekstudyperiod forasubjectwould

be conducted at week n-1. Then the actual observed ER was re-

corded at week n. This forward-looking prediction process was

repeated 10 times in the 11-week study period.

RESULTS AND DISCUSSION

Retrospective analysis
Figures 5 and 6 show the predicted and observed compliance

ratios of the 21 subjects for whom a statistically valid auto-

regression model could be derived. The result shows the pre-

dicted and observed compliance ratios for each week on each

of the 21 subjects; whereas a compliance ratio is derived based

on a 7-day average. As shown in Figure 7, there is a consistent

pattern across the 4-week prediction period.
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Figure 8. Aggregated ER w(/o) personali-

zation
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Table 2 shows theR and the p value of the 4 weeks; whereasR

is the correlation coefficient measuring the strength and direc-

tion of a linear relationship between the predicted and observed

compliance ratio, and p value is a probability measure on the

value of R that have occurred just by random chance (which is

typically compared against the gold standard requiring it to be

less than 0.05).

While auto-regression based on the AIC/BIC criteria for

model selection is intuitively reasonable, it is desirable to obtain

evidence from retrospective analysis (i.e., looking backward)

that auto-regression is indeed reasonable. When auto-regres-

sion is applied to predict the compliance ratio using the weekly

data of a subject, one could compare this against the observed

actual compliance ratio. If a linear relationship exists between

the observed compliance ratio and that predicted by employing

auto-regression across the 21 subjects, this provides evidence

to support the appropriateness of auto-regression. To deter-

mine the strength of the linear relationship, correlation coeffi-
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cient analysis is conducted. Correlation

coefficient R is bounded between �1

and 1. Generally speaking, there is a

strong linear relationship between the

predicted and the observed values when

R is greater than 0.5, as shown in Table 2.

Forward-looking prediction
In the forward-looking prediction experi-

ment, the prediction is on actionable health

recommendations based on the maximal

posterior estimate as described in Predic-

tive analytics for personalization. In this

study, the personalized actionable health
recommendation would be in either diet management or exer-

cise. Twenty-two subjects were in the intervention phase during

this period of research.

Figures 5, 6, and 7 show evidence of its accuracy and consis-

tency. But we are also interested in the effectiveness of the pre-

diction technique for personalization. To evaluate its effective-

ness for improving self-efficacy on health management, this

study attempts to show personalized actionable health (recom-

mended by behavioral predictive analytics) resulting in a more

active engagement when it is compared with that of without

personalization.

To understand the effect of personalization on engagement,

the weekly average ER without personalization is compared

against the ER with personalization. Figure 8 shows the aggre-

gated weekly engagement average, disregarding subpopula-

tions, for comparison purposes.

In calculating the ER without personalization, the average ER

of each subject over time prior to personalization is first
Figure 9. Individual ER average (over

11 weeks)



Figure 10. Observed ER by subpopulation

clusters
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calculated, then the average over all the subjects. Note that the

average ER of each subject over time prior to personalization

spans over different time periods and lengths, as do the action-

able health recommendations because of the rolling nature of the

subject participation in the pilot.

Figure 9 shows the ER of each individual averaged over the

participation period. There are six subjects with low/zero ER in

forward-looking prediction. All of them received follow-up from

this research team to understand these unusual outcomes.

One withdrew from the study, and two were unreachable during

the study period. Among the rest, one has limited technology

proficiency, and one other older adult subject relies on her

daughter to assist her on certain self-management activities at

a time convenient to her daughter. Furthermore, one subject

(participant 15 in Figure 9) was active until he damaged his phone

during the study period of this research.

Figure 10 shows the aggregated engagement average of 22

subjects (with personalization) for each week during the study

period distributed across four cluster subpopulations.

Experimental results and discussion
The results shown in Figures 5, 6, and 7 in the retrospective anal-

ysis show evidence of the feasibility of behavioral predictive ana-

lytics in terms of computational efficacy, as measured by accu-

racy and consistency.
Table 3. Factor loading of DSEQ questions excluded

Scale 1 factor loading max: 0.737, min: 0.413

Missing questions: 38 (0.737), 48 (0.678), 36 (0.634), 43 (0.551), 18

(0.506), 40 (0.413)

Scale 2 factor loading max: 0.799, min 0.477

Missing questions: 46 (0.647), 41 (0.477)

Scale 3 factor loading max: 0.814, min: 0.551

Missing questions: none

Scale 4 factor loading max: 0.65, min: 0.447

Missing questions: 14 (0.502), 3 (0.447)

Scale 5 factor loading max: 0.693, min: 0.393

Missing questions: 20 (0.619), 29 (0.56), 12 (0.393)
Figure 8 shows the evidence of the

applicability of the approach in terms of

health efficacy. It shows that engage-

ment level with personalization is better

than that without personalization.

The results shown in Figures 9 and 10 in

the forward-looking experiment demon-

strate the practical implementation feasi-

bility. The results shown in Figure 10 also

reveal indirect evidence of the effective-

ness of the manifold-based clustering

technique for grouping subjects into sub-

populations by means of behavior readi-

ness. In particular, subpopulation clusters
1 and 2 are the more engaged patient subpopulations reflected

in the behavior readiness characteristics of the clusters.

Furthermore, personalization with strategies tailored for a clus-

ter seems to show an effect over time for improving the engage-

ment, e.g., the second cluster subpopulation is not as high per-

forming at the beginning.

Finally, the overall average ER with personalization had a

mean value of 0.31 with a an SD of 0.33. The 95% confidence in-

terval was [0.17, 0.45]. By contrast, without personalization, the

overall mean ER is 0.26 with an SD of 0.31. The 95% confidence

interval for this value was [0.13, 0.38].

Health education assessment using DSEQ
The effectiveness of delivering online health education through

the SIPPA Health platform was evaluated. The health education

content is based on the diabetes prevention program developed

by CDC. In this pilot study, a total of 34 individuals with type 2

diabetes completed the health education.

DSEQ assessment instrument

Similar to the populations that were based on the psychometric

design of the DSEQ by Roblin et al., only a fraction of subjects in

this pilot population are insulin dependent. Therefore, questions

on scale 6 relating to insulin management were not included.

In addition, the original set of 52 questions in DSEQ5

covering the five scales were further reduced to 39 questions

after considering the fatigue factor that impacts the participants

in our pilot. Due to the pilot constraints, a subject was asked to

complete all 78 responses (one on belief and one on action to

39 questions) in one session. The 13 questions excluded from

the original DSEQ, and the corresponding factor loading, are

listed in Table 3.

Experimental results

In this pilot study, 34 participants completed the online health

education via the SIPPA Health mobile app. A participant is

considered to having completed the health education if the

following conditions were met:

1. Completed the DSEQ—refer to as the pre-survey defined

in Incorporating DSEQ for pilot—as soon as the participant

was enrolled into the self-health management pilot.
Patterns 3, 100510, June 10, 2022 13



Table 4. ANOVA-RM on belief disregarding scales

F statistic Significance

Greenhouse-

Geisser

Sphericity assumed 4.185 0.019

Mauchly’s test of sphericity 0.795 0.986

Within subject contrast 7.272 0.011

Table 6. ANOVA-RM on belief for each scale

Sig Scale 1 Scale 2 Scale 3 Scale 4 Scale 5

Sphericity assumed 0.072 0.503 0.098 0.017 0.007

Mauchly’s test of

sphericity

0.039 0.865 0.058 0.369 0.336

Within subject

contrast

0.042 0.284 0.606 0.019 0.003
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2. Completed the DSEQ again—refer to as the post-survey

defined in Incorporating DSEQ for pilot—soon after

30 days since the pre-survey.

3. Completed the DSEQ one last time—refer to as the exit-

survey defined in Incorporating DSEQ for pilot—after the

completion of the self-health management interven-

tion phase.

ANOVA-RM was performed on the belief responses provided

by the 34 participants during the pre-survey, post-survey, and

exit-survey—without concerning the scales. ANOVA-RM was

then repeated on each scale. This was then repeated on the ac-

tion responses.

In this research, health education introduced during the

self-management intervention phase occurs after the post-

survey. When the pilot subject population did not receive

intervention elsewhere during the hold period (i.e., between

pre-survey and post-survey), the expected outcome of

applying ANOVA, or t-test, to the responses of pre-survey

and post-survey should show no change. In other words,

the null hypothesis stating no difference in the means of the

pre-survey and post-survey responses cannot be rejected us-

ing the gold standard of p-value < 0.05.

On the other hand, if SIPPA Health is effective in delivering on-

line health education in terms of evidence-based outcome, one

would expect a statistically significant difference between the

mean of the pre-survey and exit-survey; i.e., the null hypothesis

stating no change in the means of the pre-/exit surveys is ex-

pected to be rejected using the gold standard of p-value < 0.05.

Therefore, positive outcomes attributed to SIPPA Health can

be formulated as:

(1) Null hypothesis is rejected using the gold standard of p-

value < 0.05 in considering the pre-survey and the exit-

survey; i.e., there is a change in the self-efficacy.

(2) Null hypothesis is not rejected due to insufficient statisti-

cal evidence using the gold standard of p-value < 0.05 in

considering the pre-survey and the post-survey; i.e., there

is no change in the self-efficacy.

The strategy is to perform ANOVA-RM on the responses to the

pre-post-exit surveys. It does not need to analyze further if the

null hypothesis stating no change could not be rejected. On
Table 5. Mean estimate on belief disregarding scales

Sample mean

95% confidence

Lower Upper

Pre 4.396 4.204 4.589

Post 4.417 4.193 4.641

Exit 4.59 4.429 4.752
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the other hand, if the null hypothesis is rejected, then further

analysis will be conducted to confirm the change is from re-

sponses to the pre-exit, but NOT pre-post, surveys.

ANOVA-RM results on belief. ANOVA-RMwas performed on the

responses by the 34 participants to the belief aspect of the DSEQ,

without concerning the scales. Similar to the psychometric evalu-

ation of the DSEQ, the responses to the belief aspect of the 39

questions by each participant in a survey were averaged. This re-

sulted in three datasets—pre-survey, post-survey, and exit-sur-

vey. Each dataset consists of 34 responses. These three datasets

are the basis of the ANOVA-RM leading to the results shown in Ta-

ble 4. The lower and upper bounds of the estimate with 95% con-

fidence based on the sample mean are shown in Table 5.

The process is then repeated for each scale. On the scale

level, the average is performed using the responses to only the

questions on that scale. For example, there are four questions

for scale 3. The average for the responses by an individual to

these four questions was derived and used in the ANOVA-RM

when the focus was on scale 3. The p-value results of the anal-

ysis for each scale are shown in Table 6.

It is noted that the p-values of ANOVA-RM analysis on scales 4

and 5 are less than the gold standard 0.05 under the assumption

of sphericity—suggesting a change in self-efficacy. The analysis

result on each scale was further examined.

Further details on the ANOVA-RM analysis for scales 4 and 5

are shown in Tables 7, 8, 9, and 10. In this research, Mauchly’s

test was applied to assess the sphericity assumption. The

Greenhouse-Geisser F statistic and significance are also

included in Tables 7 and 9 should there be statistical evidence

on the violation of sphericity assumption (see Tables 8 and 10).

ANOVA-RM results on action. The analyses described in

ANOVA-RM results on belief were repeated on the responses

to the action aspect of the DSEQ.

The results of ANOVA-RM analysis are shown in Tables 11, 12,

13, 14, and 15. In Table 11, two p-values (0.234 and 0.236) were

reported on the first row because the p-value of Mauchly’s test

for sphericity assumption is less than 0.05; i.e., the null hypoth-

esis of Mauchly’s test on sphericity assumption is rejected.

Therefore, the adjustment based on Greenhouse-Geisser

(0.236) was included. Similar adjustments were also made for

scale 3 and scale 5, as shown in Tables 12 and 13.
Table 7. Details on ANOVA-RM for belief scale 4

F statistic Significance

Sphericity assumed 4.361 0.017

Mauchly’s test of sphericity 0.369

Greenhouse-Geisser 4.361 0.019

Within subject contrast 6.074 0.019



Table 8. Mean estimate on belief for scale 4

Sample mean

95% confidence

Lower Upper

Pre 4.464 4.269 4.66

Post 4.437 4.202 4.672

Exit 4.674 4.513 4.835

Table 10. Mean estimate on belief for scale 5

Sample mean

95% confidence

Lower Upper

Pre 3.946 3.585 4.308

Post 4.109 3.784 4.435

Exit 4.332 4.05 4.615
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Review on results and limitations

Result review and discussion. By comparing the effect of deliv-

eringhealth education viaSIPPAHealth onaffecting thebelief and

action aspects of self-efficacy, the following results are noted:

1. Without concerning the scales, ANOVA-RM indicates a

change in the belief aspects of the diabetes self-efficacy,

as shown in Table 4. Null hypothesis of Mauchly’s test of

sphericity could not be rejected since the p-value was

0.951. Therefore, sphericity assumption is valid. In other

words, no adjustment on the significance value (p =

0.023) is required. Furthermore, the within-subject pre-

exit contrast is significant (p = 0.017), as well as the up-

ward trend on the mean shown in Table 5, confirming

the positive overall effect on the belief aspects of diabetes

self-efficacy improvement.

2. Tobetter understand the change in self-efficacy at the scale

level, ANOVA-RM was conducted on each level. Table 6

shows that the change in scales 4 and 5 is of significance.

Scale 4: managing diabetes related to exercise, blood

glucose, and prevention

Scale 5: integrating knowledge and day-to-day care

Note: the results of Mauchly’s test on scales 4 and 5 analysis

show no adjustment required for the p values derived during the

ANOVA-RM process.

3. In contrast to the belief aspects, the result of ANOVA-RM

did not indicate a change in the overall action aspects of

self-efficacy, as shown in Tables 11 and 12.

4. ANOVA-RM conducted on the scale level revealed action

scale 5 is significant, as shown in Table 13.With further de-

tails are shown in Tables 14 and 15.

Note that the null hypothesis of Mauchly’s test of sphericity for

scale 5 was rejected, as shown in Table 13. Therefore, the p-

value significance should be adjusted to 0.04 from 0.032 accord-

ing to the Greenhouse-Geisser correction.

Overall, the result shown above is a validation of the SIPPA

Health (mobile app) platform for delivering online health educa-

tion programs grounded on the DPP of CDC. Although the result

did not show improvement in self-efficacy on all scales, this is

not a surprise.
Table 9. Details on ANOVA-RM for belief scale 5

F statistic Significance

Sphericity assumed 5.406 0.007

Mauchly’s test of sphericity 0.336

Greenhouse-Geisser 5.406 0.008

Within subject contrast 10.383 0.003
The behavioral predictive analytics is focused on personaliza-

tion toward optimizing engagement in three areas: self-awareness

of health conditions, knowledge and skill-building through health

education, and discipline on actionable health activities, including

self-care and self-monitoring of glucose, diet, and physical activ-

ities. These areas fall into scales 1, 4, and 5.
Limitations of the study
The outcome as shown in DSEQ indicates improvement on self-

efficacy in both belief and action aspects of scale 5: integrating

knowledge and day to day care. It also indicates improvement

on self-efficacy in belief scale 4: managing diabetes related to

exercise, blood glucose, and prevention. That is, increased

awareness on health and skill building on self-management.

However, action scale 4 did not appear to be significant. We sus-

pect that the 3-month duration is not sufficient for pilot partici-

pants to feel confident on carrying out actionable self-care

activities.

Although this pilot covers diet self-reporting and vital sign

measurement, it did not cover the full scope of scale 1:managing

social, emotional, and food-related aspects of diabetes. This is

due to at least in part the exclusion of the mental health support.

Nonetheless, the p-value of 0.072 for belief scale 1 is encour-

aging since it is close to the gold standard 0.05.
EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Further information and requests for resources should be directed to and will

be fulfilled by the lead contact, Dr. Sy (bon.sy@qc.cuny.edu).

Materials availability

The mobile devices and/or vital sign monitoring devices used in this study are

not available to the readers. However, readers could contact the lead contact

for information about the models and vendors for procuring the devices.

Data and code availability

Due to the sensitivity of the personal data and the re-identification risk, it was

concluded, after discussion with the administration and the editors ofPatterns,

that data access shall be requested through the lead contact Dr. Sy. Arrange-

ments may bemade for readers interested in the data. This will require seeking

approval by the CUNY IRB, and the individuals interested in the data are sub-

jected to the same standard and criteria as the personnel of this research; i.e.,

completing and maintaining currency of CITI training on research, ethics,
Table 11. ANOVA-RM on action disregarding scales

F statistic Significance

Greenhouse-

Geisser

Sphericity assumed 1.483 0.234/0.236

Mauchly’s test of sphericity 0 0.707

Within subject contrast 1.482 0.232
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Table 14. Details on ANOVA-RM for action scale 5

F statistic Significance

Sphericity assumed 3.645 0.032

Mauchly’s test of sphericity 0.028

Greenhouse-Geisser 3.645 0.04

Within subject contrast 5.802 0.022

Table 12. Mean estimate on action disregarding scales

Sample mean

95% confidence

Lower Upper

Pre 4.000 3.736 4.264

Post 4.005 3.74 4.271

Exit 4.143 3.859 4.426
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compliance, and safety training (https://about.citiprogram.org/) for human

subject protection.

Currently the Android SIPPA Health mobile app is available in the Google

Play Store closed testing group. Readers may send a request via email to

info@sippasolutions.com. Once one is being added to the closed testing

group, one will be able to find and download the SIPPA Health in the Google

Play Store.

The software for developing a model for behavior readiness is based on the

commercially available (https://ssicentral.com/index.php/products/lisrel/)

application LISREL. Software code developed for manifold clustering is based

on Java servlet hosted in a Tomcat server. It requires periodic security update,

but could be arranged for non-commercial use upon request made to the lead

author. Software code written on Python/R and SQL for model selection and

predictive analytics are tightly integrated into the application and database

infrastructure. Readers interested in replicating the environment are encour-

aged to contact the lead author. The analysis result of the diabetes self-effi-

cacy was conducted using SPSS, and ANOVA-RM could be carried out on

Excel as well. A tutorial explaining the steps for carrying out ANOVA-RM

closely resembling that of this research could be found in YouTube (https://

www.youtube.com/watch?v=6T6dvrwDe_U). Readers interested in repli-

cating the infrastructure of this research environment for their own use could

contact the lead author for a further discussion.

Experimental procedures: Further details

In this research the experimental procedure for the study followed the

CUNY IRB-approved protocol (CUNY IRB no. 2018-1043). Due to the rolling

basis of the subject recruitment and participation, only a subset, rather than

the entire population, participated in the intervention phase that involves

behavioral predictive analytics at any given time point. In reference to Ta-

ble 1, as well as the inclusion criteria approved by the institutional review

board for the pilot study, our study did not include patients with diabetes

from all walks of life. In particular, the vulnerable population defined by in-

dividuals younger than 18 years is excluded from the study sample. In addi-

tion, the health education material for the DPP developed by the US CDC

was developed for readers with a sixth-grade reading level and is available

in both English and Spanish. In our pilot, the inclusion criteria stipulate a

minimum high school reading level. The minimum high school reading level

is related to the survey instrument for deriving behavior readiness. While the

survey was validated with sufficient statistical power, it has not been as-

sessed for its appropriateness regarding the required minimum

reading level.

Final thoughts and open research questions

Type 2 diabetes generally requires 3–6 months before short-term health

outcome improvement could be observed. There may be a relapse in the

health outcome improvement over time. A conclusive health outcome
Table 13. ANOVA-RM on action for each scale

Sig Scale 1 Scale 2 Scale 3 Scale 4 Scale 5

Sphericity

assumed

0.96 0.18 0.807/

0.73

0.234 0.032/

0.04

Mauchly’s test

of sphericity

0.212 0.256 0 0.07 0.028

Within subject

contrast

0.899 0.328 0.681 0.226 0.022
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improvement such as that shown in the DPP (of the US CDC) entails a large-

scale, long-term study that lasts more than 5–10 years.

In this research, most pilot participants who completed the study were

engaged for a 3-month period. Since behavior predictive analytics based on

auto-regression is conducted on a weekly basis for each participant, transient

changes within a week are smoothed via the average in deriving the weekly

engagement level. Patterns, such as the gradual change or trajectory change

over time in the period of weeks, generally could be incorporated in the auto-

regression due to its nature to make a prediction based on the observations

made available over time. In other words, the 3-month study period of a sub-

ject is assumed stationary. Beyond the short-term 3-month study, a subject

may relapse, as observed in this and other studies. The best practice to

address this in the real-world environment is to engage the subject for ‘‘re-

training.’’ The ultimate goal is to empower an individual to develop long-lasting

discipline, skill, and knowledge to better self-manage their health and their

chronic diseases. Some of the critical open questions for future research are:

1. If the longitudinal study is feasible, could short-term outcome data from

studies such as this be useful to support (statistical-based) change-

point detection to obtain evidence on the effect of behavior change to-

ward pro-active/relapse of engagement in self-management to inform

change in long-term health outcomes?

2. If a large patient population is available, could this research be repeated

by applying (manifold) clustering to segment the patient population by

behavior readiness and social determinants of health (SDoH), including

race/ethnicity, gender, and social-economic status, to inform findings

that are specific to population subgroups by the categories defined

through the social determinants of health? In doing so, we could

achieve a better understanding of any hidden bias embedded in the

research result when the distribution of the subjects by SDoH is

skewed.

3. Furthering on (2), could health-related social needs be incorporated into

a predictive model to improve engagement in self-management, as well

as to translate health-related social needs into actionable social ser-

vices, for enhancing the likelihood of improving long-term health

outcome improvement?
Conclusions

A behavioral predictive analytics approach was presented for self-health

management with personalization. The personalized recommendation is

based on population segmentation via manifold clustering, and the engage-

ment outcomes that reveal the behavior readiness of an individual in self-

management.

Auto-regression and population models were derived to support the predic-

tive analytics approach for generating personalized recommendations. A lim-

itation is the requirement for a ‘‘wait’’ period to accumulate sufficient data to

derive a personalized auto-regression model. In this research we adopt a
Table 15. Mean estimate on action for scale 5

Sample mean

95% confidence

Lower Upper

Pre 3.714 3.277 4.150

Post 3.904 3.556 4.242

Exit 4.081 3.735 4.447

https://about.citiprogram.org/
mailto:info@sippasolutions.com
https://ssicentral.com/index.php/products/lisrel/
https://www.youtube.com/watch?v=6T6dvrwDe_U
https://www.youtube.com/watch?v=6T6dvrwDe_U
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strategy that aims to prioritize personalization based on the greatest improve-

ment possible on engagement in a self-management area. This has an inherent

bias that may negatively impact individuals with limited potential for improve-

ment on engagement.

The health education delivered through SIPPA Health mobile app shows ev-

idence on improving diabetes self-efficacy. However, the pilot study is focused

on only the English version of the DPP of CDC. We do not yet know how health

education delivered in a different language, and the SDoH, may affect engage-

ment and at what pace.

Our future research will focus on understanding these aspects. In addition,

our future research goal will also aim to develop partnerships for collecting

larger samples to gain insights into statistical significance for generalizability.
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