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ABSTRACT 

With the rapid growth of electronic medical records (EMR), there is an increasing need of automatically extract patterns or rules 
from EMR data with machine learning and data mining technqiues. In this work, we applied unsupervised statistical model, 
latent Dirichlet allocations (LDA), to cluster patient diagnoics groups from Rochester Epidemiology Projects (REP). The initial 
results show that LDA holds the potential for broad application in epidemiogloy as well as other biomedical studies due to its 
unsupervised nature and great interpretive power. 

Introduction 

With the rapid growth of electronic medical records (EMRs), it becomes more and more essential to develop 
methods to automatically mine information from EMRs with machine learning and data mining techniques in a 
timely and accurate manner [1, 2].  

Recently, Latent Dirichlet Allocations (LDA) [3] has gained popularity in diverse fields due to the fact that it holds 
great promise as a means of gleaning actionable insight from the text or image datasets. In natural langauge 
processing (NLP), LDA clusters both words and documents into topics by approximating word or term distributions 
[4]. As an unsuperivsed statistical model, LDA makes use of Bayseisan inference to update the probability estimates 
for a hypothesis.    

As LDA does not require a priori knowledge but can generate good interpretative models, enjoy good portability [5] 
and meanwhile it has the flexibility of adding implicit as well as explict priors to build diverse models [6-9], it thus 
holds the potential for broad applications, such as comorbidity studies, drug repurposing, biological connections 
among diseases and so on in biomedical research [10]. In this paper, we propose to use LDA to identify associations 
among diagnosis code groups utilizing  an epidemiology cohort, Rochester Epidemiology Projects (REP) [11], and 
aim to understand the comorbidities. The paper starts with the introduction of background and related work in 
section 2; it then presents experimental methods in section 3 where the experiment data is introduced and adapted 
topic modeling for diagnosis group associations and topic analysis approaches are illustrated respectively. Section 4 
presents the results and what can be found from those topics. Finally, in section 5, we discuss potential expansions, 
existing limitations and how we can make more improvements. 

Background and Related Work 

Disease classification and grouping in epidemiology studies 

In epidemiology, the three Cs (cause, contribute and correlate) in studying disease etiology proposed by Green [12] 
have long been the principle. However, diseases can be related biologically or phenotypically. There are different 
approaches to group diseases. The first approach defines disease groups by the symptoms of the affected organ. This 
kind of grouping derives from observational correlation between pathological analysis and clincal syndromes [13]. 
With the development of novel quantitaitive approaches to network analysis  and the explosion of currently avaiable 
genomic, transcrptomic, proteomic and metabolomic data sets, biological systems based on network has been 
applied to disease classifications [14].  

The most popular disease classification systems used is the International Classification of Disease (ICD) [15, 16], 
which classifies diseases systematically based on the analysis of the general health situation of population groups. It 
is used to monitor the incidence and prevalence of diseases and other health problem and has become the standard 
diagnosis tool for epidemiology.  

However, ICD classification can be too finer granualarity for clinical practice since the number of ICD codes is too 
large and the distinctions among some codes are not clear. The large number of ICD-9-CM (the 9th version, Clinical 
Modification) codes also makes statistical analysis and reporting difficult and time-consuming.  the Agency for 
Healthcare Research and Quality (AHRQ) introduces Clinical Classification Software [17] (CCS) to cluster patient 
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diagnosis and procedures into a manageable number of clinically meaningful categories. This way, 14,000 diagnosis 
codes are reduced to 279 groups.   

Topic modeling in boimedical informatics Specifications 

In biomedical informatics, probabilistic topic modeling has been applied to patients’ notes to discover relevant 
clinical concepts and relations between patients [18]. Angues et al. [19] applied unsupervised LDA to primary 
clinical dialogues for visualizing shared content in communication. Wang et al. developed BioLDA [20] to find 
complex biological relationships in recent PubMed articles. Wu and Xu [21] made use of LDA to rank gene-drug 
relationships in biomedical literatures based on Kullback-Leibler (KL) distance between topics derived from LDA. 
Bisgin et al. [12, 22] mined FDA drug labels using topic modeling. Fifty-two unique topics, each containing a set of 
terms, were identified and then the probabilistic topic associations were used to measure the similarity between 
drugs. Bian et al. [23] utilized the topic features to categorize the collections tweets into latent topics and those 
topics are used as features to train SVM prediction models for mining adverse effects labels. Newman et al. [24] and 
Bundachus and Tresp [25] employed topic models to interpret MeSH terms. Chen et al. [26] proposed to use LDA to 
promote ranking diversity for genomics information retrieval and they claimed that topic distributions of retrieval 
passages can help identify aspects more accurately. Chen et al. [27] extended LDA by including background 
distribution to study microbial samples. Under their setting, each microbial sample is a document and each 
functional element is a word. They found that estimating the probabilistic topic model can uncover the configuration 
of functional groups. All of those studies have shown the potentiality of topic modeling. 

Experimental Methods 

In this study, our main goal is to investigate the effectiveness of topic modeling in discvering assocations among 
disease groups. We first generate topic distribution for selected medical records for certain population and then the 
connections among disease groups are analyzed.  

Rochester epidemiology project (REP) and data inclusion 

The Rochester Epidemiology Project (REP) is a collaboration between health care providers in southeaster 
Minnesota, which involves Olmsted Medical Center, Mayo Clinic, Rochester Family Medicine Clinic and other 
medical care providers in southeastern MN. The REP is a unique records-linkage research infrastructure that has 
existed since 1966. It includes the medical records of all persons who have ever lived in Olmsted County, Minnesota 
between January 1, 1966 and the present, and who have given permission for their medical information to be used 
for research. Those persons comprise more than 500,000 unique individuals and more 6 million person years of 
follow-up through 2010. Historically, the Olmsted County population is less racially diverse then the US as a whole 
[11, 28] and similar to the state of Minnesota and surrounding states [29]. The REP data we use has been processed 
and saved as a matrix with rows being the patient ID and columns the diagnosis code group defined by AHRQ. 
There are 256 diagnosis code groups in total in our data. As an initial study, we only select 4644 patients who are 
above 65 and paid 80 visits over the chosen set of years for this study. 

Topic modeling 

Topic modeling is originally a tool for text analysis. Now, we adapt it to the association analysis of diagnosis group. 
In text analysis, LDA represents a document as a mixture of fixed topics. Under the context of our data, LDA 
represents a collection of patients as a mixture of fixed topics. Each topic z has the weight 𝜽𝒛

𝒑 in a patient p and each 
topic is a distribution over a finite vocabulary of diagnosis code groups, and each code group c has a probability 𝝓 
in topic z. Placing symmetric Dirichlet priors on 𝜽 and 𝝓, with 𝜽  ~  𝑫𝒊𝒓𝒊𝒄𝒉𝒍𝒆𝒕(𝜶) and 𝝓𝒛  ~  𝑫𝒊𝒓𝒊𝒄𝒉𝒍𝒆𝒕(𝜷), where 
𝜶 and 𝜷 are  hyper-parameters to control the sparsity of distributions, the generative model is given by: 

𝒄𝒊|𝒛𝒊,𝝓𝒄𝒊
𝒛𝒊   ~  𝑫𝒊𝒔𝒄𝒓𝒆𝒕𝒆 𝝓𝒛𝒊 , 𝒊 = 𝟏,… ,𝑪   

𝒛𝒊|𝜽𝒑𝒊   ~  𝑫𝒊𝒔𝒄𝒓𝒆𝒕𝒆 𝜽𝒑𝒊 , 𝒊 = 𝟏,… ,𝑪 
𝝓𝒛  ~  𝑫𝒊𝒓𝒊𝒄𝒉𝒍𝒆𝒕 𝜷 , 𝒛 = 𝟏,… ,𝑲 
𝜽𝒑~  𝑫𝒊𝒓𝒊𝒄𝒉𝒍𝒆𝒕 𝜶 ,𝒑 = 𝟏,… ,𝑷 

where K is the total number of topics, C is the total number of diagnosis code groups in the patient collection, and 𝑝! 
and 𝑧! are the passage and the topic of the ith code group 𝑐! respectively. Each code group in the vocabulary 
𝑐! ∈ 𝑉 = [𝑐!, 𝑐!,… ,𝐶!] is assigned to each latent topic variable 𝑧! . Given a topic 𝑧! = 𝑘, the expected posterior 
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probability 𝜃!of topic mixings of a given patient 
p and the expected posterior probabilities 𝜙!!

!! of 
code group 𝑐! are calculated as below. 

𝝓𝒄𝒊
𝒛𝒊 =

𝒏𝒄𝒊𝒌 + 𝜷
𝒏𝒄𝒋𝒌 + 𝑪𝜷

𝑪
𝒋!𝟏

 𝜽𝒑 =
𝒏𝐩𝒌 + 𝜶
𝒏𝒑𝒋 + 𝑷𝜶𝑲

𝒋!𝟏
 

where 𝑛!!! is the count of 𝑐! in topic k, and 𝑛!,! is 
the count of topic k in patient p. 
In this study, we used the LDA approach to obtain 
the parameter 𝜙 for every diagnosis code group. 
The topics were extracted by using the R package 
topicmodels, which is based on Blei et al [3].  

1.1. Associations discovery of diagnosis group 

The topic distributions over diagnosis code group 
measures the connection (or relatednedss) of a 
disease with a specific topic (i.e. the conditional 
probability of topic for a given disease as shown 
in Figure 1. As shown in the previous section, in 
our work, the document is the patient while the 
term is the diagnosis code group. Therefore, the 
posterior distribution 𝜃 would detemine the probability of a patentient given a topic and  𝜙 would determine the 
probability of a diagonosis code group given a topic. More specifically, some patients were assigned to the most 
probable topics and some diagnosis code groups were assigned to the most probable topics.  

Results and Analysis 

There are a total of 4644 patients with their diagnosis code groups obtained with simeple exclusion criterias 
described above. LDA was employed to generate topic distributions for both the patients and the diagnosis code 
groups. We tested diverse topic numbers ranging from 20 to 147 and compared the resultant topics with respect to 
loglikelihood distributions and perplexities. Similar results were obtained when the number of topics is between 20 
to 35. We chose the number of topics to be 20 and analyzed the common properties shared by the diseases with 
proportion higher than 0.05 in each topic.  

Topic analasis in terms of disease relations 

In Figure 1, the proportion of diagnosis code group for each of the topics is drawn with sample results when topic each 
topic is dominated by a few code groups which involve much larger ratios than remainings. Namely, each topic is 
represented by a few key diognosis code groups. In Table 1, the interpreations of those dominant diagnosis code 
groups are given. The five diagnosis code groups in T1 are almost relatedto joint disorders except the last two, 98 
and 259. T7 is also about joints, but it focuses more infections. The last two, are found in many topics. In fact, they 
two can be thought related to diverse diseases. That is why they have high proportions in many topics. Two 
components occupy 0.88 of T2 and T9. Both of them invovle the code aftercare while the other one for T2 is related 
to heart rhythm and the one for T9 is to infections in 
intravenes. It seems that these two topics are not clustered 
very well. But if we think from the perspective that 
aftercare plays imporant parts in quite a few severe 
diseases, especially diseases related to heart, it is quite 
reasonable for them two to co-occur often. T3 is obviously 
about respiratory diseases, with the four main codes nearly 
evenly distributed. Diseases in T4 seem to all related to fat-
induced diseases since diabetes, hypertension, lipid 
metabolism may all be causes by eating too much high-

Figure 2 Patient ratio among topics 

Figure 1 Diagnosis code group proportion for 20 topics where  
x-axis is the topic and y-axis is the proportion of each code group in that topic  
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calory food. T8 all involves repiratory. Congestive heart failure and repiratory problems may be related. T5 and T12 
are about heart diseases. number is 20. As can be seen, although each topic is composed of some proportion of all 
253 diagnosis code group,  

Nonetheless, T5 is more about heart organ itself while T12 is more about the circulation. T6, T11, T13, T14, T15, 
T17 and T18 have strong category features as sense, mental, nervous, urinary, system, kidney, skin and 
gastrointestinal diseases. T10 can be classified as internal secretion diseases. T16 seems more about dieseases seen 
among old people although data we used is in fact about patients who are older than 65. The results indicated that 
topic modeling can yield statistically significant topics that group and identify diseases sharing some commonality.  
Basically, what we have discovered about diseases, is consistent with what is shown by topic modeling for other 
domains, like text mining, natural langauge processing or image processing.  

Topic analysis in terms of patient grouping 

Figure 2 shows the distributions of patients’ topic assignemtns. T1, T2 and T3 occupy about 0.3 among all topics 
and T4, T5, T6 and T7 also share about 0.06 respectivlye while T18, T19 and T20 only occupies about 0.017, 0.015 
and 0.008 respectively. This is natural since the first seven diseases are all about heart diseases, respirative, tissue or 
joint disease which are quite common ones among old people. In contrast, the last three are about some rare diesease 
such as colon cancers, cerebrovascular or cancer of overy. 

The actual counts of diagnosis code groups for each topic are somewhat different from the corresponding 

proportions. The former is based on the maximum probability of some topics for the given patients while the 
proportions are calculated with the summation of posterior probabilities for each topic. This difference shows that 
some diagnosis code groups have more counts than others. Namely, for some diseases, patients have to pay more 
visits than other diseases. Hence, the patient topic distribution analyses can reveal the subtle nature of diseases. 

Discussion and Limitations 

Although many techniques, such as principle component analysis (PCA) [30], factor analysis (FA) [31] or probabilistic 
latent semantic indexing (pLSI) [32] have been used in clustering medical data, topic modeling has been proved to be a 

 
Table 1 Corresponding diagnosis code group for each topic in Figure 1 

Topic AHRQ Clinical Classification Codes group and corresponding diseases 
T1 211 204 203 98 259 

Other connective tissue disease Other non-traumatic joint disorders Osteoarthritis  Essential hypertension Residual codes; unclassified 
T2 106 257 

Cardiac dysrhythmias Other aftercare 
T3 136 133 134 53 

Disorders of teeth and jaw Other lower respiratory diseases Other upper respiratory disease Disorders of lipid metabolism 
T4 49 98 50 53 

Diabetes mellitus without complication Essential hypertension Other endocrine disorders Disorders of lipid metabolism 
T5 101 53 98 100 

Coronary atherosclerosis and other heart disease Disorders of lipid metabolism Essential hypertension Acute myocardial infarction 
T6 200 23 91 94 98 

Other skin disorders Other non-epithelial cancer of skin Other eye disorders Other ear and sense disorders Essential hypertension 
T7 205 202 211 206 

Spondylosis; intervertebral disc disorders; other back problems Rheumatoid arthritis and related disease Other connective tissue disease osteoporosis 
T8 108 133 127 259 122 

Congestive heart failure; no 
hypertensive 

Other lower respiratory disease 
 

Chronic obstructive pulmonary disease and 
bronchiectasis Residual codes; unclassified Pneumonia (except that caused by tuberculosis or 

sexually transmitted disease) 
T9 257 118 

Other aftercare Phlebitis; thrombophlebitis and thromboembolism 
T10 24 58 98 55 259 155 52 

Cancer of breast Other nutritional; endocrine; and 
metabolic disorders 

Essential 
hypertension 

Fluid and electrolyte 
disorders 

Residual codes; 
unclassified 

Other gastrointestinal 
disorders 

Nutritional 
deficiencies 

T11 657 653 651 19 259 
Mood disorders Delirium, dementia, and amnestic and other cognitive disorders Anxiety disorders Cancer of bronchus; lung Residual codes; unclassified 

T12 96 105 117 97 
Heart valve disorders Conduction disorders Other circulatory disease Peri-; endo-; and myocarditis; cardiomyopathy (except that caused by tuberculosis or sexually transmitted disease) 

T13 163 159 44 32 39 162 
Genitourinary & ill-defined conditions Urinary of urinary tract Neoplasms of unspecified nature or uncertain behavior Cancer of bladder Leukemia Other diseases of bladder and urethra 

T14 95 259 113 211 81 
Other nervous system disorders Residual codes; unclassified Late effects of cerebrovascular disease Other connective tissue disease Other hereditary and degenerative nervous system conditions 

T15 158 59 161 
Chronic kidney disease Deficiency and other anemia Other diseases of kidney and ureters 

T16 29 151 79 660 259 
Cancer of prostate Other liver disease Parkinson’s disease Schizophrenia and other psychotic disorders Residual codes; unclassified 

T17 199 114 197 259 121 
Chronic ulcer of skin Peripheral and visceral atherosclerosis Skin and subcutaneous tissue infections Residual codes; unclassified Other diseases of veins and lymphatic 

T18 42 14 18 15 33 
Secondary malignancies Cancer of colon Cancer of other GI organs; peritoneum Cancer of rectum and anus Cancer of kidney and renal pelvis 

T19 109 38 45 98 
Acute cerebrovascular disease Non-Hodgkin`s lymphoma Maintenance chemotherapy; radiotherapy Essential hypertension 

T20 103 27 257 
Pulmonary heart disease Cancer of ovary Other aftercare 
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model with distinct advantages. One of them is to group semantically related documents as well as terms together. In 
this work, LDA groups related diagnosis code groups into clusters. This provides strong interpretive potential in 
making phenotyping analysis or designing clinical decision support systems. Secondly, in contrast to PCA, FA or pLSI, 
LDA assume that each document may involve multiple components or topics and the generative process is based on 
Bayesian nature. Therefore, it is suitable for hierarchical analysis. Thirdly, the Dirichlet prior enables LDA can smooth 
its topic distribution, thus overcoming the overfitting problem of other models.  
 
Another advantage is the unsupervised nature of LDA and its flexibilities. LDA itself does not require any training data 
or a priori knowledge about diseases. However, it doesn’t prevent LDA to incorporate supervised information or 
external knowledge as prior or even as supervised labels. In our on-going work, one of our goals is to use section 
headers, physicians comments or labels on clinical notes as observed side information to train supervised or semi-
supervised topic models for prediction tasks. LDA is designed for document analysis mainly because it is good at doing 
heterogeneous data analysis. Hence, it is now broadly used in image processing, bioinformatics and information 
retrieval. That is the main reason that we applied LDA in diagnosis code analysis. 

 
Undoubtedly, there are limitations for the unsupervised LDA. The first limitation is the inconsistent mapping 
between the topics and the actual common properties of disease group. This can be found from the 20 topics 
generated. Some topics cluster some diagnosis code group together without much similarity. For example, cancer of 
prostate and other liver diseases in topic 16 seem not so related but they are the two highest code groups in it. Yet, 
we cannot say there is no reason for them to cluster together. They may be related due to some uncovered 
comorbidity. Finding out the exact cause requires addition information and domain knowledge. If we can add some 
supervised information, we may have a better control on the model generation and prediction. This may also imply 
that a topic is not necessarily associated with only one concept, and it could be related to several commonalities 
shared by diagnosis code group. The third limitation is that in this work, we didn’t do much on the evaluations 
though we review and measure whether topics generated fit classification standard in AHRQ. It is still necessary to 
evaluate topics from other standards, such as similarity measurements, human judgments and so on. 

 
In addition, there may be inconsistency for the results of each sampling. A common problem existing among 
sampling methods is its stability. LDA, starting with Dirichlet distributions, generates topic distributions. Next, it 
generates topics and diagnosis code groups in turn via a series of multinomial distributions. Although the conjugate 
nature between Dirichlet and multinomial distributions guarantee the theoretically soundness and the simplicity of 
the model, the results, after a few hundreds of iterations via Gibbs sampling, yielded are usually slightly different 
each time. Although we cannot fully control the stability of Gibbs sampling, Sato et al. [33] and Asuncion et al. [34] 
have proved that the collapsed variational Bayes inference with a zero-order Taylor expansion approximation, called 
CVB0 inference can get better performance than Gibbs sampling methods.  Replacing the current inference methods 
with CVB0 can be one solution to explore in the future.  

   
In this work, we identified 20 topics that could almost be connected with some group of diseases. However, we also 
observe that the same diagnosis code group might fall into different topics. For example, Residual codes; 
unclassified has been seen to share above 5% among 7 different topics. Based on the AHRQ definition, such codes 
cannot exactly be classified. This may be partially the reason that such codes are assigned to different topics. Such 
phenomenon is very popular in human languages considering the polysemy natures of words. But in diagnostic code 
grouping analysis, this may lead to confusions on the topic grouped together if we cannot find strong reasons for 
them. The phenomenon may need domain experts to interpret. Further distance assessment, like KL divergence or 
mutual information, may help find clearer demarks between each group.      

Conclusions and Future Work 

This study ivestigates the efficacy of topic modeling for the discovery of hidden patterns from a large epidemiology 
cohort. The results demonstrate that disease groups based on topic modeling do have statistically significance and 
also can reveal semantic commonalities among diseases. In our future work, we would add other patient information, 
such as drug, lab, procedure events and temporality to the analysis. In addition, temporal trends plays important 
roles in any epidemiological study. In addition, we would focus on an "interesting subpopulation" (e.g., a very 
complex or poorly understood disorder) to explore whether topic modeling help to unravel a complex disorder. The 
construction of temporal topic modeling on an epidemiology cohort may also lead to interesting discovery.  
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