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Evaluation of the number 
of undiagnosed infected 
in an outbreak using source 
of infection measurements
Akiva Bruno Melka1 & Yoram Louzoun1,2*

In times of outbreaks, an essential requirement for better monitoring is the evaluation of the number 
of undiagnosed infected individuals. An accurate estimate of this fraction is crucial for the assessment 
of the situation and the establishment of protective measures. In most current studies using epidemics 
models, the total number of infected is either approximated by the number of diagnosed individuals or 
is dependent on the model parameters and assumptions, which are often debated. We here study the 
relationship between the fraction of diagnosed infected out of all infected, and the fraction of infected 
with known contaminator out of all diagnosed infected. We show that those two are approximately 
the same in exponential models and across most models currently used in the study of epidemics, 
independently of the model parameters. As an application, we compute an estimate of the effective 
number of infected by the SARS-CoV-2 virus in various countries.

In the absence of a vaccine or efficient treatment, the control of social contacts through large-scale social distanc-
ing measures appears to be the most effective means of mitigation in a pandemic1–5. Determining the extent of 
those measures and their stringency requires an accurate evaluation of the total number of infected individuals 
along with the fraction of those individuals that have not yet been identified6–8. Many parameters can influence 
this evaluation. For instance, when a disease or a virus has a short incubation period and a relatively small 
spreading rate compared to its detection rate, the fraction of undiagnosed infected is relatively small and the 
outbreak can be stopped or, at the least, contained, by isolating the infected individuals from the population9. In 
opposite cases, such as in the HIV, SARS, EBOV, or SARS-CoV-2 outbreaks, the fraction of undiagnosed infected 
can be substantial, and spreading can occur through them10–12. Modeling has emerged as an important tool in 
determining the effectiveness of those measures. It enables to gauge the potential for widespread contagion, cope 
with associated uncertainty, and inform its mitigation13–15.

To estimate the total number of infected from observed infected, one needs to determine the Confirmed Cases 
Fraction (CCF), defined here as the fraction of confirmed (diagnosed) infected out of all infected (both diagnosed 
and undiagnosed). The reported number of carriers is heavily influenced by sampling biases. This number is 
usually incomplete due to the lack of testing capacities, and varying testing protocols16,17. We here propose that 
CCF can be estimated through the Known Source Fraction (KSF), defined as the fraction of diagnosed individuals 
with known contaminators. Epidemiological investigations, even on a limited sample of the confirmed infected 
individuals, can provide the value of KSF and therefore an estimation of CCF. Such a sample would have to be 
sufficiently diversified to represent the population, and especially the variability in infection probability (e.g., 
the difference between super-spreaders and regular spreaders). We show that even in a population with diverse 
infection rates, KSF provides a rather accurate estimation of CCF, for an unbiased sample above a minimal size.

In contrast with KSF, CCF can only be directly measured through wide scale surveys. Moreover, the total 
fraction of infected is usually low, requiring very large surveys to obtain accurate estimates of CCF.

Results
Two main types of predictive models were proposed for epidemics: macroscopic models, using aggregated 
data at the population scale, and microscopic models, incorporating distributed information at the individual 
level18,19. Macroscopic models use stochastic processes or ODEs to predict the evolution of the outbreak on a 
global scale. The simplest and most common model is the SIR model20,21, where the population is divided into 

OPEN

1Department of Mathematics, Bar-Ilan University, 52900 Ramat Gan, Israel. 2Gonda Brain Research Center, Bar-Ilan 
University, 52900 Ramat Gan, Israel. *email: louzouy@math.biu.ac.il

http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-021-82691-6&domain=pdf


2

Vol:.(1234567890)

Scientific Reports |         (2021) 11:3601  | https://doi.org/10.1038/s41598-021-82691-6

www.nature.com/scientificreports/

three categories: Susceptible (S), Infected (I), and Removed (R) (Fig. 1a). N is the total population. In this model, 
propagation of the virus depends on the infection rate β or the number of contacts between susceptible and 
infected individuals, and the detection rate γ that characterizes the time that infected individuals remain conta-
gious. The Removed category can include individuals that survived the virus and are now immune or deceased 
patients. If stringent confinement is applied, this category can also simply be all diagnosed individuals since 
they are now removed from the system and can no longer contaminate other individuals. To model KSF, we add 
a category to a stochastic realization of SIR and other models: Controlled (C) that represents the individuals 
among the Removed for whom the contaminator is known. In practice, each time a Susceptible gets infected, an 
Infected is chosen to be the contaminator and its identity is recorded. When an individual gets diagnosed, we 
check the identity of its contaminator and if this contaminator has already been diagnosed, we consider that the 
newly diagnosed individual is added to the Controlled category (see Fig. 1c for a description). We ignored false 
positives (diagnosed that are not infected) in the current analysis, as their number is consistently small in most 
epidemics22. We further discuss false negatives.

The first order average dynamics of the SIRC model can be approximated by:

Assuming that initially S = N, R = C = 0, and I is very small, and solving for small variations (see the Methods 
section for derivations) one gets that CCF = KSF.

As mentioned above, the evaluation of CCF is most relevant when the incubation period is significant. For 
example, in the current COVID-19 pandemic, a lag of a few days has to be considered when observing infec-
tion patterns23. Therefore, we also extended the SEIR model to a SEIRC model. In this model, an Exposed (E) 
category is added that represents the infected individuals that carry the virus but still do not contaminate others 
(Fig. 1b). δ is the rate at which an Exposed becomes infectious and can now contaminate other individuals. The 
dynamics equations are

(1)
dS
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= −βS
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N
,
dE

dt
= βS

I
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− δE,

dI

dt
= δE − γ I ,

Figure 1.   Models Description. (a) dynamics of the SIR model. A Susceptible individual can get infected with 
a rate proportional to βIS. An infected can get Removed from the system with a rate proportional to γI. (b) 
dynamics of the SEIR model. An Exposed category is added. Exposed are not infecting but can become infecting 
with a probability of δ per exposed. (c) dynamics of the discrete-time simulations: First line, each Infected (red) 
can infect each Susceptible (dark). If an infected is detected, it becomes quarantined and thus removed (green). 
Second line, If the contaminator of a diagnosed individual was already detected (i.e., it is green by the time 
the new Infected is diagnosed), the newly diagnosed is considered Controlled (blue) implying that its source 
of contamination is known. We define two ratios. CCF is the fraction of diagnosed individuals over the total 
number of infected (diagnosed and undiagnosed). KSF is the fraction of diagnosed individuals with a known 
source of contamination.
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With the same assumptions, we also get that, up to a short and small transient, CCF = KSF. This can be easily 
derived from the equations since KSF = C/R and CCF = R/(I + R). This equality holds for any model producing 
an exponential growth of I, R, and C. CCF and KSF are ratios of population fractions that grow with the same 
exponent. Thus, the exponent functions cancel out in the denominator and numerator, leading to constant values. 
Moreover, in exponential growth models14 (as is observed in the real-world at the early stage of most epidemics), 
we can add that, not only KSF and CCF are constant, but also equal (see the Methods section).

While there is a large number of existing epidemiological models for any pandemic, and specifically for the 
COVID-19 pandemic, most recent studies are based on different versions of either the SIR or SEIR models23. 
More sophisticated versions of SEIR also incorporate migration to assess the efficiency of intercity restrictions24 
or other categories such as asymptomatic individuals25. Finally, models were refined with a time-dependent detec-
tion rate, age-dependent infection matrices26, or even quarantine27,28. However, the vast majority of these models 
produce an initial exponential growth, and as such, we expect the equivalence between KSF and CCF to hold.

To validate this equivalence, we tested multiple models. In most realistic cases, the spread dynamics param-
eters or even the appropriate model are unknown. To show that the relationship between KSF and CCF is not 
model or parameter specific, we tested this relationship in multiple versions of SIR and SEIR models with different 
parameter configurations (see Fig. 2c for the results and the Methods section for a description of the different sets 
of parameters and simulations). We implemented SIR and SEIR models with homogenous and heterogeneous 
infection rates to reflect the fact that not all individuals have the same infection probability (as a function of age/
gender/genetics or other factors). We used a power-law distribution for the infection rate, as is most commonly 
observed across populations. The variability in the infection probability can be modeled either as a variability 
in the probability of each individual to infect others or in the probability of each individual to be infected. We 
modeled both types of variability. Although the presence of those super spreaders/high-risk infected might locally 
disturb the distribution or the growth, on a global scale, the relation between CCF and KSF still holds. We also 
tested a time-dependent detection rate (Fig. 2e,f). If the increase in detection rate is relatively slow (compared 
with the exponent of the infected class size), we still observe an exponential growth, and our results hold. One 
can see that, while both fractions vary in different models and parameters, however, an approximately linear 
relationship is consistent among all models. Besides, those two fractions rapidly achieve equilibrium (Fig. 2a,b). 
Moreover, in different realizations of the same model, most of the trajectory density is centered on a limited 
range of KSF and CCF values. Different initial conditions and stochastic realizations lead to similar solutions 
(Fig. 2b). As such, one can use KSF to estimate CCF without further knowledge of the model or its parameters. 
As observed in Fig. 2d, the ratios remain close, even after the initial phase. This happens since the two ratios 
were equal in the initial phase and then both tend to 1. Although the numerical results suggest that even after 
the initial phase, KSF is still close to CCF, this may depend on the details of the model.

At the practical level, since R and C can be obtained from measures of diagnosed infected and epidemio-
logical investigations, KSF can be estimated in most cases. Then CCF and thus I can be determined from the 
equivalence. To check the applicability of our methodology, we analyzed the number of confirmed cases (CCF) 
for the COVID-19 pandemic and the fraction of confirmed cases with known sources (KSF) in Israel, Mexico, 
the Philippines, and Hong Kong. We then estimated the total number of infected (Fig. 3). The choice of those 
countries and the period for which we computed our estimate were determined by the published data, but this 
could easily be performed for any other country.

Discussion
Multiple models have been proposed to evaluate CCF using, for instance, the number of deceased patients29,30, 
but in all those studies, the results depend on the models used or on estimates of country-specific parameters, 
such as the age dependence or the Infection fatality rate. We have presented a method to estimate the fraction of 
undiagnosed infected from the fraction of infected with a known contaminator (out of all infected). While the 
first value is hard to measure in realistic situations, the second is often known. Our rationale is that each infected 
has a given probability to be detected, approximated by the fraction of the confirmed cases (CCF). Similarly, for 
each infected, there is a given probability to determine who caused the infection, approximated by the fraction 
of infected with an identified source (KSF). We proved that not only those two probabilities are related but they 
are equal during the exponential growth phase of an epidemic.

The KSF estimate suffers from multiple caveats with opposite effects. First, removed individuals are consid-
ered controlled only if their contaminators were already diagnosed when in fact they could be diagnosed even 
after. Therefore, even already removed individuals could be counted eventually as controlled. A second and 
more complex problem is that reported infected may be biased toward people who have been in contact with 
other reported infected. As such, the number of controlled individuals would be overestimated. As mentioned 
above, the presence of super spreaders would also bias the computation of KSF in very small samples and alter 
the estimation of CCF31,32. A direct solution to these limitations would be to perform detailed epidemiological 
investigations on patients with clinical complications. Such patients typically do not suffer from sampling bias 
and detailed enough investigations will limit the number of missed controls. Such investigations can be per-
formed on a limited sample33,34. Another limitation of our estimate is that epidemiological investigations are 
not perfect, as such, some controlled individuals might be missed. Similarly, some diagnosed may be assumed 
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to be infected from a known source, when in fact they were infected by another source. These limitations can be 
solved when detailed genetic information is available on the virus or disease. Note again that only a small fraction 
of the diagnosed individuals needs to be investigated in detail to obtain KSF as long as this fraction is unbiased.

Other versions of the SIR models include a transition to a death state or an Asymptomatic category35. Since 
our Removed category includes all individuals that were diagnosed and, hence, can no longer contaminate, it 
already accounts for the dead and the effect of quarantine. Besides, our Infected category includes all undiag-
nosed individuals that can still contaminate others therefore, it accounts for all carriers including the asympto-
matic individuals. These asymptomatic are indeed included in the category of individuals for whom we have no 
information (they have not been tested or identified yet). In the COVID-19 pandemic, migration has a minor 
effect on contamination24, so we did not include it. However, in the presence of significant migration, the model 
presented here will not be valid. For the sake of simplicity, we presented here a non-spatial model where all 
infected individuals can contaminate others disregarding proximity but, since the similarity between CCF and 
KSF is an inherent property of epidemiological models, we do not expect network and spatial features to change 
our conclusions.

To summarize, as is the case for every model, multiple caveats can affect the validity of the model, most of 
those can be avoided in detailed and unbiased investigations on small numbers of diagnosed (even a few tens). 
Thus, while the efficacy of contact tracing has been extensively studied and debated36,37, we do not propose to use 
the observed relationship as is on biased published epidemiological data. The here reported relationship between 
KSF and CCF can be a critical tool to estimate the spread of diseases. A minimum tracing effort (or record of 

Figure 2.   Results from simulations. (a) density plot of the two ratios over 1,000 simulations. (b) time evolution 
of the two ratios 1

CCF
= 1+ I

R
 and 1

KSF
=

R

C
 . We observe that not only do the ratios achieve equilibrium, but 

they are never very far from it. (c) Simulations of the SIR model with different sets of parameters and variable 
infection rate. Red dots correspond to the analytical values. (d) Beyond the initial phase, we observe that CCF 
and KSF, although still close, part and then both tend to 1. (e) Simulations of the SEIR model with different sets 
of parameters and variable infection rate. Red dots correspond to the analytical values. (f) Simulations of the 
SIR model. One set is with a time-dependent detection rate, one with the presence of super spreaders, and one 
with both a variable infection rate and super spreaders. In all models used (SIR or SEIR, with homogeneous or 
heterogeneous infection rate or time-dependent detection rate), we observe a linear relationship between 1/CCF 
and 1/KSF in the growth phase.
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the individuals that were already in quarantine before positive testing) is of course necessary. In the absence of 
tracing, KSF would not be available leading to a miscalculation of CCF. This explains the glitch in the Hong Kong 
graph in Fig. 3. It must be noted that this happened during a relaxation period with almost no newly diagnosed 
individuals and therefore no tracing performed. Even if tracing efforts can reveal insufficient but still minimal, 
we claim that gaps in tracing reflect gaps in testing, and just as the fraction of traced diagnosed individuals would 
be low, so would the fraction of diagnosed versus the actual number of infected people. It might also be added 
(as is observed on the data from different countries) that tracing was reinforced during the second wave of the 
COVID-19 pandemic demonstrating how health organizations redeem it relevant.

Methods
SIR model.  The equations for the SIR model can be simplified by using

For simplifications, we assume that at inception s = 1, r = c = 0 and compute the first order small variations 
�i ,�r ,�c . �i(0) is the initial number of infected individuals.

SEIR model.  Using the same notations and assumptions for the SEIR model, one gets
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Figure 3.   Estimation from real-world data. Daily number of infections for different countries. (a) Israel, (b) 
Mexico, (c) the Philippines, and (d) Hong Kong. The full line represents the number of infected diagnosed 
daily, the dashed line represents the number of diagnosed with a known source, the dotted line represents the 
estimation of the total number of infected, and the gray shading represents the 95% confidence interval of the 
error induced by the estimate. All curves were computed with a moving seven-day average. We observe in the 
Hong Kong curve a limitation of the method: a drop in the fraction of cases with known origin reported can 
lead to a sharp rise in the number of estimated infected.
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Simulations.  We performed discrete stochastic simulations of both SIR and SEIR models for different infec-
tivity distributions, where each event is explicitly modeled. The models studied either had an equal probability 
of getting infected for each susceptible, or a variable distribution with a power-law distribution. We present here 
results with a slope of − 2 in Fig. 2, but other slopes had similar results.

The simulations were performed as asynchronic stochastic realizations of the interactions described in Fig. 1. 
We compute the normalized probabilities of each type of event (infection or detection) in the appropriate model. 
At each step, we choose an event following these probabilities. For an infection event, a Susceptible is chosen 
based on its (pre-defined) infectivity. The probability of such an event is the product of the total number of 
Infected, the total infection probability of Susceptible individuals, and the infection rate β . For a detection event, 
an individual is randomly chosen with a probability proportional to the product of the total number of Infected 
and the detection rate γ.

Once the total number of diagnosed infected reaches one percent of the total population, we stop the simula-
tion. The ratios in Fig. 2a,b,d are taken along the simulations. The results in Fig. 2c,e,f are at the last time point 
of the simulations. Simulations where the total number of Infected collapsed before reaching one percent of the 
total population were not incorporated in the results. Table 1 presents the average over 5 simulations for each 
set of parameters (corresponding to each point in Fig. 2c,e,f) along with the analytical values.

To compute the confidence intervals in Fig. 3, we ran simulations of the SIR models described above, and 
computed the ratio KSF/CCF as a function of the number of diagnosed infected. The mean of this ratio is 1 as 
expected and the standard deviation decreases below 10% after a minimal start-up (data not shown). We use this 
value as an upper bound of the standard deviation to compute the confidence intervals.

To improve the efficacy of the simulations, we used a tree formalism38. Each event type (infection or detec-
tion) is represented as a tree to allow a rapid selection of the individual involved in the next event. Each leaf 
corresponds to an individual. The value of each internal node in the tree is the sum of the values in its direct 
descendants in the tree. The tree root is the total probability of the event. This configuration enables us to access 
each individual in a logarithmic time. In case of an infection event, a Susceptible becomes Infected, the chosen 
Susceptible is determined by traversing the Susceptible tree. The tree is then updated along the entire path. We 
also randomly choose an Infected as the contaminator and record its leaf number in a repertoire. For a detec-
tion event, an individual is randomly chosen in the Infected tree. We then check if the contaminator has already 
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Table 1.   Average values obtained for 1/CCF and 1/KSF over five simulations for each set of parameters in SIR 
and SEIR models.

Model β δ γ 1/KSF 1/CCF Analytical

SIR 1  -

0.3 3.36 3.34 3.33

0.5 2.15 2.04 2.00

0.7 1.45 1.41 1.43

SIR 2  -

0.3 6.71 6.53 6.67

0.5 3.94 3.97 4.00

0.7 2.81 2.90 2.86

SIR Scale free  -

0.3 2.80 2.76  -

0.5 1.77 1.77  -

0.7 1.38 1.34  -

SEIR 1 5

0.3 2.95 2.97 2.98

0.5 1.87 1.85 1.84

0.7 1.39 1.37 1.36

SEIR 2 5

0.3 5.34 5.29 5.30

0.5 3.26 3.27 3.26

0.7 2.40 2.37 2.39

SEIR 1 10

0.3 3.03 3.02 3.13

0.5 1.96 1.91 0.96

0.7 1.37 1.39 1.39

SEIR Scale free 5

0.3 2.53 2.57  -

0.5 1.63 1.64  -

0.7 1.26 1.26  -
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been detected by observing if the leaf of the contaminator was already detected. The number of Controlled is 
then increased by 1.

Data availability
The code used and the datasets generated and/or analyzed during the current study are available from the cor-
responding author on reasonable request and can also be found at https​://githu​b.com/louzo​unlab​/undia​gnose​
d_fract​ion_estim​ation​.
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