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ABSTRACT 

RNAs are major drivers of phase separation in the formation of biomolecular condensates. 

Recent studies suggest that RNAs can also undergo protein-free phase separation in the 

presence of divalent ions or crowding agents. Much remains to be understood regarding how 

the complex interplay of base stacking, base pairing, electrostatics, ion interactions, and 

structural propensities governs the phase behaviour of RNAs. Here we develop an 

intermediate resolution model for condensates of RNAs (iConRNA) that can capture key local 

and long-range structure features of dynamic RNAs and simulate their spontaneous phase 

transitions in the presence of Mg2+. Representing each nucleotide using 6 or 7 beads, iConRNA 

considers specific RNA base stacking and pairing interactions and includes explicit Mg2+ ions 

to study Mg2+-induced phase separation. Parametrized using theoretical and experimental 

data, the model can correctly reproduce the chain properties of A-form helical poly(rA) and 

coil poly(rU), and essential structures of several RNA hairpins. With an effective Mg2+ ion model, 

iConRNA simulations successfully recapitulate the experimentally observed lower critical 

solution temperature (LCST)-type phase separation of poly(rA) and the dissolution of poly(rU). 

Furthermore, the phase diagrams of CAG/CUG/CUU-repeat RNAs correctly reproduce the 

experimentally observed sequence- and length-dependence of phase separation propensity. 

These results suggest that iConRNA can be a viable tool for studying homotypic RNA and 

potentially heterotypic RNA-protein phase separations. 
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INTRODUCTION 

Biomolecular condensates have attracted intensive interest in recent years and are believed to 

play important roles in myriad cellular functions ranging from RNA storage and processing, 

stress responses, metabolism, and immune response, to cellular signalling (1-5). They have 

also been implicated in a variety of human diseases including cancers and neurodegenerative 

diseases (6-11). Formation of condensates involves spontaneous phase separations, mediated 

by dynamic and multivalent biological macromolecules such as proteins and nucleic acids (12-

14). Interestingly, even though the first biomolecular condensate discovered was germline P 

granules containing RNA and RNA-binding proteins (1), phase separation of proteins has 

drawn more intensive research interests in the field. Extensive efforts from experiment, theory, 

and simulation have provided many insights into the molecular driving forces and sequence-

specific phase behaviours as well as the thermodynamic, dynamic, and material properties of 

the condensates (15-25). In contrast, less attention has been paid to RNA-mediated phase 

separation (26). 

The importance of RNAs in biomolecular condensates such as Ribonucleoprotein (RNP) 

granules is well recognized (27). On one hand, RNAs can drive the formation and stability of 

phase-separated condensates. RNA binding proteins (RBPs) interact with RNAs through both 

specific bindings, medicated by well-structured RNA binding domains such as RNA recognition 

motifs (RRMs) (28-30), and nonspecific interactions, through positively charged arginine-

glycine-glycine (RGG) domains (31-33). These interactions can promote the phase separation 

through seeding and accelerating condensation of RBPs (34-37), where RNA, especially long 

noncoding RNA (lncRNA), serves as a scaffold to bind multi-RBPs or directly participates in the 

phase separation. On the other hand, RNAs have potent effects on controlling material 

properties of phase-separated droplets, such as viscosity and fluidity (30,31,38,39). For 

example, the addition of RNA can increase the observed fluidity of LAF-1 condensates (31). 

Importantly, recent experiments have reported that RNA can undergo protein-free phase 

separation in the presence of multivalent cations or crowding agents (39-45). In the presence 

of Mg2+ ions, RNA homopolymers, including poly(adenylic acid) (poly(rA)), poly(uridylic acid) 

(poly(rU)), and poly(cytidylic acid) (poly(rC)), display thermo-responsive phase separations with 

lower critical solution temperature (LCST) (44). RNA triplet repeats, like CAG or CUG repeats, 

are able to lead to their coalescence into nuclear foci (40), which is involved in several 
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neurological and neuromuscular disorders (46-49). These RNA condensates show strong 

[Mg2+], temperature, sequence, and length dependence, giving rise to the formidable 

complexity of RNA phase transitions. At present, much remains to be understood regarding 

the molecular mechanisms and driving forces of RNA-mediated phase separation. In particular, 

there is a critical need to dissect how the interplay of base stacking, base pairing, electrostatics, 

ion interactions, and dynamic structural propensities governs the phase behaviors of RNAs.  

Molecular dynamics (MD) simulations have played an important role in dissecting the 

molecular mechanisms and sequence determinant of protein phase separation (50,51), 

particularly with various coarse-grained (CG) models designed to reach the timescales and 

length scales required for simulation of condensates (52-56). There have also been numerous 

CG models of RNAs, which have been summarized in a comprehensive recent review (57). 

Notably, most existing CG RNA models have been designed for the modelling and prediction 

of 2D and 3D folded structures and thermodynamics, with different levels of resolutions and 

consideration of key interactions such as stacking, pairing, and various electrostatic 

interactions (58-64). At present, only RNA models with one bead per nucleotide have been 

designed and applied to study phase separation, including the HPS-based model, Mpipi, and 

COCOMO (65-68). These models primarily focus on supplementing existing protein models 

for simulating heterotypic RNA-protein phase separation. The pioneering work for simulating 

homotypic RNA phase separation was based on the single interaction site (SIS) model 

developed by the Thirumalai group (69). SIS simulations were able to reproduce key 

experimental findings in the phase separation of RNA triplet repeats (40) and provided a 

qualitative description of the morphologies and dynamics of RNA chains in condensates. 

However, the single-bead models do not provide sufficient spatial resolution to describe and 

resolve the complexity of dynamic RNA structure and interactions, severely limiting their utility 

in studying RNA phase separation.  

Here, we developed a new intermediate resolution model for condensates of RNAs (iConRNA) 

that represents each nucleotide using 6 or 7 beads and explicitly considers a range of 

backbone and base-mediated interactions. The model is carefully balanced to capture a range 

of local structures and long-range dynamics of flexible RNAs and thermodynamic properties 

of folded RNAs. Furthermore, iConRNA includes explicit Mg2+ ions and provides a protocol to 

calibrate the temperature and concentration dependence of Mg2+/phosphate interactions 
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based on experiment, simulation, and/or theory. The final model does not only capture the 

salt and Mg2+ dependence of model flexible RNAs but also successfully folds small RNAs. We 

further demonstrate that iConRNA is suitable for direct simulation of RNA phase separation. It 

recapitulates a wide range of sequence, length, Mg2+ and temperature dependence of the 

phase separation of RNA homopolymers and triplet repeats. Taken together, iConRNA may 

provide a powerful platform for the study of homotypic RNA phase separation and potentially 

the heterotypic protein-RNA phase separation. 

MATERIAL AND METHODS 

All-Atom to CG Mapping  

 

Figure 1. All-atom to CG mapping of RNA nucleotides in iConRNA. The CG beads are shown by coloured 

circles, which roughly contain their corresponding atom groups shown in the chemical structures. The 

bead names are given in red labels, and red dashed lines are the pseudo-bonds. B2 and B3 are located 

at the positions of C1’ and C4’ of ribose sugar, respectively, as shown in the inset. 

Closely following Martini-RNA (59), each ribonucleotide is represented by six or seven CG 

beads in iConRNA. As illustrated in Figure 1, the phosphate group is represented as one 

negatively charged bead (B1), while the ribose sugar (including the backbone methylene) is 

mapped to two beads (B2 and B3). For bases, we use four-bead and three-bead rings to model 

purines in adenine (A) and guanine (G) and pyrimidines in cytosine (C) and uracil (U), 

respectively. Detailed all-atom (AA) to CG mapping scheme is given in Table S1. Note that, 
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when converting the atomistic model to the CG model, B2 and B2 are fixed at the positions of 

C4’ and C1’ of ribose, while the centres of mass are used for other CG beads. 

iConRNA Potential Energy Function and Parametrization 

Given the mapping scheme summarized in Figure 1, the total potential energy contains 

contributions from four major types of interactions, 

𝑈𝑡𝑜𝑡𝑎𝑙 = 𝑈𝑏𝑜𝑛𝑑𝑒𝑑 +𝑈𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 +𝑈𝑠𝑡𝑎𝑐𝑘𝑖𝑛𝑔 +𝑈𝑝𝑎𝑖𝑟𝑖𝑛𝑔. (1) 

Bonded and nonbonded interactions. 𝑈!"#$%$ contains contributions from the standard bond, 

angle, dihedral angle, and improper dihedral angle terms, as used in our previous HyRes 

protein model (70,71). The only exception is that a restricted bending (ReB) potential (72) is 

used for the angle term to prevent the bending angle from reaching the value of 180º and 

avoid numerical instability of related dihedral terms, 

𝑈&#'(% = ' 𝑘)
(𝜃 − 𝜃*)+

sin+ 𝜃	
&#'(%,

. (2) 

Nonbonded interactions  𝑈010210343 includes both electrostatic and Van de Waals terms, 

𝑈𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 ='𝜀-. 12
𝑟-./-#

𝑟-.
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− 22
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𝑟-.
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1

5
-.

	+ 	'
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where 𝑟-./-# =
0
+
=𝑟-/-# + 𝑟./-#> , and 𝜀-. = ?𝜀-𝜀. . 𝑟-/-#/2  and 𝜀-  are the vdW radius and 

interaction strength of the bead i. 𝑞- is the charge (-1 for B1 and 0 otherwise), and 𝑟-. is the 

distance between beads i and j. 𝜀* is the permittivity of vacuum. 𝜅 is the Debye screening 

length, determined as ?9.48/𝐼 (in Å) at 300 K, where I is the ionic strength in molar. 𝜀2 is the 

effective dielectric constant, which is set as 20 at 300 K following the HyRes protein model. 

Parameters for bonded terms, including all force constants and equilibrium values, were 

assigned by reproducing the corresponding distributions derived from all-atom (AA) explicit 

solvent simulations of tetramer single-strand RNAs (ssRNAs), to provide an implicit description 

of the structural flexibility at the CG level. A set of ssRNA tetramers as used in the Martini-RNA 

model (59), including GNRA, CUUG, and UNCG tetramers (where N = any nucleotide and R = 

A or G), was selected to generate the atomistic reference distributions. For nonbonded 

parameters, the vdW radius (𝑟-/-#/2) of each CG bead was assigned to reproduce the average 

total vdW volume of the corresponding groups of atoms derived from the tetramer simulations. 

The initial values of vdW interaction strengths (𝜀-) were taken from the similar atom groups in 
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the Martini force field (59,73) and then scaled down to the same level of 𝜀- values in the HyRes 

protein model (70,71) for future compatibility. The overall strengths of vdW interactions were 

further optimized by a single scaling factor during the optimization of base stacking and pair 

interactions to produce the structure and chain flexibilities of RNA homopolymers, including 

the radius of gyration (Rg) of poly(adenylic acid)30 (rA30) and poly(uridylic acid)30 (rU30), and the 

end-to-end distance (Re) and persistence length (lp) of (rU40). 

Base stacking and pairing interactions. Besides the standard nonbonded interactions, iConRNA 

also contains explicit base stacking interactions between neighbouring bases, 

𝑈𝑠𝑡𝑎𝑐𝑘𝑖𝑛𝑔 ='𝜀-.,5&67 	E5 2
𝑟*
𝑟-.
4
0*

− 62
𝑟*
𝑟-.
4
1

H
-.

, (4) 

where |i - j| = 1, 𝜀-.,5&67 is the stacking strength between bases i and j. In this work, 𝜀-.,5&67 only 

depends on the types of stacking bases (denoted as i//j), which are taken from Li and Chen 

(2023) (74) and summarized in Table S2 (relative to A//A stacking interaction). To mimic the 

A-form-like helical structure, this stacking interaction is imposed between two virtual sites on 

bases. As shown in Figure S1, each base i has two virtual sites, named Si1 and Si2, located at 

the mass centres of the two bonded beads. For example, for base A, Si1 is the mass center of 

beads A1 and A2 and Si2 is the mass center of beads A3 and A4. In the current version of this 

model, only two neighbouring bases along the RNA chain have stacking interactions. Thus, 

from the 5’ to the 3’ end, the stacking force between base i and j is assigned between Si2 and 

Sj1, with a distance denoted as 𝑟-. . The equilibrium distance 𝑟* between different types of base 

stacking was set as a uniform value of 0.34 nm.  

For base-pairing interactions, only canonical WC A-U and G-C pairs are explicitly included in 

iConRNA. As shown in Figure S2, pairwise interactions 𝑈5678709  are applied to pairs of 

hydrogen-bonding CG beads, namely, A3-U2 and A4-U3 for the A-U pair and G3-C2 and G4-

C3 for the G-C pair, as 

𝑈5678709 =
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where 𝜀-.
A&-2  is the strength of hydrogen-bonding pairing, 𝑟-.  is the distance between 

corresponding CG beads. 𝜑 is the angle of C2-G3-G2 for the G-C pair and U2-A3-A2 for the 
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A-U pair, which is used to roughly mimic the planar structure of two pairing bases. 𝑟* is the 

equilibrium distance for each pair of hydrogen bonding CG beads, which is determined from 

atomistic structures and summarized in Table S3.  

To determine the strength of A//A stacking (and thus all stacking interactions), we examine 

both the radius of gyration (Rg) and the structural propensity of rA30 in comparison to the 

experimental results (75). The latter is quantified by the orientation correlation function (OCF),  

𝑂𝐶𝐹(|𝑖− 𝑗|) = T𝑐𝑜𝑠 𝜃-.U = T𝑟BV ∙ 𝑟CVU, (6) 

where 𝑟BV is the normalized bond vector between the ith and (i + 1)th phosphate groups along 

the RNA chain. After the determination of base stacking strength, the base pairing strength 

was optimized to reproduce the melting temperature of referenced double-stranded RNA 

(dsRNA), including (CAG)20 and human telomerase RNA (hTR) hairpin. The strengths of 

canonical A-U and G-C pairs are fixed at the ratio of 2:3 (74). The melting curve was measured 

through the constant volume heat capacity (CV). The final parameters for various pairing and 

stacking interactions are given in Tables S2 and S3. 

Treatment of explicit Mg2+ ions: concentration and temperature dependence 

Screening of electrostatic interactions due to monovalent ions can be treated effectively using 

the Debye-Hückel-type electrostatic potential (Eqn. 3). as described above. However, such a 

mean-field treatment is problematic for interactions involving divalent ions such as Mg2+ due 

to ion-ion correlations and complex coordination with the phosphate backbone of RNA (76-

78). To more accurately describe specific Mg2+ interactions in RNA structural dynamics and 

phase separation, we include explicit Mg2+ ions in iConRNA. A complication is that Mg2+ can 

interact with the phosphate group either as a fully hydrated ion, mostly through electrostatics, 

or through first-shell coordination, which has significant non-electrostatic components such 

as polarization and charge transfer (77,79,80). In this work, we include an effective Mg2+ ion, 

denoted as Mg, to roughly describe the essential charge screening and coordination effects. 

This effective Mg has a comparable volume as the fully hydrated [Mg(H2O)6]2+ cluster with a 

radius of 0.3 nm and +2 charge (80,81). 

Phosphate-Mg interaction. In the mixed salt solution, magnesium binding with RNA depends 

strongly on the monovalent salt concentration (82). Previous experimental, theoretical and 
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simulation studies have shown that the ion competition between Na+ and Mg2+ can be 

described by the excess Mg2+ ions per phosphate, ΔnMg = ΔNMg/NP, where ΔNMg is the number 

of excess Mg2+ in the RNA-containing sample compared to the bulk buffer and NP is the 

number of phosphates (81-84). Even though ΔnMg depends on the sequence and structure of 

RNA as well as the concentration of competing monovalent cations (85), it has been shown 

previously that ΔnMg can be fit to an effective Hill equation (75), 

∆𝑛D' =

𝐹D' [
[𝑀𝑔]

𝑀0
+

_ `
#

1 + [[𝑀𝑔] 𝑀0
+

_ `
# , (7) 

where FMg is the number of excess Mg per phosphate in the limit [Mg]→∞, n is the Hill 

coefficient, and M1/2 is the competition coefficient (with respect to Na+). FMg is generally ~0.5. 

In iConRNA, the number of explicit Mg beads in the simulation box is fixed as the number of 

phosphate groups, which can be considered as an Mg buffer. Increased RNA binding at higher 

[Mg2+] can be effectively described by strengthening the electrostatic interaction between 

phosphate groups and Mg using a scaling factor λP-Mg. As will be shown later in Results, there 

is an apparent linear relationship between λP-Mg and ΔnMg, which will be empirically determined 

and applied to simulating RNA structure and phase separation under different Mg2+ 

concentrations. 

Temperature dependence of phosphate-Mg interaction. To capture the temperature 

dependence of electrostatic screening, we adopt an empirical relation previously derived from 

experimentally measured dielectric constants (86), 

𝜀8(𝑇) = 87.74 − 0.40008𝑇 + 9.398 × 10:;𝑇< − 1.41 × 10:=𝑇>, (8) 

where T is the temperature in Celsius. Because the value of 𝜀2 = 20.0 is used in iConRNA at 

303 K, this relation was then scaled down as, 

𝜀𝑟(𝑇) = 22.94 − 0.10466𝑇 + 2.458 × 10−4𝑇2 − 0.37 × 10−6𝑇3. (9) 

In addition, entropic contributions due to the release of counterions and coordination water 

molecules strengthen the interaction between reversely charged groups at higher 

temperatures, which drives the lower critical solution temperature (LCST)-type phase 

separation of polyelectrolytes (including RNAs) (44,87-92). The increased interaction between 

Mg and phosphate can be effectively captured by introducing a temperature dependence in 

λP-Mg, which can be derived from ΔnMg, from simulations at various temperatures. As will be 
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shown in Results, a simple linear relation between λP-Mg and temperature also apparently exists 

and can be empirically derived from atomistic simulations. 

MD simulations and analysis 

Atomistic simulations. All atomistic simulations were performed using the GROMACS 2022 

package (93-95) in the NPT ensemble. The initial structures of RNAs were generated using the 

Nucleic Acids Builder module available in the AmberTools package (96). The AMBER99 force 

field (97) with TIP3P waters (98) was used in combination with the parmbsc0 (99) and the 

parmchiOL3 (100) corrections for RNA. The ‘microMg’ parameters from Grotz et al (101) were 

used for Mg2+ with the parameters of Cl-  from Mamatkulov-Schwierz (102). Packmol (103) and 

CHARMM-GUI (104-106) were used to build the initial simulation boxes. Periodic boundary 

conditions (PBC) and the particle-mesh Ewald (PME) algorithm (107,108) were applied to 

calculate the long-range electrostatic interactions, while the cut-off of both the short-range 

electrostatic and vdW potential were set to 1.1 nm. The V-rescale thermostat (109) was used 

to maintain the temperature with a coupling time constant of 1.0 ps, while the Parrinello-

Rahman method (110) was used to maintain the pressure at 1 bar with a coupling time 

constant of 5.0 ps.  

To derive the reference distributions of bonded terms, 500 ns production simulations were 

performed for ssRNA tetramers after appropriate equilibration. For each bonded term, the 

distribution was obtained from any tetramer that contain this term. To calculate the 

concentration and temperature dependence of excess Mg2+, a single copy of (CAG)31 or 

(CAG)10 in the native hairpin conformation (see Figure S3) was placed in a simulation box with 

different concentrations of MgCl2 and NaCl, where MgCl2 was used to do neutralization. The 

box size is 20×20×20 nm3 for (CAG)31 or 10×10×10 nm3 for (CAG)10. For (CAG)10, six 100-ns 

simulations were performed at every 10 K increment from 303 K to 353 K with 25 mM NaCl 

and 50 mM MgCl2, to derive the temperature dependence of excess Mg2+. For (CAG)31, four 

100-ns simulations were performed to predict the concentration dependence of excess Mg2+, 

which was then used to derive FMg and M1/2 by fitting to the Hill equation (Eqn. 7). The number 

of Mg2+ (NMg) in excess to the bulk around the RNA was calculated as (111-113) 

𝑁D' = 2𝜋ℎd =𝑐D'(𝑟) − 𝑐D'* >𝑟𝑑𝑟
E

*
, (10) 

where h is the dimension of RNA along the axis direction, and 𝑐D'*  is the bulk concentration. 
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CG simulation protocols. All CG simulations were performed using OpenMM 8.1.0 (114) in the 

NVT ensemble. Langevin dynamics was used with a friction coefficient of 0.1 ps-1. In-house 

Python packages were used to create initial CG RNA structures or convert atomistic models 

into iConRNA representation. For all single-chain simulations, RNA was centred in the box 

sized from 20 nm to 50 nm for different RNAs and then simulated for at least 2 μs. For the 

simulations of structured RNAs, two replica simulations were performed starting from either 

disordered chains or structured chains. At least 2-μs simulations were run to obtain the 

equilibrium structures. For phase separation simulations, multi-copies of RNAs were randomly 

packed into cubic boxes to build the initial solution with specific RNA concentrations. The 

detailed numbers of copies and box sizes are summarized in Table S4. To build the phase 

diagrams, 2 replicas of at least 2-μs simulations were performed at every 10 K increment from 

303 K to 353 K for each RNA and/or Mg2+ concentrations.  

Heat capacity calculation. Following the framework presented by Walker et al. (115), we first 

performed replica-exchange MD simulations with 15 replicas, where the temperatures were 

distributed exponentially from 273 K to 393 K. Langevin integrator with a collision frequency 

of 5 ps-1 and time step of 8 fs was used. Replica exchange moves were attempted every 200 

MD time steps and a total of 300 ns per replica was run. The constant volume heat capacity 

was computed from the mean square fluctuation of the enthalpy using the multistate Bennett 

acceptance ratio (MBAR) method as implemented in the pymbar package (116), 

𝐶𝑉 = f
g𝛿𝐻2h

𝑘𝑇2
i

𝑉

. (11) 

Sequences of all RNAs simulated in this work are provided in Table S5. 

RESULTS 

Model parametrization and validation 

The force field parameters for the iConRNA model were determined in a sequential matter, 

starting from bonded interactions, then nonbonded and base stacking interactions, and finally, 

base-pairing interactions. Parameters involved in bonded interactions were first iteratively 

optimized to match the corresponding CG and AA distributions, which are summarized in 

Figures S4-S7. Details of all bonded parameters are provided in Tables S6-S9. Overall, the CG 
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distributions match the reference AA distributions very well, but show fewer features in several 

cases, such as the B2-B3-A1/G1-A2/G2 dihedral angle distribution (Figure S6). At the atomistic 

level, the relative orientation of the base and ribose ring is highly flexible and the B2-B3-

A1/G1-A2/G2 dihedral angle could sample both cis- and trans-like configurations for ssRNAs, 

especially at the termini. Thus a soft term is used to cover the main peak of the reference 

distribution (Table S8, kψ = 1.0 kcal/mol). 

 

Figure 2. Salt-dependent chain properties of homopolymer RNAs. (A) The radius of gyration (Rg) of rU30 

as a function of NaCl concentration. (B) Orientation correlation function (OCF), as defined in Eqn. 6, of 

rU30 with 20 mM NaCl. (C, D) The end-to-end distance (Re) and persistence length (lp) of rU40 as a function 

of NaCl concentration. (E) Rg of rA30 as a function of NaCl concentration. (F) OCF of rA30 with 20 mM 

NaCl. The experimental results (65,67) are shown in blue whereas the iConRNA simulation results are in 

orange. The error bars of simulation results were estimated from block analysis. 

As discussed in Materials and Methods, the nonbonded and base stacking interactions were 

tuned by examining the salt-dependent conformational properties of homopolymer RNAs in 

comparison to the available experimental results (75,117). The key parameters include the 

overall scaling of vdW interactions and the A//A stacking strength; the latter is used to set all 

stacking strengths using the relative scales in Table S2. The optimized vdW parameters are 

given in Tables S10 and S11. The final iConRNA model shows a strong ability to describe the 

structure and dynamics of model ssRNAs and their salt dependence. Figures 2 and S8 

summarize simulated Rg and OCF of rU30 and Re and lp of rU40 under different salt 
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concentrations in comparison to available experimental data. Without any base stacking 

between uracils, rU30 is a random coil (Figure S9A) and its OCF profiles are featureless (Figure 

2B), also consistent with other experiments (117-119). Even though Rg (and lp) from iConRNA 

simulations is slightly over-estimated compared to the experiment, strong agreement on their 

salt dependence suggests that the model captures well the balance between electrostatic and 

vdW interactions. Curiously, it proved difficult to further reduce the overestimation of Re of 

rU40 (Figure 2C). Similar Re deviations were reported in some other CG RNA models (65,67). 

Our analysis suggested that this was mainly due to the strong repulsive interactions along the 

negatively charged backbone, leading to a longer persistence length (Figure 2D). Weakening 

of electrostatic interactions could rescue Re of rU40, but this would severely reduce the ability 

of the model to capture salt dependence of structural properties. With the A//A stacking 

strength set to 2.05 kcal/mol, iConRNA correctly predicts the helical structure of rA30 (Figure 

S9B), and both the OCF profiles and their salt dependences show high consistency with 

experimental results, as illustrated in Figures 2F and S8D-F. Nonetheless, rA30 appears to be 

slightly more dynamic in iConRNA, leading to slightly shallower features in the OCF profiles. 

This is likely due to the smooth potentials of the CG model and the higher freedom of the 

bases. Thus, the strengths of the dihedral angles B1-B2-B3-A1(G1) and B2-B3-A1(G1)-A2(G2) 

were increased from 8.0 and 5.0 kcal/mol to 35.0 kcal/mol to prevent the deformation. 

The strength of base pairing was lastly determined. In iConRNA, the ratio between A-U and G-

C pairing strength was fixed at 2:3 as frequently done in CG RNA models (74,120). Both pairs 

form two (pseudo-)hydrogen bonds to help retain the planar geometry (Figure S2). For the 

A-U pair, hydrogen bonds A3-U2 and A4-U3 take equilibrium distances of 0.33 nm and 0.40 

nm, respectively. For the G-C pair, the equilibrium distances of G3-C2 and G4-C3 are 0.33 nm 

and 0.38 nm. In the final model, the strength of each hydrogen bond of the A-U pair was set 

as 1.44 kcal/mol, while it was 2.15 kcal/mol for the G-C pair (Table S3). With these parameters, 

iConRNA reproduces the melting temperatures of both (CAG)20 (121) and hTR hairpin (122) 

(Figure 3A) as well as the Beet Western Yellow Virus pseudoknot (Figure S10). Note that 

experimental melting profiles frequently contain minor peaks, suggesting the existence of 

alternative structures and/or multiple unfolding intermediates. iConRNA cannot capture all 

these details, which is not surprising due to the CG nature and absence of non-canonical base 

pairing interactions. 
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Figure 3. Melting temperature and folding of dsRNAs. (A, B) Heat capacity (Cv) of (CAG)20 (A) and hTR 

hairpin (B). The uncertainties of simulation results were calculated using bootstrap resampling (115). 

Experimental data are red lines, where the change of UV-absorbance (ΔAbs) at 260 nm and the first 

derivative of UV-absorbance with respect to temperature (dA/dT) at 280 nm are used as the melting 

profiles for (CAG)20 (121) and hTR hairpin (122), respectively. (C) Comparison between experimental 

crystal structures (cyan) and predicted structures of dsRNA (PDB id: 2KOC, 1SDR, 1Q9A, 4FNJ, 1MNX, 

2NC1) (see Table S5 for sequences). The predicted structures were obtained from single chain 

simulation starting from crystal structures (red) or linear chains (orange), respectively.  

We further examine the ability of iConRNA to fold small dsRNA structures. Starting from crystal 

structures and coil single strands, we simulated a series of simple dsRNA, including 2KOC, 

1SDR, 1Q9A, 4FNJ, 1MNX, and 2NC1 (in PDB id). As illustrated in Figure 3C, the model can 

basically predict the hairpin structures with A-form-like helices, although the detailed helical 

characteristics are not always consistent with those in crystal structures. For complex RNA like 

2NC1, some special interactions including intra-molecular cross-base stacking (not the 
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stacking between neighbouring bases) and non-canonical base pairing are necessary to retain 

the structure, which is not included in iConRNA. As such, the folded structure sampled by 

iConRNA displays large deviations. The ability of iConRNA to correctly fold small RNAs is 

notable, as the model has been mainly designed to capture the structural properties of 

dynamic RNAs. The apparent balance between structure and dynamics provided by iConRNA 

is an important strength for capturing the complex interplay of various interactions and 

structural propensities of RNA in phase separation. 

 
Figure 4. Calibration of phosphate-Mg interaction. (A, B) [Mg] dependence of Rg of rA30 (A) and rU30 

(B). Experimental data (blue lines) are taken from Ref (75). The error bars of simulation results are the 

standard deviations of block averages. (C) Linear relation between optimal λP-Mg and ΔnMg at various 

Mg2+ concentrations. The black dashed line shows the linear fit with R2 = 0.992. 

Parameterization of Explicit Mg2+ interactions 

As described in Method section, with a fixed number of Mg in the simulation box, the actual 

effect of Mg2+ concentration on binding to RNA backbone is effectively modelled through 

scaling the phosphate-Mg interaction strength with λP-Mg, which is related to the excess 

number of Mg2+ per phosphate group (ΔnMg). We first determined the optimal λP-Mg by 

reproducing the [Mg2+] dependence of Rg of rA30 and rU30 (Figures 4A and 4B) (75). The final 

optimized λP-Mg at various [Mg2+] are summarized in Table S12. The OCF profiles derived from 

the simulations at 1 and 2 mM [Mg2+] are in reasonable agreement with the experimental 

references (Figure S11), but display larger discrepancies compared to Mg2+-free conditions 

(e.g. Figure 2). This is likely due to that the effective Mg bead in iConRNA is as big as the fully 
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hydrated Mg2+, which does not account for the dehydration of chelated Mg2+ ions and 

resulting structural differences.  

Interestingly, there is a strong linear relation between ΔnMg and the optimal λP-Mg determined 

from reproducing Rg of rA30 and rU30 (Figure 4C), 

𝜆F3D' = 0.536 + 0.64	∆𝑛D', (12) 

with R2 of 0.992. This suggests that, for any RNA system in the mixed Na+/Mg2+ solution, the 

effective phosphate-Mg interaction can be determined through ΔnMg without the need for 

reparameterization based on measured or predicted Rg of the RNA of interest. Note that ΔnMg 

itself can be determined through experiment or predicted using simulation or theory (75,81-

84,112,123-125). For rA30 and rU30, ΔnMg and its fit to the Hill equation have been determined 

experimentally (75). For RNA triplet repeats to be studied in this work, we performed additional 

all-atom simulations to determine ΔnMg, using (CAG)31 as a representative system In the 

simulations. The calculated ΔnMg converges well within the 100 ns simulation timeframe 

(Figure 5A), and can be fitted well to the non-cooperative Hill-equation (Eqn. 7) (Figure 5B). 

Clearly, (CAG)31 has a lower level of Mg2+ binding compared to RNA homopolymers. The fit, 

given in Table S13, will be used for the simulation of all RNA triplet repeats in this work. 

The temperature dependence of ΔnMg was further investigated through all-atom simulations 

of short RNA triplet repeats (CAG)10. The distribution of Mg2+ around phosphate groups was 

quantified within the temperature range of 303 K to 353 K under 25 mM NaCl and 50 mM 

MgCl2. Similar to previous simulations of polyphosphate (44), the resulting radial distribution 

functions (RDFs) show that the binding of Mg2+ ions with phosphate groups strengthens with 

the increase in temperature (Figure 5C). The increase is particularly pronounced in the inner-

sphere binding within 4 Å (the first peak), where the Mg2+ ion was directly coordinated with 

the oxygen of the phosphate group (Figure S12) (126,127). Interestingly, a linear dependence 

exists between ΔnMg and the temperature (Figure 5D), 

∆𝑛D'(𝑇) = 0.3716 + 0.0012𝑇, (14) 

where T is in Celsius, or 

∆𝑛D'(𝑇) = ∆𝑛D'(303	𝐾) + 0.0012(𝑇 − 303), (15) 

where T is in Kelvin, and ΔnMg (303 K) is the excess binding Mg2+ per phosphate at 303 K. The 

linear relationship suggests that the entropic effects do dominate the temperature 

dependence of Mg2+ binding to RNA backbone phosphates as expected. As such, the above 
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relationship should roughly hold for all RNAs, and it will be used to model the temperature 

dependence of Mg2+-phosphate interaction for all subsequent simulations in the work. 

 

Figure 5. Determination of ΔnMg and its temperature dependence for CAG repeat. (A) ΔnMg of (CAG)31 

as a function of simulation time under different Mg2+ concentrations. (B) Hill fits of ΔnMg to [Mg] for 

rA30, rU30, and (CAG)31. Labels for legend entries: “exp” is for experimental data, “sim” is for simulation 

data estimated from the last 50 ns, and ‘fit’ is for the fit curve. Error bars for simulation data were 

evaluated as block deviation. (C) RDFs of Mg2+ ions around phosphorus atoms at different temperatures. 

(D) Linear fit of ΔnMg to temperature (in Celsius). Simulation results are given in orange scatters with 

error bars estimated from multiple replicas. The black dashed line shows the linear fit with R2 = 0.992. 

Notably, the number of Mg is fixed to be the same as the number of phosphate groups, which 

does not change with the box size. In principle, λP-Mg should be re-optimized for different box 

sizes to reproduce ΔnMg. Therefore, we further evaluated the effect of box size with a fixed 

number or concentration of Mg on RNA structure. The results show that, without adjusting λP-

Mg, only up to 4% change was observed in Rg even with box sizes varying from 15 nm to 50 nm 

in both setups (Figure S13). Therefore, the final model will not correct for the box size 

dependence of λP-Mg with a fixed number of explicit Mg beads. In summary, we developed a 

protocol for setting up explicit magnesium ions in iConRNA simulation. The number of Mg 
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was first set as the number of phosphate groups. Next, ΔnMg was determined based on 

reported experiments, theories or atomistic simulations. If temperature varied in the system, 

ΔnMg at different temperatures could be predicted by Eqn. 14 or 15. Finally, ΔnMg was 

converted into λP-Mg following equation 12 as an input parameter of CG simulation. 

 

Figure 6. Phase separation of rA30. (A) Monomer fractions at different temperatures under 25 mM NaCl 

and 50 mM MgCl2. The total RNA concentration is 50 µM. (B) Final snapshots at 303, 323, and 343 K. 

Mg were omitted for clarity. The box size is 200 nm. (C) Snapshot of a representative rA30 droplet. Each 

RNA chain is coloured differently, while Mg ions are shown as pink beads. (D, E) Rg distributions (as 

probability density function, PDF) and OCFs of RNA chains in the dense (orange-red lines) and dilute 

phases (black and grey lines) at 323 K. Light-coloured lines plot distributions of individual chains, and 

their averages are in bold lines. Error bars are the standard deviation of related chain groups. 

Phase separation of poly(rA) and poly(rU) 
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Recent works have demonstrated that RNA homopolymers can undergo homotypic phase 

separation in the presence of multivalent cations, and exhibit very different phase behaviours 

when composed of different nucleotides (43-45,91,128). For example, rA30 readily undergoes 

phase separation under 50 mM MgCl2, while poly(rU) remains soluble under the same 

conditions (45). We first examined the ability of iConRNA to recapitulate the phase separation 

of RNA homopolymers in the presence of Mg2+. Starting from dispersed initial states with 240 

copies in a cubic box of 200 nm in dimension (50 μM), rU30 remained dispersed and can only 

form small oligomers (up to pentamers) with temperatures ranging from 303 to 353 K even 

with 50 mM MgCl2 (and 25 mM NaCl) (Figure S14). In contrast, rA30 clearly shows LCST-type 

phase separation behaviours as observed in experiments (44) (Figure 6A and 6B). At lower 

temperatures (300 K and 313 K), only dimers and trimers were obtained. Starting from 323 K, 

stable droplets can be observed and the number of monomers in the dilute phase decreases 

rapidly with the increase in temperature. We note that experimentally rA30 undergoes phase 

separation as low as 303 K with 50 mM MgCl2 (45). Therefore, iConRNA underpredicts the 

phase separation propensity of rA30. A possible reason is that only the stacking between 

neighbouring bases is included in our model, such that rA30 is unable to form intermolecular 

base stacking interactions potentially important in the phase separation of rA30. 

Within the condensate, rA30 forms extensive intermolecular interactions through phosphate-

Mg coordination and base-base vdW interactions among base As. These base-base 

interactions are similar to A-A stacking and non-canonical A-A pairing interactions, although 

iConRNA doesn’t have these terms explicitly. (Figure 6C). We further characterized the 

conformations of rA30 inside the dense phase. The results show that RNA chains within the 

condensates are more extended, exhibiting a larger average value and broader distribution of 

Rg (Figure 6D), Furthermore, each individual Rg distribution (the light orange lines) is very close 

to the average one (bold orange line), which indicates a more homogeneous conformation 

distribution of rA30 inside the condensates. Additionally, we found condensates are less 

favourable for the single-strand helical structure of rA30 compared to the dilute phase. OCFs 

of RNA chains within the condensates exhibit flatter trends and fewer structural details (Figure 

6E), indicating weakened base stacking. In the crowded environment of condensates, 

intermolecular interactions among rA30 chains are highly enhanced, which results in the partial 

disruption of local intramolecular base stacking. 
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Figure 7. Phase separation of RNA triplet repeats. (A) Snapshots of representative structures of 

monomeric (CAG)31, (CUG)31, and (CUU)31 under 25 mM NaCl at 303 K. Phosphate bead B1 and ribose 

beads B2/B3 are in red and orange, while bases A, G, C, and U are in lime, ice blue, yellow, and purple, 

respectively. (B) Phase diagram of 10 μM (CAG)31 under 25 mM NaCl, where transition temperatures are 

plotted as a function of [Mg]. (C) Phase diagrams of (CAG)31 and (CAG)20 under 25 mM NaCl and 50 mM 

MgCl2, where transition temperatures are plotted as a function of [RNA]. Experimental 2-phase regions 

of (CAG)31 and (CAG)20 are shown in pink and lime areas. In B and C, experimental phase boundaries are 

plotted as lines with error bars, while simulation ones are lines with filled circles. (D) Snapshots of 

representative points in 1-phase (1-Φ, left panel) and 2-phase (2-Φ, right panel) regions, which were 

obtained from simulations of 10 μM (CAG)31 at 313 K and 50 μM (CAG)31 at 323 K, respectively (with 25 

mM NaCl and 10 mM MgCl2). RNAs are coloured in chains. Mg were omitted for clarity. (E) Phase 

diagrams of (CAG)31 (blue), (CUG)31 (orange), and (CUU)31 (green) under 25 mM NaCl and 50 mM MgCl2, 

where transition temperatures are plotted as a function of [RNA]. For each RNA, the lower left area of 

the boundary line is the 1-Φ region, while the upper right one is the 2-Φ region. 
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Phase separation of RNA triplet repeats 

Nucleotide triplet repeats have been implicated in several neurological and neuromuscular 

disorders (46,48,49). Recently, Jain and Vale found CAG/CUG repeat-containing RNAs could 

undergo phase separation and gelation, which could be a contributing factor to neurological 

disease (40). The temperature, sequence and Mg2+ dependence of the phase separation of 

CAG/CUG repeats and additional percolation transition within condensates have been further 

characterized in detail (44). The formidable complexity of trinucleotide repeat phase separation 

provides a challenging test case for evaluating the strengths and weaknesses of the new RNA 

CG model.  

We first examine the ability of iConRNA to capture the structures of these triplet repeats in the 

monomer state. It has been shown that CAG/CUG repeats can form stable hairpins, while the 

CUU repeat remains a single strand without any higher-order structure (49,129,130). As shown 

in Figure 7A, starting from single strands, iConRNA successfully predicts the hairpin structures 

of (CAG)31 and (CUG)31 and the disordered single strand of (CUU)31. Consistent with 

experimental observations (130), CAG hairpins were observed to be more stable than CUG 

ones. The backbone RMSD is 11.8 ± 3.5 Å for CAG, but 34.1 ± 12.4 Å for CUG. Although only 

canonical A-U and G-C pairing interactions are included in our model, some semi-stable A-A 

pairs can be found in CAG hairpins due to neighbouring A-U and G-C pairs and base stacking 

interactions, while U-U pairs are very dynamic in CUG hairpins.  

We then calculated the phase diagrams of (CAG)31 RNA as a function of magnesium 

concentration (Figure 7B) and RNA concentration (Figure 7C). As detailed above, for CAG 

repeats, ΔnMg and its temperature dependence were first determined through all-atom 

simulations. Similar to rA30, (CAG)31 undergoes LCST-type phase separation, where the 

transition temperature decreases with the increase of [Mg], indicating the entropic 

contribution to phase separation. Notably, an excellent agreement was between simulations 

and experiments for both [Mg]-dependence and [RNA]-dependence (44). For the [Mg]-

dependence, the critical temperature is slightly overestimated at the low-Mg2+ region (below 

25 mM) but underestimated at the high-Mg2+ region above 50 mM. It might result from the 

corresponding under- or over-estimation of excess binding Mg in the all-atom simulations. 

Notably, in the 1-Φ region, at the temperatures close to the phase boundary, there always exist 
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small RNA oligomers (from dimer to pentamer, left panel in Figure 7D), which are dynamic 

and undergo fast exchange with the monomers in the buffer.  

We further evaluated the ability of iConRNA to capture the length dependence of LCST-type 

phase transition of CAG repeats observed experimentally (44). As summarized in Figure 7C, 

decreasing the RNA length to 20 repeats dramatically weakens the propensity of CAG repeats 

phase separation. In particular, the critical temperature increases throughout the 

concentration range examined. For example, it increases from 40 to 70 ºC at 100 μM RNAs in 

simulation, while in experiments, it increases from 38.0 ºC for 100 μM (CAG)31 RNA to 59.9 ºC 

for 155 μM (CAG)20. In addition, under all the conditions tested for (CAG)20 and (CAG)31 repeats 

in Figure 7C, (CAG)10 repeats didn’t undergo any phase separation. For example, under the 

most favourable conditions, 80 ºC and 100 μM RNAs, only a few dimers and trimers were found 

throughout the simulation box (Figure S15). 

Experimentally, it was reported the purine-to-uracil substitution could suppress LCST phase 

transitions (44). Compared to (CAG)31, (CUG)31 exhibited slightly lower phase separation 

propensity, and (CUU)31 did not undergo phase separation under the same conditions. In our 

simulations, (CUG)31 shows a very similar phase boundary with (CAG)31 (Figure 7E), indicating 

the weakening effect of A-to-U substitution for (CAG)31 was not well captured by this model. 

However, compared to (CUG)31, (CUU)31 does show a significantly weaker phase separation 

propensity, requiring much higher temperature (and thus stronger Mg2+/phosphate 

interactions) to phase separate in simulation. The limited ability of iConRNA to capture the 

negative effect of purine-to-uracil substitution in phase separation trinucleotide repeats 

suggests that there is still substantial room for improvement in balancing various interactions 

within iConRNA. In particular, it is likely that vdW interactions between uracils are over-

estimated. Another possible reason could be that the excess binding Mg2+ of (CUG)31 and 

(CUU)31 may be weaker than (CAG)31 used to drive λP-Mg for all trinucleotide repeat simulations. 

DISCUSSION 

We have developed a new intermediate resolution coarse-grained RNA model with explicit 

magnesium ions, named iConRNA, for the simulation of dynamic RNAs and their phase 

separation. Representing each nucleotide using 6 or 7 CG beads, the model is designed to 

describe a diverse range of interactions that RNA can make through the backbone and bases, 
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specifically electrostatics, vdW interactions, base stacking and base pairing. Even with only WC 

canonical base pairing and neighbouring base stacking, iConRNA can be parameterized to 

capture the essential conformational features of flexible RNAs and fold small RNAs including 

tetraloop, duplex and hairpins. One of the major challenges in RNA modelling is describing 

the interactions with Mg2+ ions, which are important in RNA structure and phase separation 

and display complex structure, ion concentration and temperature dependence. To achieve a 

balance between accuracy and computational efficiency, we developed a framework for 

including explicit effective CG Mg ions in iConRNA. The sequence, concentration and 

temperature dependence are captured by parametrizing a scaling factor for Mg2+/phosphate 

interaction strengths, based on excess Mg2+ binding to RNA derived from experiment, 

simulation and/or theory. The resulting model can successfully capture the Mg2+ dependence 

of conformational properties of flexible RNAs. We further demonstrated that iConRNA was 

able to reproduce a wide range of nontrivial phase separation properties of homopolymer and 

trinucleotide repeat RNAs, including length, sequence, Mg2+, and temperature dependence. 

Extensive benchmarks also revealed several limitations of iConRNA for further improvement. 

For example, base stacking occurs only between two neighbouring bases in iConRNA. The 

stacking between intramolecular non-neighbouring bases and intermolecular bases could be 

important for RNA phase separation, which was suggested as the primary contributing factor 

to the phase separation of poly(rA) under high salt concentration (90). In our tests, the 

experimentally observed temperature-dependent conformation and phase separation of 

poly(rA) could not be reproduced accurately. Furthermore, the phase separation propensity of 

rA30 in the presence of magnesium was underestimated. Another limitation is that iConRNA 

only considers the canonical WC base pairs and neglects the formation of non-canonical base 

pairs (131-133). It’s a challenge to mimic each kind of base pairing by specific interactions. A 

simple and practical strategy may be to introduce a general hydrogen bond formation ability 

into each potential donor and acceptor that could contribute to the formation of non-

canonical base pairing. However, it has proven challenging to balance the strength and 

propensity of different types of base pairing at the CG level. Finally, although the effective 

magnesium did perform well in the benchmarks summarized in this work, it’s still limited in 

describing chelated Mg2+ binding through the inner sphere. Using the same effective 

concentration and temperature dependence for a given RNA also neglects the difference in 
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Mg2+ binding depending on the local structural environment. Despite these limitations, the 

successes demonstrated in this work support the great potential of using intermediate 

resolution CG models for simulating RNA dynamic conformation and phase separation. The 

current iConRNA model, albeit with limitations, already provides a powerful tool for studying 

RNA condensates with much greater details compared to the existing single-bead models.  
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