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Abstract

Background and objective: Recently, deep learning algorithms, including convolu-
tional neural networks (CNNs), have shown remarkable progress in medical imag-
ing analysis. Semantic segmentation, which segments an unknown image into
different parts and objects, has potential applications in robotic surgery in areas
where artificial intelligence (AI) can be applied, such as in AI-assisted surgery, sur-
geon training, and skill assessment. We aimed to investigate the performance of a
CNN-based deep learning model in real-time segmentation in robot-assisted radi-
cal prostatectomy (RALP).
Methods: Intraoperative videos of RALP procedures were obtained. The reinforce-
ment U-Net model was used for segmentation. Segmentation of the images of
instruments, bladder, prostate, and seminal vesicle–vas deferens was performed.
The dataset was preprocessed and split randomly into training, validation, and test
data in a 7:2:1 ratio. Dice coefficient, intersection over union (IoU), and accuracy by
class, which are commonly used in medical image segmentation, were calculated to
evaluate the performance of the model.
Key findings and limitations: From 120 patient videos, 2400 images were selected for
RALP procedures. The mean Dice scores for the identification of the instruments,
bladder, prostate, and seminal vesicle–vas deferens were 0.96, 0.74, 0.85, and
0.84, respectively. Overall, when applied to the test data, the model had a mean
Dice coefficient value of 0.85, IoU of 0.77, and accuracy of 0.85. Limitations
included the sample size, lack of diversity in the methods of surgery, incomplete
surgical processes, and lack of external validation.
Conclusions and clinical implications: The CNN-based segmentation provides accurate
real-time recognition of surgical instruments and anatomy in RALP. Deep learning
algorithms can be used to identify anatomy within the surgical field and could
potentially be used to provide real-time guidance in robotic surgery.
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Patient summary: We demonstrate the potential effectiveness of deep learning seg-
mentation in robotic prostatectomy procedures. Deep learning algorithms could be
used to identify anatomical structures within the surgical field and may provide
real-time guidance in robotic surgery.
� 2024 The Author(s). Published by Elsevier B.V. on behalf of European Association of
Urology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Prostate cancer is one of the most commonly diagnosed
cancers worldwide [1]. Approximately 80–90% of prostate
cancers are diagnosed in a nonmetastatic state, and men
with nonmetastatic prostate cancer are generally consid-
ered to have favorable survival outcomes [2]. While several
treatment approaches for nonmetastatic prostate cancer are
available, radical prostatectomy is considered a key method
[3,4]. Although prostatectomy procedures have traditionally
been performed using an open radical retropubic approach,
robot-assisted laparoscopy has recently become the proce-
dure of choice, particularly in developed countries [5].

In recent years, artificial intelligence (AI) and deep learn-
ing have seen major advances in various fields, including
computer vision and natural language processing [6]. In
particular, computer vision using deep neural networks
has emerged as an important part of the machine learning
field [6–8]. Compared with image classification or object
recognition, semantic segmentation is one of the most com-
plex tasks in computer vision, and describes the ability to
segment an unknown image into different parts and objects
[7].

Image segmentation has extensively been studied in the
medical domain, especially in applications of computer-
aided diagnosis in radiology [9]. In addition, segmentation
has also been investigated in vision-based surgical proce-
dures. However, the utility of segmentation in real-time
surgery remains largely unknown. This study investigated
the performance of segmentation in robotic prostatectomy
and its application in intraoperative real-time surgery.
2. Patients and methods

2.1. Study population

We reviewed the records of 150 men with prostate cancer
who underwent robot-assisted radical prostatectomy using
a Da Vinci robotic platform at two institutions in Hallym
University Medical Center between January 2022 and June
2023. Patient data, including demographic characteristics,
clinicopathological features, and intraoperative videos,
were analyzed retrospectively. The study protocol was
approved by the institutional review board of Hallym
University Kangnam Sacred Heart Hospital (no. 2022-11-
017).
2.2. Dataset

Robot-assisted radical prostatectomy was performed using
a traditional anterior approach, and intraoperative videos
were recorded in real time. The videos were converted into
MP4 video format with 720-pixel resolution and a rate of 30
frames per second. For each surgical procedure, 20–30
images were extracted at regular intervals from the begin-
ning of bladder mobilization to the end of vas deferens
and seminal vesicle dissection. All images extracted from
each video were annotated manually at a per-pixel level
by two expert urologists (Fig. 1). Annotation was performed
for each of the classes of surgical instruments, bladder,
prostate, and vas deferens/seminal vesicle. Inter-rater
agreement between the two urologists was excellent, with
a Dice coefficient of 0.85. The dataset was preprocessed
and split randomly into training, validation, and test data
in a 7:2:1 ratio. After developing the model, validation
was performed by three specialists from different external
institutions.
2.3. Network architecture

For this research, we utilized the reinforcement U-Net
model provided by STARLABS Co. The traditional U-Net
architecture is mainly composed of encoders and decoders.
The encoder extracts the context of the image, while the
decoder reconstructs the refined features based on the
encoder extraction.

The reinforcement U-Net model was designed by adding
a six-layer convolution-batch normalization-ReLU opera-
tion block to both the encoder and the decoder section of
the traditional U-Net structure (Fig. 2). This design increases
the depth and width of the segmented feature map, intensi-
fying the feature point extraction in the boundary regions of
complex and nonuniform objects (Supplementary Fig. 1).
Compared with the traditional U-Net model, this model
possesses more layers and deeper feature extraction capa-
bility, and is therefore anticipated to respond more sensi-
tively to intricate structures and minor changes.

We believe that these characteristics will help the model
reduce the frequency of outliers at the object boundary. This
in turn will facilitate more accurate class categorization and
tissue dissection surface detection. The accurate detection
of minor changes and boundaries is crucial, particularly in
laparoscopic surgeries, and the features of the reinforce-
ment U-Net model are anticipated to offer significant
advantages in such applications.
2.4. Training

Before proceeding with training, preprocessing steps were
applied to the dataset. The purpose of preprocessing is to
improve image quality for a more effective analysis and
use of computer resources. Descriptions of the methods
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Fig. 1 – Prostatectomy image annotation.

Fig. 2 – Reinforcement U-Net architecture.
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used for preprocessing and dynamic transform are provided
in the Supplementary material.

Optimizers are algorithms used to change the attributes
of the model, such as weights and learning rate, so that the
loss function can be minimized. The Adam optimization
algorithm was adopted during the training process, with
the learning rate set at 0.0001. Focal loss was used as the
loss function, and to generalize the model, the batch size



Table 1 – Baseline demographic and clinical characteristics of the
study patientsa

Total no. of patients
(n = 120)

Age (yr), mean 66.4
Body mass index (kg/m2), mean 25.0
Prostate-specific antigen (ng/ml), mean 11.7
Prostate volume (cc) 40.3
Pathological T stage
T2 69 (57.5)
T3a 31 (25.8)
�T3b 20 (16.7)

Pathological Gleason score
6 14 (11.7)
3 + 4 44 (36.7)
4 + 3 48 (40.0)
8 4 (3.3)
9–10 10 (8.3)

Positive surgical margin 31 (25.8)
a Data are presented as n (%) unless otherwise indicated.
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was set to 16. The entire training was carried out over 100
epochs. Although an early stop feature was implemented
to halt training if there was no improvement in validation
loss over a certain period, this feature was not activated in
this research. Various data transformation techniques were
applied to the training data based on validation loss through
dynamic transformation techniques, ensuring diversity in
the input data.

Training and validation losses were recorded at every
epoch, and the progress of the training was monitored
through visualization. The model’s weights were saved
every time there was an improvement in the validation loss,
and intermediate model weights were also saved separately
every ten epochs.

2.5. Evaluation metrics

The Dice coefficient, intersection over union (IoU), and
accuracy were calculated for each image to evaluate the
performance of the developed convolutional neural net-
work (CNN) model in the segmentation task. A confusion
matrix method was used to measure the performance of
the segmentation model. The Dice coefficient and IoU are
commonly used as evaluation metrics in similar medical
image segmentation tasks. The Dice coefficient and IoU
are similar in that both metrics deal with overlap between
predicted segmentation and ground truth, but are different
in that the methods used to calculate these are distinct. The
Dice coefficient is calculated by 2 � intersection divided by
the total number of pixels in both images, whereas IoU
refers to the ratio of the area of the intersection over the
area of union of the predicted segmentation and the ground
truth. The following formulas were used for these metrics:

Dice coefficient ¼ ð2 � TPÞ=½ðTP þ FNÞ þ ðTP þ FPÞ�

IoU ¼ TP=ðTP þ FN þ FPÞ

Accuracy ¼ ðTP þ TNÞ=ðTP þ FN þ FP þ TNÞ
where, TP = true positive, FP = false positive, TN = true
negative, and FN = false negative.

3. Results

The clinical and pathological characteristics of the enrolled
patients are summarized in Table 1. Of the 120 prostate
cancer patients who underwent robot-assisted radical
prostatectomy, the mean age was 66.4 yr, the mean
prostate-specific antigen level was 11.7 ng/ml, and the
mean prostate volume was 40.3 ml. Fifty-one (42.5%)
patients had locally advanced prostate cancer (pathological
T stage 3a or 3b) and 14 (11.7%) had high-grade (Gleason
score �8) disease.

Our dataset consisted of 2400 ground truth images from
120 videos. After preprocessing, all images were split into
training, validation, and test sets in a ratio of 7:2:1. A total
of 1680 images were used for training, 480 for validation,
and 240 for test data.

Training and validation loss curves for the Dice coeffi-
cient, IoU score, and Dice loss are shown in Figure 3. With
each training epoch, the training and validation curves for
both Dice coefficient and IoU increased, while the loss
curves decreased. After 60 epochs of training, the validation
loss decreased at a slower rate and plateaued.

Overall, our model showed a Dice coefficient of 85% and
an IoU score of 77%. Examples of segmentation results
obtained from the CNN architecture of our model are shown
in Figure 4. The mean Dice scores for the identification of
the classes of surgical instruments, bladder, prostate, and
seminal vesicle–vas deferens were 0.96, 0.74, 0.85, and
0.84, respectively. These results indicate that our model
made fairly accurate predictions of the segmentation mask.
In addition, we found that our model worked well on real-
time surgical video (Supplementary material, Video 1).
4. Discussion

Recent years have seen a surge of interest in AI and deep
learning in various industries. Deep learning, a subset of
machine learning, aims to develop algorithms to extract
higher-level features from training data and apply them to
unknown data [10]. The medical domain is no exception
to the application of AI, and deep learning is expected to
reshape the landscape of various fields of medicine
[11,12]. Currently, the most successful implementations of
deep learning in medicine have been for medical image
analysis tasks [12].

In deep learning for computer vision, semantic segmen-
tation is an important area of research field [13]. As deep
learning algorithms have been developed, numerous neural
networks for semantic segmentation have been introduced,
and as such, the ‘‘state-of-the-art’’ model is continuously
being replaced. In the present study, the reinforcement U-
Net architecture was used for surgical image segmentation.
U-Net was proposed on the basis of FCN [14] and has seen
wide use in medical imaging. U-Net consists of an
encoder-decoder structure: the encoder continuously
merges layers to extract features to gradually reduce the
spatial dimension, and the decoder gradually re-
establishes the spatial dimension and target detail accord-



Fig. 3 – Training and validation loss curves.

Fig. 4 – Examples of segmentation results.
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ing to the extracted features [14]. Differing from conven-
tional CNNs, U-Net uses a skip connection strategy, which
directly utilizes shallow features, to use the features of the
downsampling part of the encoder to be utilized for upsam-
pling. To achieve a more refined reduction, this strategy is
applied to shallow feature information at all scales. We used
the modified U-Net architecture in this study for two rea-
sons. First, until recently, U-Net was the most popular
model in medical image segmentation. Despite the rapid
development of transformer in many vision fields, U-Net
has shown high performance and applicability in much of
the research [15]. Second, we used some of the data from
the present study to test several CNN and transformer mod-
els in the pilot phase, including U-Net, DeepLabv3 [16],
MANet [17], SegFormer [18], BEiT [19], and DPT [20]. The
test results indicated that the models showed similar per-
formance. In addition, the CNN models were appropriate
from the perspective of real-time application during
surgery.
Computer vision can be used for various purposes in the
field of surgical procedures, including endoscopy, laparo-
scopy, surgical microscopy, fluoroscopy, and multispectral
imaging [21,22]. In the present study, we investigated the
application of semantic segmentation in robot-assisted
laparoscopic surgery. Robot-assisted laparoscopic prostate-
ctomy is the main treatment for nonmetastatic prostate
cancer; however, it has a steep learning curve [23], and
the boundaries between the bladder and prostate, posterior
fascia, and seminal vesicle are often difficult to distinguish
intraoperatively because of complex anatomy [24,25]. In
robotic surgery, semantic segmentation could possibly play
important roles in the assessment of surgical technical skill,
detection of anatomy, and navigation [22].

In the present study, we demonstrate the potential effec-
tiveness of a segmentation network in robotic prostatec-
tomy procedures. We used the Dice coefficient and IoU as
evaluation metrics. In general, the Dice coefficient and IoU
are the most commonly used metrics for medical image
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segmentation analysis, compared with accuracy, because
both metrics penalize false positives, which occur fre-
quently in medical image datasets due to class imbalance.
Although there are differences in complexity, most previous
surgical image segmentation papers considered a Dice coef-
ficient or IoU score of �0.7 to indicate good performance.
We found that the segmentation performed well, not only
when applied to still images, but also when applied to
real-time video. There have been several studies on the
application of segmentation in vision-based surgery
[21,26], but most studies were limited to recognizing surgi-
cal instruments and were used in relatively simple surgeries
such as cholecystectomy [21,26,27]. Takeshita et al [23]
reported that a CNN model provided accurate recognition
of the seminal vesicle–vas deferens in a small dataset of
26 prostate cancer patients who underwent robotic prosta-
tectomy. They reported a Dice similarity coefficient of 0.73
for the test data, consistent with this study’s finding of 0.79.

There are several limitations to this study. First, the sam-
ple size was relatively small. Considering the characteristics
of CNN models, training on larger datasets will result in bet-
ter performance. Second, this study used data from anterior
approach prostatectomy performed by four surgeons at two
institutions. Therefore, whether this study’s findings can be
applied to other methods of surgery, such as the Retzius-
sparing approach, was not investigated. Third, we focused
on real-time segmentation, which is necessary for AI-
assisted or AI-enhanced surgery. We observed that our
model worked well in all sections and parts of the surgery
included in the analysis. However, when the vision was
blurred because it was out of focus, or severe bleeding or
unusual prostate morphology was present, the performance
of the CNN model was found to decrease temporarily.
Fourth, vesicourethral anastomosis procedures were
excluded from the training data because of complex anat-
omy. Segmentation of the urethra, which is the most impor-
tant part of prostatectomy anatomy, was not investigated in
this study and needs to be explored in follow-up studies
with larger datasets. Lastly, considering that an image seg-
mentation analysis in the surgical domain requires more
precision than in other domains, our results suggest that
segmentation of organs requires further improvement.
Our results indicate that a segmentation analysis of the
images of the bladder is poorer than those of other struc-
tures, despite good overall performance. Poorer bladder
image segmentation may be due to the anatomical charac-
teristics of the bladder. The bladder is positioned adjacent
to the prostate and fat-containing soft tissue, which can
make it difficult to clearly distinguish the boundary. To
overcome this, a larger number of sophisticated annotated
training datasets and better AI models may be required.

Despite these limitations, we believe that this study pro-
vides a valuable contribution because it is the first to inves-
tigate the potential effectiveness of real-time semantic
segmentation for instruments and anatomical organs in
robotic prostatectomy, including the prostate and bladder.
Our results suggest that deep learning algorithms can be
used to identify anatomy within the surgical field and
may be used to provide real-time guidance in robotic sur-
gery. This technology could be used in AI-assisted robotic
surgery, such as on solo surgery platforms with an AI assis-
tant, or in autonomous surgery in the future.
5. Conclusions

The CNN model based on a modified U-Net architecture
provided accurate real-time recognition of the surgical
instruments and anatomical structures observed during
radical prostatectomy. Deep learning algorithms can be
used to identify anatomy within the surgical field and
may be used to provide real-time guidance in robotic sur-
gery. Further large-scale studies are warranted.
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