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Astrocyte’s self-repairing characteristics improve
working memory in spiking neuronal networks

Pedram Naghieh,1 Abolfazl Delavar,1 Mahmood Amiri,1,2,3,* and Herbert Peremans2,*
SUMMARY

Astrocytes play a significant role in the working memory (WM) mechanism, yet their contribution to
spiking neuron-astrocyte networks (SNAN) is underexplored. This study proposes a non-probabilistic
SNAN incorporating a self-repairing (SR) mechanism through endocannabinoid pathways to facilitate
WM function. Four experiments were conducted with different damaging patterns, replicating close-to-
realistic synaptic impairments. Simulation results suggest that the SR process enhancesWM performance
by improving the consistency of neuronal firing. Moreover, the intercellular astrocytic [Ca]2+ transmission
via gap junctions improves WM and SR processes. With increasing damage, WM and SR activities initially
fail for non-matched samples and then for smaller andminimally overlappingmatched samples. Simulation
results also indicate that the inclusion of the SR mechanism in both random and continuous forms of
damage improves the resilience of the WM by approximately 20%. This study highlights the importance
of astrocytes in synaptically impaired networks.

INTRODUCTION

Glial cells serve as the primary facilitators of communication between neurons, contributing to the orchestration of the brain’s intricate pro-

cesses.1 Astrocytes, one of the glial cells in the central nervous system (CNS), havemany roles which emerge from the developmental phase of

the brain.2 They participate in key aspects of brain functions such as neuronal metabolism, synaptogenesis,3 homeostasis of the extracellular

milieu, and cerebral microcirculation.4 Astrocytes can exhibit both local and whole-cell responses which differ in amplitude, duration,

signaling pathways, functions, and location.5–7 These cells encode information through localized ‘‘spotty’’ calcium microdomains within spe-

cific processes and endfeet, which contribute to a significant portion of internal calcium elevations.8,9 Global calcium signaling in astrocytes

incorporates the entire astrocyte cytoplasm and involves various mechanisms, including extracellular calcium, ionotropic receptors, metab-

otropic receptors, and other channels such as transient receptor potential A1 (TRPA1) channels.9–11 Localized calcium transients in perisynap-

tic processes and endfeet regulate synaptic function and blood flow, modulating communication with neurons in a targeted manner.12

Whole-cell calcium oscillations trigger gliotransmitter release, leading to synchronized activities across astrocyte network and modulating

synapses on a broader scale.7,13 These signaling pathways facilitate localized events withinmicrodomains, potentially encoding distinct astro-

cyte functions that span from synaptic modulation to the regulation of brain circuits and behavior.8 Additionally, they contribute to higher

cognitive functions such as working memory (WM) by maintaining ‘‘online’’ information during delay periods in both healthy and diseased

brain conditions.14 Although there are multiple computational models of spiking neuron-astrocyte networks (SNAN) that explain the WM

mechanism in a healthy condition,15–19 none of them describe how these cells can facilitate the WM function in a synaptically impaired

network.

Nearly three decades ago, astrocytes were recognized as regulators of synaptic function in what is referred to as ‘‘tripartite synapses’’.20–22

In these domains, astrocytes mediate the interaction between presynaptic neurons (PrSNs) and postsynaptic neurons (PoSNs) through the

uptake of neurotransmitters and release of gliotransmitters, also known as perisynaptic processes.23 In the tripartite synapse, PrSNs release

neurotransmitters such as glutamate from axonal terminals, targeting PoSNs and astrocytes.13,24,25 When the PoSN fires, it releases endocan-

nabinoids such as 2AG (2-arachidonyl glycerol) from its dendritic terminals, targeting cannabinoid receptors CB1 andCB2, which are a type of

G protein-coupled receptors (GPCRs), on PrSNs and adjacent astrocytes.26,27 This signal has different effects depending on the targeted cells;

it serves as an inhibitory signal for PrSNs, while having a positive effect on neighboring astrocytes, inducing them to release gliotransmit-

ters.26,27 In the healthy state, the balance of inhibitory and excitatory substances within the axonal terminals of PrSNs is nearly neutral.28,29

However, if synapses become damaged, this balance is disturbed, leading to the modulation of the transmission probability (PR) in both

healthy and damaged synapses.28,29 If the incoming signal from astrocytes overcomes this imbalance, it results in the positive modulation

of synapses, which can be interpreted as the self-repairing (SR) process of the damaged or low PR synapses.26
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One of the first computational models for the SR concept was proposed by J. Wade30 and later improved by incorporating a learning

rule.31 However, this model functions optimally only with a probabilistic neuron model and a random input. Since the PR-based SR algorithm

is embeddedwithin a probabilistic neuronmodel, it is difficult to use it with other neuronalmodels. In this article, the SR algorithm is improved

to be compatible with the non-probabilistic neuronal models at the network level, receiving deterministic inputs in selective intervals. The

proposed algorithm, referred to as Balance of Firing (BoF), is inspired by the core mechanism of SR, which involves balancing excitatory

and inhibitory substances in the synaptic buttons. One of the key novelties in the presented BoF-based SR algorithm is the consideration

of dynamic local astrocyte activity. These local activities depend on the synaptic activities of neurons referred to as Strength of Input (SoI).

Therefore, by correlating the electrochemical signaling between neurons with the localized biochemical modulation of astrocytes, the pro-

posed SR algorithm can be applied to the SNAN models operating with deterministic inputs.

Astrocytes release various synaptogenic factors, including thrombospondins, neuroligins, glypicans, and TNF-alpha, to control synapto-

genesis.3,32 The release of these factors can be influenced by external stimulation and neuronal cues, which in this case is the release of 2AG

and glutamate due to neuronal activities, highlighting the complex interplay between astrocytes and neurons in the formation andmaturation

of synapses.3,32 The release of 2AG from neurons also plays a role in the regulation of synaptogenesis by affecting the release or function of

these astrocyte-derived factors. For instance, the activation of astrocytic TRPA1 channels by 2AG is involved in modulating these signaling

pathways.10,33

Short-termmemory involves retaining a small amount of information inmind.When this information is utilized in the execution of cognitive

tasks, it is referred to as working memory (WM).34 Information from visual,35,36 temporal,37 and sensory afferents38–40 emerges in the form of

coordinated activity of the neurons in the CNS.41 This information is temporarily stored through the modulation of synaptic strength and the

regulation of intracellular calcium concentration in astrocytes.42 Specifically, this process involves microdomain events, perisynaptic pro-

cesses, and endfeet regulations mediated by ionotropic receptors, metabotropic receptors, and other channels such as TRPA1.8,10 The acti-

vation of astrocytic TRPA1 channels by 2AG is involved in the regulation of astrocyte basal calcium levels and long-term potentiation via

constitutive d-serine release.10,33 These signaling mechanisms mediate microdomain events that may encode specific astrocyte functions,

such as their local and global activities for WM and SR processes. Therefore, it is valuable to incorporate both glutamate and 2AG signals

from neurons in the conventional SNAN models, particularly for the WM mechanism.

Encoded information inside astrocytes can last from a dozen seconds43,44 to a dozen minutes,45–47 contributing to both long- and short-

term synaptic plasticity. This limited temporary memorized information can be recalled if the appropriate cue sample is applied to the

network. In the early stages, several computational models containing exclusively neuronal networks in various forms and topologies, utilizing

a learning rule for synaptic plasticity were presented to model the concept of WM.48–53 Subsequent WMmodels have attempted to include

the role of astrocytes.15–18 In these SNANmodels, the WM function is conceptualized through whole-cell astrocytic modulation triggered by

strong synchronous neuronal activity.

This work integrates both SR and WM concepts mediated by astrocytes in a large-scale SNAN model for the first time. To achieve this,

astrocytes detect two types of activities and respond differently to them. The local activity of astrocytes is adapted by the proposed BoF-

based SR algorithm, while their whole-cell activity is considered by modifying the WM algorithm from one of the previous models.15 Addi-

tionally, two depletion factors are added to the astrocyte model for their local and whole-cell activities. These factors act as an extra decay

rate for Ca2+ when local or whole-cell astrocyte activities initiate. This is also in accordancewith someof the designmethodologies of previous

works such as the Tsodyks-Markrammodel54 for synapse dynamics and the De Pitta models18,55 for astrocyte dynamics. Furthermore, amech-

anism for the glutamate release from the neurons is designed, which is ideal for modeling how synaptic damage affects the neurotransmitter

release. To test themodel, four experiments with various forms of synaptic damage are designed to evaluate the performance of astrocytic SR

mechanism on theWM function. In the first experiment, the network is tested in the healthy status, demonstrating that the proposed changes

to the neuron and astrocyte dynamics do not interfere with the WM performance. The second experiment indicates that the proposed BoF-

based SR algorithm operates properly by increasing the SR activities only in the damaged areas when stimulated by the input samples. Exper-

imental data suggest that the shape of the synaptic diseases is in the form of spongiform changes in the nervous system56; therefore, the last

two experiments try to impair the network similarly to the observed experimental findings in the continuous and random damage modes.

Simulation results suggest that the addition of the SR mechanism in all conditions facilitates the retrieval of items for the WM function. In

the continuous damage mode, the inclusion of SR process increases the resilience of the network from 38% to 62% damage. Similarly, in

the random damage mode, there is a 20% improvement in the resilience of the WM, keeping this mechanism functional up to 60% random

synaptic damage.
RESULTS

Network structure

The architecture of the model incorporates three layers of two-dimensional networks representing input layer, neuronal, and astrocyte net-

works15 (Figure 1A). Each pixel of the 79 x 79 input layer connects to a neuron in the 79 x 79 neuronal layer. The interconnections within the

Izhikevich neuronal layer involve excitatory neurons that form sparse connections, with each neuron having a limited range for establishing

these connections. It is assumed that each PrSN only forms one connection to another PoSN. Each neuron is randomly connected to 40 other

neurons. Neurons in this model can only communicate with glutamate and 2AG to other neurons and neighboring astrocyte(s). While astro-

cytes are in contact with 270,000–2 million synapses in the human brain,57,58 an individual cortical astrocyte contacts an average of 4–8

neuronal soma in the cortex.59 This allows the astrocyte to integrate and coordinate a unique volume of synaptic activities. Based on these
2 iScience 26, 108241, December 15, 2023
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Figure 1. Model functionality from various perspectives (A) 2D lattice networks, (B) neuron-astrocyte region, (C) tripartite synapses, and

(D) postsynaptic neuron.

(A) The model comprises of three two-dimensional networks corresponding to input layer, neuronal and astrocyte networks. The input layer is parallelly

connected to the neuronal layer. Interconnections of the Izhikevich neuronal layer consist of synaptically coupled excitatory neurons with a limited range for

each neuron to form sparse connections. Astrocytes are interconnected with up to four other astrocytes through gap junctions. Each astrocyte interacts with

a 4 x 4 rectangular region of neurons, sharing four overlapping, 1 x 4 tiles, with adjacent astrocytes.

(B) In a neuron-astrocyte region, the concepts of local activity of astrocytes (top) and their whole-cell activity (bottom) are illustrated.

(C) The sequence of released substances and interactions in the tripartite synapse is indicated.

(D) A simplified representation of the model from a PoSN perspective. (1) Input is simultaneously applied to all neurons, (2) causing spike activities and (3)

initiating the release of glutamate and 2AG in synaptic clefts. Following the production of IP3 and Ca2+, (4) they can diffuse via gap junctions to the adjacent

astrocytes. (5) As Ca2+ oscillations inside the astrocytes reaches specific levels, they can release gliotransmitters to the synapse.
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experimental findings, the astrocyte network in this model is organized into a two-dimensional lattice (26 x 26) with nearest-neighbor connec-

tivity. Each astrocyte interacts with a 4 x 4 rectangular region of neurons with the overlapping of 1 x 4 tile of neurons with its adjacent astrocytes

(Figure 1A). Therefore, in a neuron-astrocyte zone, corner neurons communicate by four astrocytes, edge neurons interact with two astrocytes,

and middle neurons communicate by one astrocyte.

When a PrSN is stimulated first (Figure 1C), it releases glutamate from its axonal terminal targeting postsynaptic and astrocytic metabo-

tropic glutamate receptors (mGluRs) to convey its message. If this excitation is strong enough, the PoSN fires and releases a puff of 2AG from

its dendritic terminal targeting type 1 Cannabinoid Receptors (CB1Rs) on both PrSNs and astrocytes.26,60 Themain purpose of this signal is to

depolarize its PrSNs directly and reduce their transmission probability (probability of glutamate release) as a sign of successful action poten-

tial due to their previous glutamate release events.26,28 This signal is termed ‘‘Depolarization-induced Suppression of Excitation (DSE)’’27 (Fig-

ure 1C). As the released glutamate and 2AG from pre- and post-synaptic neurons bind with the receptors on astrocytes, they trigger the pro-

duction of inositol 1,4,5-trisphosphate (IP3) inside astrocytes, eventually leading to the elevation of internal calcium ions. Generated Ca2+ and

IP3 can be diffused to other astrocytes via Cx43 gap junctions.61–63 Therefore, information coming from the input layer which is converted to

spikes in the neuronal network is encoded and propagated within the astrocytic network in the form of Ca2+ waves.
iScience 26, 108241, December 15, 2023 3
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When intracellular Ca2+ concentration reaches a certain level, astrocytes can release gliotransmitters such as glutamate, targetingmGluRs

on neurons. The released 2AG fromPoSNs can directly impose an inhibitory impact on the PrSNs, but it can also provoke an indirect excitatory

impact on PrSNs through the locally released gliotransmitter by astrocytes. This indirect excitatory signaling is known as ‘‘endocannabinoids

mediated Synaptic Potentiation (e-SP)’’26 (Figure 1C). Although both glutamate and 2AG from neurons contribute to promoting calcium ions

in astrocytes, leading to the release of gliotransmitter and generation of the eSP signal, it is only 2AG that can lead to both potentiation and

inhibition of PrSNs. In this model, astrocytes can release local gliotransmitter ðGliLocalÞ as they detect any synaptic activity if they have Ca2+

levels greater than 0:1 mM (Figure 1B). Synaptic activity is modeled by calculating SoI for each neuron (Equation 7). This local activity of as-

trocytes serves as the eSP signal for the SR mechanism. In an impaired network, the local activity of neurons (SoI) and consequently the local

activity of astrocytes ðGliLocalÞ are reduced based on the damage intensity. However, SR activities increase as the damage increases because

the DSE signal depends only on the released 2AG from PoSN, while the eSP signal depends on the astrocytic Ca2+ supplied by multiple neu-

rons and neighboring astrocytes. On the other hand, whole-cell gliotransmitter release ðGliGlobalÞ from astrocytes is triggered when they

detect strong synchronous activity while having Ca2+ levels greater than 0:15 mM.64,65 Synchronous activity is defined as having more than

half of the connected neurons to an astrocyte simultaneously spiking.64–66 This whole-cell activity impacts all the connected neurons to

that astrocyte (Figure 1B).

To investigate the effect of the SR mechanism in the presented SNAN with WM, four experiments are designed. Throughout all experi-

ments, the delayed matching to sample (DMS)67 aspect of the WMmodel is preserved. The only difference is in the type of damage and the

presence of SR modulation. Damage is imposed on the neuronal network to simulate a simplified stationary state of a neurodegenerative

disease, meaning that the damage does not develop during any of the simulations. To model the effects of damage, a new mechanism

for glutamate release is presented which functions based on the synaptic activity. To represent the impact of local and whole-cell activities

on the calcium concentration of astrocytes, two depletion factors were added to the previously known Ullah model (Equation 15).

Tomodel damage, two ST (strength) factors are utilized tomodulate the efficacy of neuronal interactions. In healthy conditions, the default

value for these parameters is set to one; any imposed damage reduces this value to a quantity between zero and one. Parameter ST1 mod-

ulates synaptic connections, while ST2 affects glutamate release and noise current. The 2AG is indirectly influenced by the reduction in the

frequency of neuronal firing. These ST factors are set based on the damagemode. In the randomdamagemode, ST1 is selected randomly for

each synapse. In the pattern-specific damage mode, ST1 for all connections of neurons is defined based on the intensity and formation of a

damaging pattern. In both damage modes, the variable ST2 for each neuron is calculated by averaging ST1.
The proposed self-repairing algorithm

The concept of the SRmechanismbegins with themodulation of PrSNs and astrocytes by the released 2AG fromPoSNs in the close proximity.

To model this process at the network level, four signals are necessary. The first signal is a direct inhibitory modulation from the PoSN to PrSN

boutons (DSE). The second signal is the indirect excitatory modulation to the PrSN by astrocytes (eSP) which results from local astrocytic ac-

tivity (GliLocal). Both DSE and eSP signals are consistent across PR-based and BoF-based SR algorithms. The third signal encodes the level of

synaptic activity to adapt the local activity of astrocytes based on the neuronal activities, which is crucial for extending the SR algorithm to the

network level, operational in selective intervals. The fourth signal represents the health status of the synapses, denoted as PR
ðkÞ
0 in the PR-

based and STk in the BoF-based SR algorithms. The last two signals must be designed to the specific architecture of the neuronal network.

In addition to these four signals, the SR algorithm requires two threshold values. The first one is the minimum required Ca2+ concentration for

the initiation of the local activity of astrocytes (½Ca2+�ThrðSRÞ). The second value is the threshold of SR activities, defined by introducing a noise

margin for the acceptable imbalance betweenDSE and eSP values (BoFth). For better understanding of the SR algorithm, it is best to describe

a system with SRmechanism as being in one of these three states. The first state represents a healthy condition, the second state signifies the

onset of damage detection (referred to as the first SR step), and the third state encompasses the SR process itself (referred to as the second SR

step). Indeed, the damage detection and the execution of the SR process result from internal feedback loops.

In Wade’s model,30 the SR mechanism was demonstrated in a model with four neurons and one astrocyte. Damage was imposed on the

system by selectively reducing the default transition probability value (PR
ðkÞ
0 ) of some synaptic connections from the PrSNs. Upon inducing

damage, the first step of the SR algorithm is triggered, resulting in decreased 2AG release and consequently reduced DSE production. In

that model, any reduction in the 2AG release has no impact on the local activity of astrocytes and produced eSP. Therefore, in the PR-based

SR algorithm utilized in previous works, everything is attached to the eSP signal which always remains constant. Under this assumption, SR

activities occur through an increase in the PR value due to a decrease in the incoming inhibitory signal from the PoSN. An increase in the

PR value of both healthy and unhealthy synapses triggers the second step of the SR algorithm, leading to an increase in the probability of

postsynaptic firing. While interventions in unhealthy synaptic connections have little or no significant effect, increased activity in healthy con-

nections compensates for the shortcomings of unhealthy ones.

The major problem with a constant eSP signal arises when extending the model to the network level, particularly when dealing with mul-

tiple PrSNs and astrocytes that operate within specific time intervals. As the network size increases, certain PrSNs may not fire (i.e., do not

receive input), resulting in some inactive synapses (i.e., not releasing any glutamate). Consequently, the eSP signal should not indiscriminately

regulate synaptic activities, as it would be unable to differentiate between "inactive" and "impaired" connections. This demands for intro-

ducing a new signal that adjusts the local activity of astrocytes based on the synaptic activities. In the proposedmodel, SoI carry out this role,

as it computes the relative number of activated synapses at a given time (Equation 7). It is important to note that SoI is not a constant factor for

all neurons; it is calculated individually for each neuron and normalized based on the number of existing connections. In the proposedmodel,
4 iScience 26, 108241, December 15, 2023
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Figure 2. BoF-based SR algorithm

(A) In the neural network, some neurons can receive input and fire, while others may be in the resting states. Therefore, local astrocytic activities are adjusted

based on synaptic activities (SoI). Under healthy conditions, astrocytes’ Ca2+ increases, and the SR signal (gSR) is occasionally applied to the system by

evaluating the balance between DSE and eSP signals.

(B) Inducing any damage to the system reduces the release of 2AG and glutamate, leading to a decrease in DSE and Ca2+ production as shown by dashed brown

arrows.

(C) Inducedminor damages slightly affect the SoI signal, resulting in a nearly constant local astrocytic activity. This leads to have higher eSP thanDSE values, which

triggers the SR process by applying the gSR signal to all synaptic connections as shown by green arrows.
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the number of presynaptic connections varies for each neuron, leading to unique SoI values for each neuron. Experimental results suggest

that neuron-astrocyte interactions are non-linear.68 Hence, SoISynðNÞ, a non-linear form of SoI, is defined and utilized for adjusting local astro-

cytic activity (Equation 8). Minor damage to synapses has a limited impact on the SoISynðNÞ signal, as it operates almost independently from the

health status of synapses. However, significant damages (i.e., ST = 0 or close to 0) trigger a chain of reactions in the neuronal network activities,

inevitably reducing synaptic and local astrocyte activities.

In the BoF-based SR algorithm (Figure 2A), inducing any damage to the axonal terminals of PrSNs with ST factors causes a reduction in the

frequency of 2AG and glutamate release. This has aminor impact on the local activity of astrocytes, resulting in a slight effect on the eSP signal

but significantly reducing the produced DSE signal. This irregularity is detected in the first SR step (Figure 2B). In the second step of the SR

algorithm, since astrocytes function based on activated synapses, the released eSP signal remains mostly intact, while DSE is constantly

decreasing, resulting in an imbalance in the BoF value. When BoF passes a certain threshold, the SR activities (gSR) is initiated, leading to

an increase in the synaptic current of the activated synapses due to a lower DSE value in the presynaptic axonal terminals (Figure 2C). It is

important to note that, in the PR-based SR algorithm, excitation and inhibition were modeled by increasing and decreasing the PR value,

respectively. In the BoF-based SR algorithm, excitation is modeled by receiving the gSR signal, and inhibition is modeled by taking the

gSR signal away.

Experiment 1 - Healthy network with self-repairing signal

WM is characterized by the emergence of persistent activity in the absence of input stimulation.When this persistent activity arises after a brief

delay, theWMmodel is referred to as the DMS-WM type.69 Current hypotheses for the delay in DMS-WMphenomena are associated with the

slow rise time of calcium in astrocytes and their slow activities.70 In the first experiment, the model is presented in healthy conditions to un-

derstand the underlying mechanisms of DMS-WM with SR process. There are four input samples with a distortion level of 5% during the

training phase and eight additional samples (four matched and four non-matched) with a distortion level of 20% in the testing phase (Fig-

ure 3A). To address the matched samples (already seen), they are referred to as M0, M1, M2, and M3 to represent their respective numerical

values while non-matched samples (new) are referred to as NM. During the training phase, items are applied for a duration of 0.2 s with a 0.1s

interval between each sample. Items in the testing phase are applied for 0.15 s. If these samples are recognized based on WM the neurons

continue to fire for an additional 0.1 s influenced solely by the modulation of the astrocytes. A 0.25 s gap separates items in the testing phase.

The samples exhibit approximately a 35% overlapping ratio. The parts with a higher overlapping ratio can be discerned from the Ca2+ snap-

shot before test since they have higher concentration of Ca2+ (Figure 3D). The connectivity within the neuronal network follows the distance
iScience 26, 108241, December 15, 2023 5
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Figure 3. Experiment 1 – Performance of the healthy network

(A) Four samples of ‘‘0’’ to ‘‘3’’ with 5%distortion are selected for the training phase (indicated asM0 –M3). In the test phase, those four samples in addition to four

non-match samples (indicated as NM) with 20% distortion are applied to the network.

(B) Connectivity pattern of PrSNs with PoSNs follows the distance dependency rule.

(C) Neuronal membrane potentials are illustrated in two color codes to identify when neurons are in the hyperpolarization period. Frequency snapshots for the

matched samples in the 250 ms of the WM interval in the test phase are identified.

(D) In the astrocyte network, the 0:15 mM calcium threshold is used for the whole-cell activity, which leads to the WM. Snapshots of the calcium concentration

before and after the training phase indicate the propagation of Ca2+ in the astrocytic network.

(E) Calculated correlation is the highest for the matched samples in the test phase.

(F) SR activities emerge as the calcium concentration passes the 0:1 mM threshold.

(G) A monotonic input for astrocytes is considered as long as the total bound glutamate and 2AG are above the 0:7 mM threshold.

(H) When astrocytic Ca2+ passes the 0:15 mM threshold, they can apply their whole-cell activity if they detect strong synchronous neuronal activities.
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Figure 4. Single-cell behavior of a neuron with synaptic impairment

(A) DSE signal is calculated by multiplying the 2AG signal by a negative factor.

(B) eSP signal is calculated by multiplying the locally released gliotransmitter by a positive factor.

(C) Balance of Firing (BoF) is evaluated by comparing the DSE with the eSP signal. Since the local activity of astrocytes requires 0:1 mMof Ca2+ to initiate, eSP has

no value from 0.5 to 1 s, leading to low values of BoF.

(D) SR signal (gSR) is applied to the neurons if the BoF signal passes the 1.01 threshold.

(E) All signals are magnified.
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dependency rule, which states that each neuron is more likely to form connections with closer neurons rather than those are farther away (Fig-

ure 3B). The encoded information in the neurons takes the form of a burst with a firing frequency between 280 and 290 Hz (Figure 3C). This

frequency is calculated within the 250 ms window of the WM interval during the testing phase for each sample.

Intracellular astrocytic Ca2+ levels can increase due to various sources; in this model, the primary cause is the release of glutamate and 2AG

in the tripartite synapses. Astrocytic whole-cell WM activities emerge when astrocytes detect strong synchronous neuronal activity and have

enough internal Ca2+ concentration.41,64,66 Tomodel this interaction, if the total bound glutamate and 2AG from at least half of the connected

neurons to an astrocyte go beyond the 0:7 mM threshold (Equation 11), a monotonic input ðAUÞ is considered for the astrocytes (Equations 12

and 13; Figure 3G).71 In this manner, the delay of the DMS-WM is modeled through two components: first, the rise time of the accumulated

released neurotransmitter in the tripartite synapse to 0:7 mM, and second, the calcium rise time to a specific level (0:1 mM for SR and 0:15 mM

for WM). By comparing the Ca2+ levels within the astrocyte network before and after the test phase, it can be deduced that the astrocyte

network has the highest Ca2+ concentration at 2.2 s before the test phase. After the test phase, at 5.5 s, Ca2+ has propagated through the

astrocyte network via gap junctions or decayed with its natural rate indicating that the network is forgetting the cued samples as the time

passes.

Since the current version of the WM model15 does not consider different intensity levels of neural activity evoked by the gliotransmitter

release in time and space72; bothWM and SR activities (gWM and gSR) are modeled using rectangular-shaped signals with specific amplitudes

(Equations 23 and 25). As these signals are shaped such as rectangular pulses, their integrals can be calculated for quantification purposes.

Note that whole-cell astrocytic activity is triggered by intense neuronal activity and impacts all connected neurons, while local astrocytic ac-

tivity occurs around single neuron only (Figure 1B). Astrocytes’ local activity is realized as the eSP signal in presynaptic boutons. Indeed, if the

balance between eSP and DSE signals is disturbed (a tolerance of 0.01 for BoF is considered (Figure 4)), they receive an extra gSR signal as SR

process. Additionally, intermittent SR signal shown in Figure 3F can also be interpreted as a neurotransmitter recycling mechanism by astro-

cytes since this process also stems from the local activities of astrocytes. The gSR oscillations is attributed to the simultaneous rise of both eSP

and DSE signals. This creates a competition between these two signals in presynaptic boutons, resulting in a whipsawed action of the BoF

signal when astrocytes produce local activities (Figure 4E).

To evaluate the accuracy of the detectedWM in the test phase, the correlation is computed for each sample. This variable is calculated by

comparing the emerging neuronal activity with the activity caused by the input samples15 (Equation 26). Since items in the test phase have a

20% distortion, a 0.8 level is selected as the acceptable correlation threshold. For matched samples in the test phase, computed correlations

are all above the threshold (Figure 3E). Moreover, robustness is defined by calculating the integral under the WM interval of the computed

correlation. In this case, the extra 0.1 s of neural network firing due to astrocytic modulation is considered for this task. Calculated robustness

for samples 0 to 3 are 0.91, 0.93, 0.9, and 0.88, respectively. It is also worth noting that the sudden increase in correlation is due to the absence
iScience 26, 108241, December 15, 2023 7
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of input during that interval, as there is a 20% distortion in the stimulation current. In conclusion, the simulation results from the healthy

network depicted in Figure 3 confirm that incorporating the proposed SR process, the glutamate release mechanism, and modifications

in astrocytic Ca2+ depletion due to local and whole-cell activities do not negatively impact the performance of the WM.
Experiment 2 - Discrete pattern-specific damage mode

The SR activities increase where the damage is imposed and when the input is applied to that region of the network. To describe such con-

cepts, a ‘‘damaging pattern’’ in the form of three vectors with different gradients of intensity is applied to the neuronal network (Figure 5A).

This pattern is the same size as the neuronal network and only changes the ST factors. Importantly, this pattern does not alter the formation or

the number of connections (Figure 5C). The value of ST = 1 is considered healthy, while any value lower than that indicates increasing damage

(with values ranging from 0 to 1). In Figure 5A, the ST values of the three columns is gradually reduced from 1 to 0.7, 0.55, and 0.3 for columns

(1), (2), and (3), respectively. Figure 5B shows the outline of these damaging patterns, plotted on top of the input samples. In experiment 2, the

order and number of samples, and the current amplitude in the training and testing phases are identical to experiment 1.

The induced damage adversely affects the network by diminishing the efficacy of released neurotransmitters and gliotransmitters, conse-

quently reducing the firing frequency of neurons (Figure 5D). In the first and second columns, the damage can be compensated through the

SRmechanism. However, in the third column, the 70% damage hinders the release of sufficient neurotransmitters for initiating calciumwaves,

resulting in the absence of WM and SR activities (Figures 5D and 5E). The incorporation of the SR process enhances the firing frequency up to

100 Hz, representing a 30% improvement (Figure 5D, differences). Furthermore, it increases the robustness of recalled items from [0.66, 0.72,

0.77, 0.78] to [0.72, 0.9, 0.81, 0.84] for samples 0, 1, 2, and 3, respectively which is approximately 10–20% of improvement for each sample

(Figures 5G and 5I).

The SRmechanism has themost significant impact on the second column, as it improves the consistency of neuronal firing, which is evident

in the neuronmembrane potential plots (Figures 5F and 5H) and the Video S1 (supplementary section). Another factor that facilitates theWM

function is the propagation of Ca2+ between astrocytes, assisting in meeting the required Ca2+ conditions for both local and whole-cell ac-

tivities of astrocytes (to be demonstrated in experiment 3). It is worth mentioning that during the training phase, there is minimal to no SR

activities, as astrocytes have not yet generated enough Ca2+. In conclusion, incorporating local astrocyte activities as the foundation of

the SR mechanism enhances WM performance by improving the firing frequency up to 100 Hz in the damaged areas and increasing the cor-

relation up to 20%.
Experiment 3 – Continuous pattern-specific damage mode

Experiment 2 demonstrated that the proposed SR algorithm only increases the SR activity in the impaired areas caused by a discrete

damaging pattern. However, this damaging pattern is hypothetical and does not represent the continuous and random deterioration that

characterizes most neurodegenerative diseases in the brain.56 To address this limitation, experiment 3 evaluates the SR process for a contin-

uous form of damage to the network where its intensity gradually increases up to 92% by moving toward the top right corner of the pattern

(Figure 6B). Similar to experiment 2, this damaging pattern only affects the efficacy of the released neurotransmitters and the strength of syn-

aptic connections.

By simulating this form of damage, this experiment aims to identify the SR threshold and the impact of intercellular Ca2+ propagation in the

astrocytic network on both SR and WM mechanisms. In this way, the simulation setup needs to be different from the previous experiments.

The idea is to have only two matched samples and compare the performance before and after the test phase (Figure 6A). Therefore, two

diagonally striped non-overlapping patterns that can cover the whole network are designed (Figure 6C). The addition of the SR mechanism

improves the firing frequency (in some areas) up to 100 Hz for each sample (Figure 6E). Due to the unique setup of this experiment, the total

amount of improvement by the SR process on the whole network can be calculated by computing the summation of the ‘‘differences’’ (Fig-

ure 6F). Next, by comparing the damaging pattern (Figure 6B), total SR activities (Figure 6F), and the calcium concentration of the astrocytic

network before the test phase (Figure 6D), the contribution of SR mechanism and intercellular astrocytic Ca2+ propagation can be identified.

By performing this comparison four regions are identified (Figure 6G). First, the sections that could not encode information in the form of Ca2+

oscillations due to high damage intensity. Second, the regions that are healthy enough to have WM regardless of the SR process. Third, the

parts that the SR mechanism is required to have a functional WM process. Fourth, the areas in whichWM still depends on the SR mechanism,

but the intercellular astrocytic Ca2+ propagation is the main contributing factor for the proper execution of the WM task. (Figure 6G).

Another improvement that the SRmechanism can provide is the concept of consistency in the frequency of firing which can be observed in

the provided video in the supplementary material (Video S1). In the network without SR mechanism, the highlighted region 3 in Figure 6F

exhibits a waveform action in its spiking responses. On the other hand, in the network with SR mechanism, this region exhibits a more stable

neuronal firing in its WM intervals. This finding indicates that the SR process also improves the consistency of neuronal firing and WM per-

formance. A similar behavior is also observed for sample ‘‘1’’ in experiment 2 which has been shown in the Video S1.
Experiment 4 – Analytic results for random damage mode

This experiment aims to simulate a developmental phase for a non-compact diffusive form of damage in order to identify the critical points of

both WM and SR mechanisms. To model sporadic damage, random values for ST are assigned. Damage intensity is determined by reducing

the distribution of ST values by 0.1 for every 5% increment in the damage (Figure 7A). For instance, 40% and 70% random damages are
8 iScience 26, 108241, December 15, 2023
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Figure 5. Experiment 2 – SR performance in a network with discrete regions of damage

(A) The damaging pattern in the form of three discrete columns is applied to the neuronal network, illustrated in 2D and 3D figures. The strength (ST) of the

columns is reduced to 70%, 55%, and 30% from right to left, respectively.

(B) The outline of the damage is shown on top of the samples to identify where this damage alters the inputs.

(C) The connectivity patterns are illustrated.

(D) Snapshot of the frequency of firing indicates up to a 100 Hz improvement for the addition of the SR mechanism.

(E) snapshot of the astrocyte Ca2+ at 2.2 s indicates that the column with 70% damage prevents the release of adequate neurotransmitters for initiating calcium

waves. Snapshot at 5.5 s shows the diffusion of Ca2+ in the astrocytic network which to some extent helps both the WM and SR processes.

(F and H) Neuronal membrane potential plots show that the addition of SR mechanism increases the consistency of firing.

(G and I) The calculated correlation with (i) and without (g) SR mechanism.

(J) The SR activity intensified the most in the impaired areas to compensate for the damage during WM intervals.
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Figure 6. Experiment 3 – Evaluation of SR mechanism in a network with a continuous form of damage

(A) Timing of the samples in the train and test phases.

(B) Damage in the form of a continuous pattern is applied to the network. Strength (ST) continuously decreases by moving toward the top right corner of the

network.

(C) To demonstrate the impact of the damaging pattern on the inputs, its outline is mapped on top of the samples.

(D) Calcium concentration in the astrocyte network before and after the test phases indicates the propagation of Ca2+ ions. Additionally, the area where no

calcium was generated due to the high intensity of the damage is recognizable.

(E) Measuring the neural firing frequency illustrates a maximum of 100 Hz improvement for the network with SR mechanism.

(F) By taking the summation of the differences, the total SR activities can be identified. Negative values are the result of random noise in the system.

(G) Finally, by simultaneous consideration of the total SR activities (F), calcium concentration before the test (D), and contours of the applied damaging pattern (B),

four regions are identified: (1) generated calcium is less than 0:15 mM, therefore, no WM activity occurs in these regions; (2) WM happens with or without the SR

process since the summation of differences is less than 50 Hz; (3) SR process is a crucial factor for WM since the sum of differences is greater than 50 Hz. The SR

mechanism has the most impact on regions with ST values between 0.38 and 0.62 in a network with continuous damage; (4) WM still depends on SR activity, but

the calcium condition is satisfied due to the intercellular diffusion of Ca2+ through gap junctions. Indeed, in these regions, the Ca2+ concentration before the test

phase is less than 0:15 mM, but the summation of differences is greater than 50 Hz, which can only occur by having WM activity.
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characterized by a random selection of ST values between 0.2 and 1, and 0 to 0.6, respectively (Figures 8A and 8B). The number and sequence

of samples in this experiment are those used in the experiment 1.

Since this experiment evaluates the performance of the SRmechanism onWM in 20 simulations with varying damage intensities, it is essen-

tial to quantify all utilized metrics in previous experiments, or normalize them based on the healthy condition. Robustness is determined by

calculating the integral under the WM interval for each sample. The firing frequency is quantified by first computing the network firing rate

within the 250 ms window of the test phase and then normalizing this value according to the value obtained for each sample in the healthy

condition. This results in a proportion of the network firing rate based on the healthy condition. Total SR activities and bound neurotransmit-

ters are calculated by the summation of their values over time and across the network for all neurons. Lastly, capacity should be defined, but

specifying a general number for thismetric is challenging, as the accuracy of recalled samples depends on the size, overlapping ratio, number,

and sequence of matched and non-matched samples in the training and testing phases. However, in a controlled condition with constant

parameters, improvement in capacity can be determined by preserving robustness at higher damage intensities due to the SR process, as

opposed to the condition without the SR mechanism. By comparing the robustness with and without the SR mechanism in Figure 7B, it be-

comes evident that the network with SR capability can fully recall all matched samples up to 45%damage and partially recall some samples up

to 60% synaptic impairment. In contrast, the robustness of the same network without SR mechanism start to fail from 35% damage and holds

up to only 40% damage. This indicates that the addition of SR mechanism represents around a 20% improvement in the WM performance.

Since damage is evenly distributed throughout the network in this experiment, the calculated value of robustness declines suddenly because

either the entire neuronal network manages to produce strong activity to receive the whole-cell modulation of astrocytes for the WM task or

the entire network fails to generate such activity.
10 iScience 26, 108241, December 15, 2023
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Figure 7. Experiment 4 –Results of applying random damage to the network

(A) Strength (ST) distribution for 20 simulations. The ST values change by 0.1 for every 5% increase in damage.

(B) The presence of the SR mechanism enhances robustness. Sample ‘‘1’’ is the first to fade due to its smaller size and overlapping ratio.

(C) Normalized firing frequency is computed by taking the summation of the firing frequency of the entire network during the 250 ms WM intervals and then

normalizing it based on the healthy condition. As the damage intensity increases, this metric declines progressively.

(D) Intracellular Ca2+ concentration of astrocytes across the network for all 20 simulations is shown. As damage increases, themean Ca2+ concentration decreases

at a higher rate.

(E) Accumulated SR activities across the network is demonstrated. If WM fails, this activity also fails.

(F) Total SR activities exhibits a three times increase at the peak value compared to its initial level at the 50% damage. From this point on, although damage

intensity increases, the SR activity starts to decline at a faster rate because of WM failure for matched samples.

(G) As damage increases, the total bound neurotransmitter begins to decrease.
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As damage increases in the network equipped with the SR mechanism, the SR activities increase to compensate for the induced damage

(Figure 7F), with its value peaking at 50% damage intensity. It is important to note that whenWM starts to fail at 50% damage, the total bound

neurotransmitters with astrocytes (Figure 7G) and the network firing frequency (Figure 7C) are already on a declining trend, leading to the

reduced Ca2+ production in the astrocyte network (Figure 7D). This, in turn, leads to a failure in satisfying the Ca2+ condition of astrocytes

for both whole-cell and local activities, causing a decrease in SR and WM activities.

Figure 8 examines the 40% and 50% random damage cases in more detail, since they are critical levels for failure of the WM mechanism.

Considering the correlation plots for 40% random damage in Figure 8D, it is evident that WM is failed for the 2nd, 5th, and 6th samples in the

test, as the correlation value is 0.5 or inconsistent in the WM interval. It is notable to mention that these three samples are all non-match sam-

ples while the data in Figure 7B are for matched samples. Furthermore, since SR activity depends on the WM activity and damage intensity,

there is no SR activity during 0.1s of WM interval for these non-match samples with failed WM (Figure 8D). Looking at the correlation and SR

activities of 50% random damage in Figure 8F, it becomes apparent that WM has failed for all non-match samples. The first matched sample
iScience 26, 108241, December 15, 2023 11



Simulation results for 50% random damage
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Figure 8. Further analysis for Experiment 4

(A) Histogram of strength (ST) for 40%, 50%, and 70% random damages are depicted. The distribution probability for each condition is calculated based on the

given range for ST.

(B) The ST values for the 40% random damage is uniformly distributed between 0.2 and 1.

(C and E) Increases in damage impact not only the firing frequency but also the astrocytic Ca2+ propagation before the test phase. Firing frequency begins to

decrease from areas with the minimum overlapping information.

(D and F) SR process depends on the WM activity. Comparing the SR activities plot with the correlation plot reveals that if WM fails, there is no SR signal in the

extra 0.1 s interval where the neuronal network only fires due to astrocytes interaction. Additionally, as damage increases, WM initially fails for nonmatch samples

and then for matched samples with the smallest size and minimum overlapping information, such as sample ‘‘1’’.
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that fails WM is sample "1" because its size is relatively smaller and has the least overlapping area with the other samples (Figures 8E and 8F).

Additionally, as the damage increases, the firing frequency starts to decrease from the parts with the least overlapping ratio (Figures 8C and

8E). In conclusion, considering simulations in Figure 8 and the data in Figure 7B, it can be deduced that the WMmechanism starts to fail first

from non-match samples and then from matched samples with the smallest size and minimum overlapping ratio.
DISCUSSION

Over the past decades, the utilization of novel tools has yielded compelling evidence, highlighting the crucial involvement of dynamic

interactions between astroglia and neurons in brain function.73 Astrocytes are involved in major functions such as WM through their

whole-cell modulation and can provide SR functionality through endocannabinoid pathways via their local activities.14,27,60,74 This

wealth of knowledge makes them suitable as therapeutic targets. To achieve this, a predictive simulation platform is required for a better

understanding of neuron - astrocyte communication. However, none of the existing models in the literature utilize the supportive behavior

of astrocytes alongside their other functionality. Most SNAN models focus on common astrocytic attributes in WM, such as multi-item

WM,15 WM with grayscale input,16 situation-based WM,19 and multiple forms of bistable gliotransmitter release18 (Table 1). These previous

works have some limitations, such as neglecting the released 2AG fromneurons, considering either local or whole-cell activity fromastrocytes,

and not including the impact of SRmechanism onWM. This study aims to address the gap in understanding how astrocytes can facilitateWM

function in a synaptically impaired network. It investigates neuronal-astrocytic interactions and proposes a large-scale SNAN that incorpo-

rates both local and whole-cell activities of astrocytes simultaneously. This approach demonstrates how astrocytes’ SR mechanism can facil-

itate the WM function.
12 iScience 26, 108241, December 15, 2023



Table 1. Comparison with the previous implementation of WM and SR mechanisms in a spiking neuron-astrocyte network

Network topology Self-repairing Working memory type Implementation Damage modes

This work Neuron-astrocyte BoF-based Multi-item (logistics) Software simulations Automatic (random and

pattern-specific)

Wade (2012)30 Neuron-astrocyte PR-based – Software simulations Manual (synaptic level)

Liu (2018)75 Neuron-astrocyte PR-based – Digital FPGA Manual (synaptic level)

Rahiminejad (2021)76 Neuron-astrocyte PR-based – Analog CMOS Manual (synaptic level)

Hong (2022)77 Neuron-astrocyte PR-based – Memristive circuit Manual (synaptic level)

Gordleeva (2021)15 Neuron-astrocyte – Multi-item (logistics) Software simulations –

Tsybina (2022)16 Neuron-astrocyte – Multi-Item (grayscale) Software simulations –

Gordleeva (2022)19 Neuron-astrocyte – Situation-based (logistics) Software simulations –

De Pittà (2022)18 Neuron-astrocyte – Bistable synaptic release Software simulations –
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Previous implementations of the SRmechanism employed the transition probability (PR) of synapses to demonstrate this concept.30,31,76–79

However, these studies were limited to use a probabilistic neuronal firing mechanism in a small network, and the entire process was

anchored based on a constant modulation from astrocytes. Additionally, to test those models, the damage had to be manually imposed

on some of the synapses. Furthermore, none of these models expanded the concept of SR mechanism to a large-scale SNAN. In the pre-

sent study, a BoF-based SR algorithm was proposed for large-scale SNANs. The local activity of astrocytes in this algorithm, which leads to

the SR process, can dynamically change based on the synaptic activities, enabling this model to be functional at the network level, oper-

ating in selective intervals of activities. Experimental data suggests that astrocyte-neuron interactions should be non-linear,68 the dynamic

local activities of astrocytes in this model is also a non-linear synapse-glia factor (SoISynðNÞ). Another advantage of the presented model is its

impairing algorithm. It can automatically damage the network either in a random manner or based on a ‘‘damaging pattern’’ through a

series of ST factors. In contrast, previous PR-based SR models induced the damage manually by reducing a single factor of PR0 for

some of the synapses.30 Compared to other WM models, the addition of the SR mechanism in the SNAN model increases the resilience

of the WM function against the introduced synaptic damage. The astrocyte model utilized in this study, performs the local and whole-cell

activities based on both the released glutamate and 2AG from neurons. This approach allows for a more accurate representation of the

astrocyte-neuron interactions in an SNAN model.

To ensure that the introduced modifications in the model and the addition of the SR mechanism do not disrupt the WM functionality, the

network was evaluated under healthy conditions in experiment 1. Simulation results suggested that the firing frequency and correlation of the

test items in the modified network were similar to those in previous works without the proposed changes.15 To further validate the effective-

ness of the proposed SR algorithm, experiment 2 was conducted. Due to the network size, damaging a few synapses, as done in previous

works, is insufficient to assess the functionality of the SR mechanism. Therefore, in experiment 2, the entire network was impaired with a

damaging pattern consisting of three columns with varying intensities. This pattern was selected to allow for the visual identification of

the damaged regions through analysis of the neuronal membrane potential and SR activities plots. As expected, the SR process got notably

active in the damaged areas when those regions received an input stimulus. This is while the nearby astrocytes to the impaired parts demon-

strated intercellular Ca2+ levels exceeding the threshold needed to initiate their local activities.

While experiment 2 effectively illustrated the characteristics of the SRmechanism, it did not represent a realistic condition in terms of dam-

age formation. One of the characteristics of neurodegenerative diseases is the spongiform changes in specific brain areas.56 The develop-

mental phase, shape, and distribution of these changes vary depending on the region of the brain and type of the disease.56 Typically, neuro-

degenerative diseases appear as heterogeneous dense cores and/or non-compact diffuse plaques.56 To address these aspects, experiment 3

was designed to investigate the role of SR process in a dense core form of damage. In experiment 3, a different approach was taken in the

stimulus setup compared to the other experiments. Two diagonally stripped non-overlapping patterns that could cover the entire network

were selected as the input samples. This setup allowed for the realization of the SR threshold when a continuous form of damagewas present.

Simulation results indicated that the SR activities was most effective for ST values distributed between 0.38 and 0.62, enhancing the resilience

of the WM functionality against damage by approximately 20% through the SR mechanism. Additionally, an algorithm was developed spe-

cifically for experiment 3 to identify which parts of the astrocytic network successfully perform the WM task through the propagation of the

intercellular Ca2+ via gap junctions. This algorithm also identified those parts of the astrocytic network that are unable to encode information

in the form of Ca2+ due to the high intensities of damage.

Experiment 4 aimed to replicate a developmental phase for non-compact random synaptic damage by reducing the distribution range for

synaptic strength by 0.1 for every 5% increase in damage. Simulation results suggested that the addition of the SR mechanism increases the

resilience of the network up to 60% synaptic impairment, which is a 20% improvement compared to the same network without SR capability.

Furthermore, the findings revealed that the failure in the WM task first occurred with non-matched samples and then the matched samples

with the smallest size and minimum overlapping ratio. These findings highlighted the importance of the size and overlapping information of

the input samples in the consolidation of both WM and SR mechanisms. These results align with recent experimental findings where test
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subjects exposed to visual inputs of different sizes demonstrated improved WM performance and learning processes as the input size in-

creases.80 Finally, it should be noted that previous studies on SR process could not conduct such detailed analyses due to their small size

of implementation. Experiment 4 addressed this limitation and provided valuable insights into the impact of non-compact random synaptic

damage on the SNAN’s functionality.

Given the current debates and uncertainties surrounding the underlying mechanisms of gliotransmitter release from astrocytes, whether

this signaling depends solely on the IP3R2 pathways or involves other processes,81 the presented research foundation is based on the pre-

vailing literature suggesting that the elevation of astrocytic Ca2+ fluxes is based on IP3R modulation due to the activation of mGluRs and

GPCRs upon the secretion of neurotransmitters and endocannabinoids. Additionally, future works can incorporate other factors that

contribute to global calcium signaling, such as extracellular calcium, ionotropic receptors, metabotropic receptors, and channels such as

TRPA1 that could even account for 30–40% of Ca2+ elevation.11 However, it is now evident that gliotransmission is a complex phenomenon

involving variousmodes and signaling pathways. To gain a comprehensive understanding, it is necessary to employ advanced techniques and

meticulously designed experiments for thorough investigation and elucidation.81,82

One of the main challenges in inducing damage to an SNAN is the consideration of the efficacy of the damage on the mathematical

models. This problem arises from the lack of tight integration between different parts of the mathematical model. For example, most

models implement their glutamate release equation in the synaptic clefts independent from the number of synaptic connections and

the equation of the synaptic current in the neuronal model.15 Although this type of modeling approximates healthy conditions fairly

well, it does not accurately account for the effects of synaptic damage on the released glutamate. To address this issue, a new glutamate

release model that takes the quantized number of activated synapses into account was proposed in this work, which is also in accordance

with experimental evidence.83 This work demonstrated how SR mechanism can improve the fault tolerance of the SNANs in the presence

of synaptic damage. Additionally, the SR mechanism is generalized in the article to be easily adapted to other SNAN models such as De

Pitta’s model.18

Limitation of the study

One limitation of this study is the absence of synaptic plasticity in the presented SNAN model. It should be pointed out that, this exclusion

does not undermine the fundamental premise of the research, which focuses on enhancing the WMmechanism through the SR process in a

synaptically impaired network. However, this model can be further improved by including synaptic plasticity in future research.

Conclusion

To enable cognitive functions in both humans and animals,WM serves as a crucial mechanism for themomentary storage andmanagement of

data in goal-directed actions.84–86 Glial cells have been identified as significant contributors to this process. Recent studies have revealed the

pivotal role of astrocytes in synapse elimination, which can contribute to network dysfunction associated with neurodegeneration.87 In addi-

tion, they are also involved with the facilitation of synaptic transmission by monitoring the released neurotransmitters and endocannabinoids

in the tripartite synapses.26 Through these signaling pathways, they can provide the SRmechanism. This study aimed to emphasize the impor-

tance of SR process in SNAN. The novelty of this work is the presentation of an SNAN with both WM and SR mechanisms. The WM was

achieved through the whole-cell modulation of astrocytes, while SR process was derived from their local activity. Additionally, two depletion

factors for both local and whole-cell activities of astrocytes were considered on their Ca2+ levels. To scale up the SR mechanism, the local

activities of astrocytes were adapted based on the synaptic activities. To impose the damage, an algorithm was developed to automatically

impair the synapses either randomly or based on a damaging pattern. To model the damage, a glutamate release equation was proposed

that functions based on the synaptic activities. The significant findings from the conducted simulations demonstrated that the addition of SR

mechanism increases the robustness ofWMby approximately 20% in an impaired network by improving the consistency of the neuronal firing.

Simulation results also suggested that intercellular astrocytic Ca2+ propagation via gap junctions, size of the input sample, and overlapping

information contribute to the improvement of both WM and SR processes. Indeed, the presented research opens new frontiers in better un-

derstanding of the neuronal communication with astrocytes in synaptically impaired networks. Future work will focus on incorporating syn-

aptic plasticity that functions with both WM and SR activities, allowing for the implementation of this model in Artificial Intelligence (AI) ap-

plications. Additionally, the performance of the model can be tested using different network connectivity patterns and various configurations

of neuron-astrocyte interactions.
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METHOD DETAILS

The equations of themodel are presented in their order of execution. First, input and neuronal networks are presented, then neuron-astrocyte

interaction. Next, the astrocyte model, and finally the astrocyte-neuron interactions are presented. In the last section, the local activity of as-

trocytes describes the mathematical model of the proposed BoF-based SR algorithm and the whole-cell astrocyte activity depicts the WM

model. The values of the constant parameters are provided in the Tables S1–S4.

Neuron model

The Izhikevich neuronal model is used88 as follows:

dV ði;jÞ

dt
= 0:04V ði;jÞð2Þ + 5V ði;jÞ � Uði;jÞ + 140+ Iði;jÞSum
dUði;jÞ

dt
= a

�
bV ði;jÞ � Uði;jÞ

�

Iði;jÞSum = Iði;jÞApp + Iði;jÞSyn + ST2ði;jÞ
�
Iði;jÞNoise

�
(Equation 1)

Voltage values will reset with the auxiliary after-spike resetting:

if V ði;jÞ R30mV; then

�
V ði;jÞ)c

Uði;jÞ)Uði;jÞ +d
(Equation 2)
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where superscripts i; j˛ f1;.; 79g represent the coordinates of neurons on a square grid, the membrane potential V (which is VPost in the

network) is calculated in mV with the timescale ms. The damage is introduced by ST (strength) variables. In default mode (healthy condition)

the ST values are set to one. To induce damage, these values are modified to a value between 0 to 1. Regardless of the health status of the

system, there are always twomajor noise sources. The first one is randomly generated current denoted as INoise which is directly applied to the

neuronal network. The second one is a distortion noise which impacts the Iapp matrix. Noise and distortion levels were kept the same in all

experiments.

Synaptic current is calculated based on the number of activated synaptic connections with the following equation89,90:

Iði;jÞSyn =
XNði;jÞ

in

k = 1

gðkÞ
Syn

ði;jÞ�
EðkÞ
Syn � V ði;jÞ

Post

�

1+exp

 
V ðkÞ
Pre

SSyn

! (Equation 3)

Every synaptic connection is identified with a superscript ðkÞ. The presynaptic voltage of any connection V
ðkÞ
Pre acts as an activation

function with the slope of SSyn. The synaptic reversal potential E
ðkÞ
Syn determines whether the synapse is excitatory ðESyn = 0Þ or inhibitory

ðESyn = � 90Þ. In this model, all synaptic connections are excitatory. The gSyn determines the strength of the connection between PrSN

and PoSN, and defined as:

gðkÞ
Syn

ði;jÞ
= ST1ðkÞ

Syn

ði;jÞ�
hSyn + gðm;nÞ

WM + gði;jÞ
SR

�
(Equation 4)

where the default synaptic weight is determinedby hSyn,WMactivities is included by g
ðm;nÞ
WM and local SR activities is includedby g

ði;jÞ
SR . The value

of gWM is determined by the whole-cell astrocytic activity meaning that when an astrocyte initiates its global activity, it is modulating all the

neighboring synaptic connections. The gSR value is limited to the local activity of astrocytes, meaning that whenever it gets activated, all the

synaptic connections of the targeted neurons receive this signal, however, its intensity changes based on the synaptic activity. Variable ST1

models damage to synapses. In all damagemodes, ST1 always changes first and then ST2 is calculated by averaging ST1 values. It should be

noted that, in random damagemode, a random value between zero and one is selected for the ST1 of the individual connections ðkÞ while in

pattern-specific damagemode, the value of ST1 is selected for all the connections of a neuron ði; jÞ based on the position and intensity of the

damaging pattern.

The number of output synapsesN
ði;jÞ
out can be adjusted but, the number of input synapses for each neuron is generated randomly based on

the predefined number of output synapses, the radius of connections ðrÞ; and the probability of connection ðlÞ. The exponential distribution

rate fRðrÞ depends on the coordinates of connections which are evaluated by calculating the sine and cosine of an angle ð4Þwhich is uniformly

distributed in the range of ½0;2p�15:

fRðrÞ =

�
1
�
l expð� ð1=lÞrÞ r > 0

0 r < 0
(Equation 5)

and, the coordinates of PoSNs are determined by15:

xPost = dxPre + r cosð4Þe; yPost = dyPre + r sinð4Þe (Equation 6)

where xPre and yPre indicate the coordinates of PrSNs, while xPost and yPost denote the coordinates of PoSNs. Since each neuron can only have

one connection to other neurons, the network generation phase constantly check these values to avoid duplicate connections. The final result

of Equations 5 and 6 are two matrices called ‘‘pre’’ and ‘‘post’’, indicating the coordinates of PrSNs and PoSNs, respectively. The number of

presynaptic connections ðNinÞ can be found in the post matrix. By evaluating the number of activated input synapses with respect to the total

number of connections, a concept called Strength of Input ðSoISynÞ can be calculated as follows:

SoIði;jÞSyn =
Number of Nði;jÞ

inðActivatedÞ

Number of Nði;jÞ
in

(Equation 7)

The condition for considering an input synaptic connection to be activated is to have a synaptic current of higher than 0:001 mA. The num-

ber of activated input synapses does not have a linear relation with the firing event. Therefore, fine-tuning this condition is necessary for a

given model to ensure accurate results.

SoIði;jÞSynðNÞ = CA3
�
SoIði;jÞSyn

�CR
(Equation 8)

where SoI
ði;jÞ
SynðNÞ is the non-linear value of SoI,CR = 0:1 is the compression rate andCA = 0:8 is the compression amplitude, which are just two

parameters to control the nonlinearity of the SoI signal. This non-linear interaction is also experimentally observed.68
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In the event of postsynaptic firing, 2AG is released fromPoSN impacting all of its presynaptic axonal terminals and nearby astrocytes, and is

defined as follows:

d
�
AGði;jÞ

�
dt

= � AGði;jÞ

tAG
+ rAGd

�
V ði;jÞ
Post � 30mV

�
(Equation 9)

whereAGði;jÞ is the amount of 2AG released from the dendritic terminals targeting presynaptic and astrocytic CB1 receptors. rAG is the release

rate of 2AG signal and tAG is the decay rate of 2AG signal. The event of firing is defined by the delta function which indicates the event of a

postsynaptic firing.

To model glutamate release, it is typical to select an equation like (Equation 9) with the activation function based on the spiking event of

VPre or VPost. However, considering only firing events as the primary mechanism for releasing glutamate from synapses can lead to two major

problems. First, this type of modeling does not account for inadequately released glutamate (inadequate synaptic current) from PrSNs that

failed to generate a postsynaptic action potential. Second, any impairment in the synapses would not affect the released glutamate. To

address these issues, a new glutamate release equation is proposed, which operates based on the number of activated synapses. The SoI

signal is a suitable candidate for this purpose, as it encodes the number of activated synapses for each PoSN while still adhering to the quan-

tized principle of neurotransmitter release.91 This signal is defined as follows:

d
�
Gluði;jÞ

�
dt

= � Gluði;jÞ

tGlu
+ rGlu 3 SoIði;jÞSyn 3 ST2ði;jÞ (Equation 10)

whereGlu indicates the amount of released glutamate from the presynaptic axonal terminal in a synaptic cleft targetingmGluRs on astrocytes

and postsynaptic dendritic terminals. The release rate is defined by rGlu and the decay rate is denoted by tGlu. Variable ST2 modulates the

efficacy of the released glutamate.
Neuron-astrocyte interaction

Interaction of neurons with astrocytes is in the form of released glutamate and 2AG from PrSNs and PoSNs, respectively. To distinguish the

efficacy of these neurotransmitters targeting astrocytic receptors, two coefficients are considered. In this way, the total neurotransmitters bind

with astrocytes ðUAstroÞ can be defined as:

Glu 3 gGlu +AG3gAG = UAstro (Equation 11)

The efficacy factors of glutamate (gGlu) and 2AG (gAG) in the synaptic clefts play a crucial role in astrocytes’ functionality. These factors can

depend on various aspects, including the ratio of glutamate and 2AG receptors on astrocytes, the clearance rates, the activation/inactivation

characteristics of receptors, and the production rate of IP3 inside astrocytes. In this model, these factors are finely tuned to enable astrocytes

to detect intense neuronal activities through the sufficient release of both neurotransmitters. For example, if one of the released neurotrans-

mitters is significantly lower than the other, astrocytes will not be able to detect intense neuronal activity effectively. Intense neuronal activity is

defined by two specific conditions. Once these conditions are met, a fixed value of AU is considered as an input to the astrocyte. The math-

ematical equation for AUðtÞ is as follows15:

AU ðtÞ =

8><
>:

AU if

 P
ði;jÞ˛Na

Q
�
U

ði;jÞ
Astro � UThrðglobalÞ

�!
R FMemorize 3Na

0 otherwise

(Equation 12)

whereQ is the Heaviside step function and Na = 16 is the number of neurons connected to an astrocyte. Among these neurons, if a fraction

FMemorize = 0:5 of them (8 out of 16 neurons), have the total bound neurotransmitter (UAstro) greater thanUThrðglobalÞ = 0:7 mM; a fixed value of

AU is considered as an input signal for the production of IP3. This input is retained as long as these conditions are satisfied but limited to tU
duration. In this way, noise can contribute to these conditions but, it cannot fulfill it alone. In other words, FMemorize evaluates the synchronicity

of the event and UThrðglobalÞ assesses the intensity of that event. These two conditions can be referred to as the ‘‘memorize condition’’ or the

‘‘strong synchronous activity of neurons condition’’. This signal can be summarized into:

ðJGlu + JAGÞ = JU =

�
AUðtÞ t0 < t < t0 + tU
0 Otherwise

(Equation 13)

where JU is the input applied to an astrocyte for its IP3 production with the fixed amplitude of AU in the interval of tU. As it was mentioned

before, one of the factors in the delay of the DMS WM model is in satisfying this condition which is the amount of time that it takes to reach

the 0:7 mM neurotransmitter bound with an astrocyte by at least half of the neurons near to this cell.
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Astrocyte model

All equations in the astrocyte model are solved with the fourth-order Runge-Kutta method using a fixed time step of 0.1 ms. Released neu-

rotransmitters in the tripartite synapses bind with the astrocytic membrane receptors located close to the synapses. This triggers the produc-

tion of IP3 in the astrocytes. Ullah model was utilized to calculate this dynamic92,93:

d
�
IPðm;nÞ

3

�
dt

=
IP�

3 � IPðm;nÞ
3

tIP3
+ Jðm;nÞ

PLCd + Jðm;nÞ
U +dif ðm;nÞ

IP3
JPLCd =
v4ð½Ca2+�+ð1 � aÞk4Þ

½Ca2+�+k4 (Equation 14)

wherem;n˛ f1;.; 26g are the astrocyte indices. Parameter IP�
3 indicates the steady-state concentration of the IP3 and JPLCd denotes the IP3

production by phospholipaseCd (PLCd).75 The input due to the total bound neurotransmitter is definedby JU. An increase in IP3 concentration

in the astrocytes causes the release of Ca2+ from internal stores,mostly from the endoplasmic reticulum (ER), to cytosol. TheUllahmodel93 was

utilized to track changes in the intracellular Ca2+ concentration with the difference of adding two variables for Ca2+ depletion due to whole-

cell and local activities:

d
�
Ca2+

�ðm;nÞ

dt
= Jðm;nÞ

ER + Jðm;nÞ
Leak � Jðm;nÞ

Pump + Jðm;nÞ
in � Jðm;nÞ

out +dif ðm;nÞ
Ca � zGlobalW

ðm;nÞ
Global � zLocalW

ðm;nÞ
Local
dhðm;nÞ

dt
= a2

 
d2

IPðm;nÞ
3 +d1

IPðm;nÞ
3 +d3

�
1 � hðm;nÞ

�
� �

Ca2+
�ðm;nÞ

hðm;nÞ
!

(Equation 15)

whereWLocal andWGlobal denote the window of local and whole-cell activities, defined in Equations 20 and 25, respectively. zGlobal and zLocal

are efficacy factors for the depletion of Ca2+ for whole-cell and local activities, respectively. h is the portion of the activated IP3 receptors

(IP3Rs) on the ER surface. JER flux is Ca2+ flow from the ER to the cytosol by IP3Rs, JPump is the Ca2+ flux pumped back into the ER via the

sarco/ER Ca2+-ATPase (SERCA), and JLeak is the leakage current from the ER to the cytosol. Jin and Jout specify the calcium exchange with

extracellular space. These fluxes are expressed as:

JER = c1v1
�
Ca2+

�3
h3IP3

3

�
c0
c1

�
�
1+

1

c1

	
½Ca2+�

	
ððIP3+d1Þð½Ca2+�+d5ÞÞ3
JLeak = c1v2

�
c0
c1

�
�
1 +

1

c1

	�
Ca2+

�	
JPump =
v3½Ca2+�2
k23+½Ca2+�2
Jin =
v6IP2

3

k2
2+IP

2
3

Jout = k1
�
Ca2+

�
(Equation 16)

The biophysical meaning of all parameters in Equations 14, 15, and 16 are provided in ref.93,94 Since cortical astrocytes are coupled byCx43

gap junctions,95 the diffusion of calcium ions and IP3 molecules via gap junctions between neighboring astrocytes is modeled with difCa and

difIP3
which are expressed as:

dif ðm;nÞ
Ca = dCa



D
�
Ca2+

��ðm;nÞ
dif ðm;nÞ
IP3

= dIP3 ðDIP3Þðm;nÞ (Equation 17)

where dCa and dIP3
represent the Ca2+ and IP3 diffusion rates, respectively. Each astrocyte is diffusively coupled with a maximum of four near-

est neighbors. ðD½Ca2+�ðm;nÞÞ and ðDIP3
ðm;nÞÞ are the discrete Laplace operators that can be expressed in the following equation by replacing

the X variable:

ðD½X�Þðm;nÞ =
�
½X�ðm+1;nÞ � ½X�ðm;nÞ

�
+
�
½X�ðm� 1;nÞ � ½X�ðm;nÞ

�
+
�
½X�ðm;n+1Þ � ½X�ðm;nÞ

�
+ ð½X�ðm;n� 1Þ � ½X�ðm;nÞ

�
(Equation 18)
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Astrocyte-neuron interaction

The interaction of astrocytes with neurons can be categorized into several types. Astrocytic glutamate-induced potentiation of the excitatory

synapse consists of NMDAR-dependent postsynaptic slow inward currents (SICs) generation66,96 andmGluR-dependent heterosynaptic facil-

itation of presynaptic glutamate release.26,28,46 Here only its impact on PrSNs is considered. This effect is divided into two types, local and

whole-cell activities for SR and WM mechanisms, respectively.
Self-repairing mechanism (local interaction of astrocytes)

The released 2AG from the PoSN can directly impact the presynaptic axonal terminals. This inhibitory signal is defined as follows:

DSEði;jÞ = kDSE 3AGði;jÞ (Equation 19)

where kDSE is a constant factor to shift the acquired 2AG signal to the desired negative range. On the other hand, the released 2AG

and glutamate in tripartite synapses can cause an increase in the calcium concentration of astrocytes. As the intracellular Ca2+ of as-

trocytes reaches a certain level, they can release gliotransmitters targeting mGluRs on presynaptic axonal terminals. This signal is

defined as:

d
�
Gliði;jÞLocal

�
dt

= � Gliði;jÞLocal

tGli
+ rGliW

ði;jÞ
Local
W ði;jÞ
Local = Q

��
Ca2+

�ðm;nÞ � �
Ca2+

�
ThrðSRÞ

��
SoIði;jÞSynðNÞ

�
Q
�
U

ði;jÞ
Astro � UThrðlocalÞ

�
(Equation 20)

where Gli
ði;jÞ
Local is the locally-released gliotransmitter from astrocytes, rGli is the release rate of the gliotransmitter and tGli is the clearance

time constant. The required calcium threshold for this activity is considered ½Ca2+�ThrðSRÞ = 0:1 mM and modeled by a Heaviside step func-

tion Q. The variable SoISynðNÞ dynamically changes based on the synaptic activities. In accordance with experimental data, this

interaction is nonlinear, so the nonlinear form of synaptic activity is employed. The local activity of astrocytes is regulated based on

the region that input is stimulating, the potency of the local event (U
ði;jÞ
Astro), and a nonlinear form of synaptic activity (SoI

ði;jÞ
SynðNÞ). The

UThrðlocalÞ = 0:2 mM is the required concentration threshold of neurotransmitters bind with an astrocyte for initiation of local activity of

astrocytes.

The fault tolerance of the SR mechanism is integrated into released GliLocal since its calcium condition can be satisfied by the incoming

glutamate, 2AG, Ca2+, and IP3 from the neighboring neurons and astrocytes. The eSP signal is the result of released GliLocal and defined as:

d
�
eSPði;jÞ

�
dt

= � eSPði;jÞ

teSP
+ keSP

�
Gliði;jÞLocal

�
(Equation 21)

where eSPði;jÞ indicates the value of eSP for each neuron, keSP is a constant factor to shift the maximum value of GliLocal to a desired positive

range and teSP is the decay rate of the eSP signal. Modeling the eSP signal in this way enables the algorithm to distinguish the ‘‘off’’ connec-

tions from the ‘‘damaged’’ ones since the deactivation of any synaptic connection leads to a decrease in SoI, ensuring the retention of the

balance between DSE and eSP signals in healthy conditions. Therefore, the BoF can be defined as follows:

BoF ði;jÞ =
�
DSEði;jÞ + eSPði;jÞ

�
+Bias (Equation 22)

Variable Bias = 1 is just a bias term to adjust the BoF to the desired range. The BoF acts as a control unit where the provided eSP is

comparedwith theDSE signal. After acquiring theBoF signal, a threshold as a noisemargin is definedwhere if theBoF passes the designated

limit, a fixed gSR get applied to the neurons. This process is defined as follows:

W ði;jÞ
SR =

�
1 BoF ði;jÞ RBoFth

0 Otherwise
gði;jÞ
SR = hSR 3W ði;jÞ

SR (Equation 23)

where BoFth = Bias+ 0:01 is a noise margin for BoF. WSR is a time window that indicates when the SR activities are happening. gSR is the

amount of SR activities due to the eSP values overcoming the DSE values. hSR = 0:4 is a fixed coupling factor, scaling the strength of SR ac-

tivities. A noise margin is defined in a way to get the minimum SR activities in healthy status. In the BoF-based SR algorithm, excitation hap-

pens by receiving the gSR and inhibition happens by not receiving the gSR signal.
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Working memory mechanism (whole-cell interaction of astrocytes)

SynchronousWMactivity is considered a glutamate-induced potentiation of synaptic facilitation of all synapses belonging to themorpholog-

ical territory of an astrocyte.15 It is implemented when the following two conditions are satisfied:

WWM Conditions :

(�
Ca2+

�ðm;nÞ
R
�
Ca2+

�
ThrðWMÞ

FSpike RFRecall 3Na

(Equation 24)

where the fraction of synchronously spiking neurons FSpike encompassed by an astrocyte should be greater than FRecall = 0:375which is 6 out of

16 neurons in this model. Given that the calcium concentration of the nearby astrocyte ½Ca2+�ðm;nÞ is greater than the required calcium con-

centration for a synchronous WM event ½Ca2+�ThrðWMÞ = 0:15 mM, a window with constant duration for the WM event (W
ðm;nÞ
WM ) will be consid-

ered. These concepts can be summarized as:

W ðm;nÞ
WM =

�
1 t0 < t% t0 + tWM

0 Otherwise
d
�
Gliðm;nÞ

Global

�
dt

= � Gliðm;nÞ
Global

tGli
+ rGli 3W ðm;nÞ

Global
W ðm;nÞ
Global = Q

��
Ca2+

�ðm;nÞ � �
Ca2+

�
ThrðWMÞ

�
3W ðm;nÞ

WM
gðm;nÞ
WM = hWM 3Gliðm;nÞ

Global (Equation 25)

WhereGli
ðm;nÞ
Global is the whole-cell glutamate release of astrocytes. gWM is the astrocytes whole-cell activity for WMmechanism which affects all

synaptic connections of neighboring neurons. The strength of this modulation is defined by the coupling factor hWM = 0:4. This modulation

happens within the time window of WWM where the t0 is the exact moment of detecting a synchronous activity with FSpike > 6 given that the

nearby astrocyte has ½Ca2+�R 0:15 mM. The working memory windowWWM lasts for the duration of the applied input sample (0.15 s) plus the

desired extra time without input (0.1 s) which results in tWM = 250ms.
Correlation

Correlation is computed using the following equations taken from15:

titrain = i$t11 + ði � 1Þt12;
tj;itest = titrain + tshift + j$t21 + ðj � 1Þt22
C =
1

K !

X
p

XK

1

h
tpi ;i
test � titrain < tCa

i
=

1

K !

XK

1

X
p

h
tpi ;i
test � titrain < tCa

i
=

ðK � 1Þ!
K !

XK

1

XK

j = 1

h
tj;itest � titrain < tCa

i
(Equation 26)

where t11 is the duration of samples in the training phase, t12 is the duration of sample interval in the training phase, t21 is the duration of

samples in the testing phase, t22 is the duration of samples interval in the testing phase, tshift is the delay between train and test phase,

tca is the duration of whole-cell astrocytic activity, titrain is the finish time of i-th sample in training, and tj;itest is the finish time of WM interval

of i-th sample in testing.15 In summary, this formula compares the neuronal activity with respect to the shape of a sample in the training

and testing phases.
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