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DNA is a high-density, long-term stable, and scalable storage medium that can meet the increased demands on 
storage media resulting from the exponential growth of data. The existing DNA storage encoding schemes tend 
to achieve high-density storage but do not fully consider the local and global stability of DNA sequences and the 
read and write accuracy of the stored information. To address these problems, this article presents a graph-based 
De Bruijn Trim Rotation Graph (DBTRG) encoding scheme. Through XOR between the proposed dynamic binary 
sequence and the original binary sequence, k-mers can be divided into the De Bruijn Trim graph, and the stored 
information can be compressed according to the overlapping relationship. The simulated experimental results 
show that DBTRG ensures base balance and diversity, reduces the likelihood of undesired motifs, and improves 
the stability of DNA storage and data recovery. Furthermore, the maintenance of an encoding rate of 1.92 while 
storing 510 KB images and the introduction of novel approaches and concepts for DNA storage encoding methods 
are achieved.
1. Introduction

By 2025, the total amount of data generated annually in the world 
will reach 175 ZB, growing at a compound annual rate of 61%, as pre-

dicted by the International Data Corporation [1]. Although big data 
has immense value, it also creates problems with data storage. To ad-

dress the urgent need for a new storage medium and accommodate 
large amounts of data, DNA, a high-storage and high-density storage 
medium, has emerged as an answer [2,3]. Encoding, synthesizing, se-

quencing, and decoding are the four processes of information storage 
using DNA molecules [4]. Utilizing proper encoding and error correc-

tion is essential for the long-term preservation and accurate reading of 
digital information in DNA storage [5].

After digital information has been encoded, DNA data storage stores 
artificial DNA sequences [6]. Information may be kept for thousands 
of years in DNA storage because it is highly dense, stable in the long 
term, and able to store substantial information in a small amount of 
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space [7,8]. Ceze et al. [9] used DNA as a digital information storage 
medium and proposed a novel method to encode digital data into DNA 
sequences. They also discussed how to achieve fast reading, random 
access, and error handling. Their research results showed that DNA 
storage systems are high-density, long-term stable, and large-capacity 
digital storage solutions with broad application prospects. Goldman et 
al. [10] suggested an affordable approach to converting information 
files into DNA sequences using Shannon’s information encoding and file 
segregation techniques, which can help store more information without 
affecting data integrity and readability while providing high data den-

sity. Banal et al. [11] suggested a brand-new technique for encoding 
file data into DNA sequences and storing them in silicon capsules. Their 
method labels single-stranded DNA barcodes on the surface to repre-

sent file metadata. Users can simply choose the file set they desire by 
selecting a specific barcode without having to enlarge it. The study also 
made use of fluorescent sorting technologies to access massive molecu-

lar databases with great sensitivity and selectivity. The highest storage 
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capacity of DNA-based storage currently is less than 1 GB, which is sig-

nificantly less than most electronic data-storage systems, despite DNA 
having theoretically better storage densities, longer storage durations, 
and cheaper maintenance costs [12]. Furthermore, existing synthesis 
and sequencing technologies for DNA necessarily result in a variety of 
storage uncertainties [13]. Consequently, there remain several chal-

lenges in large-scale implementations of DNA storage. This includes 
finding ways to efficiently synthesize and sequence DNA, enhance the 
security and dependability of the storage, and address technical issues 
related to storing and retrieving massive amounts of data [14]. These 
challenges need to be gradually addressed through in-depth research 
and technological innovation to achieve widespread application of DNA 
storage. Adopting an appropriate and efficient encoding strategy can 
not only improve base utilization but also decrease the probability of 
errors during the DNA synthesis and sequencing [15,16].

Efficient DNA storage encoding schemes and error-correcting al-

gorithms improve the stability and accuracy of DNA storage systems, 
thus effectively ensuring the long-term preservation of digital informa-

tion [17–19]. Erlich et al. [20] proposed a fountain encoding scheme 
that segments binary files into droplets, and then they performed Luby 
transformation and screening to obtain DNA sequences that met certain 
conditions. Wang et al. [21] proposed an encoding scheme that reduces 
redundancy by hiding addressing, thereby reducing the number of base 
pairs required for storage. This encoding scheme has good adaptability 
to indicators with low self-similarity and stable local GC content, and it 
reduces the error rate in DNA synthesis and sequencing while improv-

ing base utilization and optimizing the reliability and efficiency of DNA 
storage. Ping et al. [22] proposed a yin-yang codec system (YYC), which 
encodes two binary bits into a base and uses yin-yang rules for encod-

ing. This encoding method has good robustness and is highly compatible 
with synthesis and sequencing techniques, thus helping obtain more 
reliable DNA sequences. Qu et al. [23] proposed an efficient Clover 
clustering algorithm that uses a tree data structure to search for specific 
intervals between DNA sequences and can quickly cluster large amounts 
of DNA sequences into fewer groups, which promotes the application 
and implementation of DNA storage technology. DNA encoding was 
an essential innovation in DNA storage; it facilitates the preservation 
of data with as few base sequence errors as feasible under restrictions 
[24]. However, DNA data storage still faces many challenges related 
to technology and cost, such as errors in sequence synthesis, sequenc-

ing, storage, and processing, which need to be overcome to better apply 
DNA storage to practical scenarios [25]. Meiser et al. [26] proposed a 
method of using DNA sequences for information storage and retrieval 
and pointed out that molecular errors also occurred in DNA storage, 
mainly due to synthesis, sequencing, storage, and processing. To solve 
these problems, researchers have proposed various methods, such as 
the Marine Predator algorithm [27] and the maximum independent set 
method [28], to design DNA sequences that meet specific constraints. 
Low-density parity-check (LDPC) codes and Reed-Solomon (RS) codes 
have been used to improve error correction. The emergence of new 
technologies such as nanopore sequencers and assembly techniques is 
expected to help achieve more convenient and efficient reading of and 
access to DNA data storage, which can promote the development and 
application of DNA storage technology [29,30]. Yin et al. [27] proposed 
the Marine Predator algorithm, which constructs sequences that meet 
constraints by raising the lower bounds of the encoding sets. Luncasu et 
al. [28] used the frequency matrix game graph to design sequences that 
satisfied combinatorial constraints, which helped improve the reliability 
and efficiency of DNA storage. Cao et al. [31] combined the frequency 
matrix game graph with the maximum independent set to satisfy con-

straint conditions and achieve a more efficient DNA sequence design. As 
DNA storage technology continues to develop, error-correcting capabili-

ties are also constantly improving. Chen et al. [32] encoded two images 
and a video clip into an artificial chromosome, used LDPC codes for 
error correction, and evaluated and compared the error-correcting capa-
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bilities of the LDPC and RS codes through computer simulations. Welzel 
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et al. [33] proposed an encoding scheme that supports variable-sized 
encoding sequences that can correct substitution, insertion, loss, and en-

tire DNA chain errors. Compared with other DNA storage technologies, 
DNA-Aeon was reported to have better error-correcting capabilities at 
similar redundancy levels and reduced DNA synthesis costs.

The existing DNA storage encoding schemes tend to achieve high-

density storage and neglect the local and global stability of DNA se-

quences and the read and write accuracy of stored information, which 
raises the possibility of data damage and errors during DNA synthesis 
and sequencing. To address these issues, this article proposes the DB-

TRG encoding scheme based on the graph: the image is first converted 
into binary sequences, then split into two halves (C1 and C2) and sub-

jected to an XOR operation. The binary sequence obtained after XOR is 
encoded using the De Bruijn Trim Graph algorithm, and the dynamic 
binary sequence and C2 are encoded using the Rotating Tree algo-

rithm. Characterization of encode generation rules and RS correction 
are addressing data corruption in DNA storage. In Fig. 1, the over-

all process of the encoding scheme is shown, including the De Bruijn 
Trim Graph algorithm and the Rotating Tree algorithm. The overall 
encoding-decoding process is shown in detail (Supplementary Figure 
S1). According to simulated experimental findings, the encoded DNA 
sequences ensure baseline diversity and balance while also preventing 
the emergence of undesired motifs. Therefore, the exhibited stability 
and robust error-correcting capability of this approach can facilitate 
the extensive adoption of graph-based encoding within the realm of 
DNA storage.

2. Methods

Numerous DNA storage encoding schemes have been proposed that 
have demonstrated practical high-density storage capabilities. How-

ever, these schemes have limitations, such as insufficient consideration 
of DNA sequence stability and read/write accuracy. Further research is 
needed to investigate the stability and information storage mechanisms 
of DNA sequences and to develop more robust DNA storage encoding 
schemes that can meet future needs for DNA data processing and stor-

age. The DBTRG encoding scheme proposed in this article includes the 
De Bruijn Trim Graph algorithm and the Rotating Tree algorithm. In 
the De Bruijn Trim Graph algorithm, the binary sequence obtains the 
dynamic binary sequence according to the local constraint rule and con-

ducts an XOR operation with the dynamic binary sequence. The XOR 
result is mapped into the corresponding base sequence to obtain the 
De Bruijn sequence, and the relationship between nodes is used to re-

alize the compression function of the sequence and improve the base 
utilization. In the Rotating Tree algorithm, the information needed in 
the decoding process is stored by building an index tree and a matrix. 
During data recovery, both parts of the encoded information can be de-

coded simultaneously to obtain the data stored in the DNA sequence.

2.1. De Bruijn Trim graph algorithm

2.1.1. Dynamic binary sequence

To obtain the De Bruijn sequence, the article introduces a dynamic 
binary sequence, obtained by performing XOR operations between the 
binary sequence and the dynamic binary sequence. The dynamic binary 
sequence is generated dynamically by the binary sequence according to 
the local constraint rules, which can ensure that the DNA sequence satis-

fies the local and global GC content of 49%–51%, and the homopolymer 
length of two. Base balance and diversity are ensured to obtain high-

quality DNA sequences. When encoding is performed, constraints must 
be observed to ensure the generation of high-quality and reliable DNA 
sequences [34].

When generating the dynamic binary sequence, the binary sequence 
is divided into several sub-sequences of six bits each. Each sub-sequence 
is XORed with the dynamic binary sequence to obtain a new binary se-
quence. This new binary sequence is then mapped to a base sequence, 
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Fig. 1. Overall process of the De Bruijn Trim Rotation Graph encoding scheme.
with the last two bases of each group being identical to the first two 
bases of the adjacent group, resulting in a De Bruijn sequence. The 
required dynamic binary sequence that satisfies the local and global 
constraints for the generated De Bruijn sequence is shown in Algo-

rithm 1. The process of generating the dynamic binary sequence is as 
follows:

Step 1: For the first group of bases, the first six binary sequences and 
the corresponding base sequences after the dynamic binary sequence 
XOR meet the constraints and non-undesired motifs, that is, TGA.

For example, 110100, the original sequence XORed with the dy-

namic binary sequence, obtains 000011 ⊕ 110111 = 110100. Accord-

ing to the rules of 00, 01, 10, and 11 converted to A, G, C, and T, 
respectively, every two bits of the binary correspond to one base, and 
the resulting base sequence is TGA.

Step 2: Starting with the second group, ensure that the first two 
bases of the group coincide with the last two bases of the previous 
group; that is, it is necessary to ensure that the second set of sequences’ 
XOR becomes 0100xx. The first four binary sequences of the second 
group are XORed by 0011 and 0111 to obtain 0100. The last base 
of each group needs to be determined according to the previous GC 
content, undesired motifs, and the balance of bases at odd and even 
positions.

According to this rule, it can be determined that the last base in the 
second group is an A or a T. If it is A, the last two bits of the binary XOR 
are followed by 11. After XORing the last two bits of the second set of 
original sequences, which is 11, with the binary corresponding to A, 
which is 00, the resulting sequence is 00. Therefore, the second group 
of the dynamic sequence would be 010010. The XOR of this sequence 
would result in 011000, and the corresponding base sequence would be 
GAC.

Step 3: The same method can be used to obtain the third group of 
dynamic binary sequences: 111001. The XOR sequence is 001011, and 
the corresponding base sequence is ACT.

2.1.2. De Bruijn Trim graph

The De Bruijn graph (DBG) represents a DNA sequence as a directed 
graph. Given a string 𝑆 = 𝑠1𝑠2… 𝑠𝑛 of length 𝑛, it is divided into a k-

mer sequence of length 𝑘. The structural characteristics of the k-mer 
sequence can be represented using the symbol Σ and the graph 𝐺(𝑉 , 𝐸)
[35]. Here, 𝑉 is the set of all substrings of length 𝑘, that is, the set 
of nodes. 𝐸 represents the connection relationship between adjacent 
k-mers, that is, the set of edges. 𝑉 and 𝐸 are defined as follows:

𝑉 = {𝑣 ∈
∑

𝑘|∃𝑖 ∈ {1, ..., 𝑛} 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑣 𝑖𝑠 𝑎 𝑠𝑢𝑏𝑠𝑡𝑟𝑖𝑛𝑔 𝑜𝑓 𝑠𝑖 ∈ 𝑆} (1)

𝐸 = {(𝑣, 𝑣′)|𝑖𝑓 𝑡ℎ𝑒 𝑠𝑢𝑓𝑓𝑖𝑥 𝑜𝑓 𝑙𝑒𝑛𝑔𝑡ℎ 𝑘− 1 𝑜𝑓 𝑣 𝑖𝑠 𝑎 𝑝𝑟𝑒𝑓𝑖𝑥 𝑜𝑓 𝑣′} (2)

In the DBG, each node represents a k-mer sequence fragment, and 
4471

edges represent the repeat relationship between two k-mer sequence 
Algorithm 1: Algorithm for generating dynamic binary se-

quence.

Input: After the original binary sequence has been divided, XOR.

Output: Dynamic binary sequence.

1 Select a set of adjacent bases in the desirable motifs

2 Save the newly generated sequence

3 Adjacent k-mers overlap (k-1)-mer

4 for indexes and bases do

5 if satisfy the GC content and the balance of bases at positions then

6 select A or T that satisfies the designed motifs

7 else

8 select G or C that satisfies the designed motifs

9 end

10 Convert dynamic base sequence to binary sequence

11 end

12 end

Fig. 2. All k-mers of the sequence have overlapping (𝑘 − 1)-mers and are con-

structed into a De Bruijn graph.

fragments of length 𝑘. Therefore, by constructing the DBG, the size of 
sequence data can be reduced to a manageable range while retaining 
a large amount of information [36]. The DNA sequence is decomposed 
into all possible k-mers (substrings of length 𝑘), and each k-mer is a 
node in the graph. Adjacent k-mers form an edge by overlapping 𝑘 − 1
bases. Fig. 2 can be explained as follows: Let 𝑋 be a DNA sequence on 
the symbol Σ = {A, C, G, T}. Given a reference sequence 𝑋 and an 
integer 𝑘, 𝐷𝐵𝐺(𝑋, 𝑘) represents the DBG with k-mer length of 𝑋. The 
original sequence of this graph is 𝑇𝐶𝐺𝐴𝐴𝐶𝐺𝐴𝑇𝐺𝐺𝐴𝑇𝐶𝐺, and 𝑘 = 3, 
that is, 𝐷𝐵𝐺(𝑋, 3). The De Bruijn Trim graph is the opposite. Since 
edges only exist when there is an overlap of base sequences between 
nodes, this relationship helps to compress the storage space of the base 
sequences. To store the same information using fewer bases during en-

coding, base groups that match the relationship between nodes are first 
obtained, and redundant base pairs are then removed during graph con-
struction.
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As the DBG divides a sequence into all possible k-mers, any two 
adjacent k-mers share a (𝑘 − 1)-mer. Therefore, the proposed De Bruijn 
Trim graph fully utilizes the overlapping relationship between nodes 
and satisfies the characteristics of a De Bruijn sequence after mapping 
the binary sequences to the base sequences. The De Bruijn Trim graph 
represents a directed graph with overlapping relationships between the 
sequences and is used to show the overlap between the base sequences. 
Although the De Bruijn Trim graph also represents a DNA sequence as 
a directed graph, the k-mer is partitioned in a different way. The De 
Bruijn Trim graph divides the De Bruijn sequence into groups per k-

mer, with the last 𝑘 − 1 bases of the previous group being identical to 
the first 𝑘 − 1 bases of the next group. The edges of the adjacent base 
groups are constructed as a De Bruijn Trim graph, which can clearly 
represent the overlapping relationship in the base sequence and thus 
facilitate the removal of duplicated base pairs. Equations (3)–(6) can be 
used to describe this process.

Assuming 𝑆 = 𝑠1𝑠2… 𝑠𝑛, 𝑆 is divided into k-mers every three bases, 
resulting in a sliding window sequence with a step size of three. The 
element of the sliding window sequence at position 𝑘 is denoted as 𝑤𝑘, 
where 𝑘 ranges from 1 to 𝑛∕3.

𝑤1 = 𝑠1𝑠2𝑠3,𝑤2 = 𝑠4𝑠5𝑠6, ...,𝑤𝑘 = 𝑠𝑛−2𝑠𝑛−1𝑠𝑛 (3)

The last two bases of the current k-mer must be identical to the first 
two bases of the next adjacent k-mer. Therefore, this constraint can be 
expressed as follows:

(𝑠𝑖+1, 𝑠𝑖+2) = (𝑠𝑖+3, 𝑠𝑖+4), 𝑖= 1,4,7,...,𝑛−5 (4)

In summary, the constraint of k-mer partitioning can be expressed as 
follows:

𝑤𝑖 = (𝑠3𝑖−2𝑠3𝑖−1𝑠3𝑖) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 ∈ [1, 𝑛∕3] (5)

(𝑠3𝑖+1, 𝑠3𝑖+2 = 𝑠3𝑖+4, 𝑠3𝑖+5) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 ∈ [1, 𝑛∕3 − 2] (6)

Each k-mer of the De Bruijn sequence forms a node, and the con-

nected nodes have overlapping (𝑘 − 1)-mers. Then, one (𝑘 − 1)-mer of 
one of the nodes is removed, which improves base utilization. Even if 
there are cases where the constraints are not met during the process of 
converting the binary code into bases, by compressing the De Bruijn se-

quence, a base sequence that satisfies the constraints can be created. 
The De Bruijn Trim graph compresses the De Bruijn sequence to sat-

isfy local and global constraints and reduce storage space, as shown in 
Fig. 3. For example, ATC and TCG can be represented as ATCG. There 
will be one redundant base pair every six bases, which is removed as 
redundancy. The dynamic binary sequence and the original binary se-

quence are mapped and compressed after XOR, and the compressed 
sequence complies with the local GC content and homopolymer length 
constraints. Given a set of base pairs, ATC, the next set must be TCG 
or TCC, which can be compressed into ATCC or ATCG in the De Bruijn 
Trim graph.

The De Bruijn Trim Graph algorithm is divided into three parts: 
processing of the dynamic binary sequence, construction of the De 
Bruijn Trim graph, and compression of the De Bruijn sequence. First, 
the binary sequence is grouped at intervals of six bits, and a new bi-

nary sequence is designed with a four-bit prefix and suffix matching. 
Subsequently, all the matching binary sequences are merged, and the 
dynamic binary sequence is obtained by XORing with the binary se-

quence. Next, the binary sequence and the dynamic binary sequence 
are XOR-mapped to obtain a new binary sequence. Then, based on the 
rule that one base is represented by two binary bits, the new binary se-

quence is mapped into the corresponding base sequence, which is the 
De Bruijn sequence. Finally, the De Bruijn sequence is k-merized for 
further analysis and processing. K-merization refers to dividing the se-

quence into strings containing k bases. A window of length k slides 
along the entire base sequence one base at a time, and each sliding pro-
4472

duces a k-sized subsequence. Therefore, a base sequence of length m 
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Fig. 3. All adjacent k-mers in the sequence have overlapping (𝑘 − 1)-mers and 
are constructed into a De Bruijn Trim graph.

can be divided into 𝑚 − 2 k-mers. Here, the base sequence is divided 
into groups of three bases, namely 3-mers. Each 3-mer serves as a node 
in the graph. Since adjacent nodes have overlapping (𝑘 − 1)-mers, con-

necting them forms the De Bruijn Trim graph. This graph can show the 
overlapping relationships and order of the sequences. Since every two 
base groups in the De Bruijn Trim graph share a common base pair, 
compression can be performed; that is, the first node takes the entire k-

mer, and each subsequent node only takes the final base and combines 
it with the previous k-1 bases to obtain the compressed DNA sequence. 
The De Bruijn Trim Graph algorithm flow is shown in Fig. 4. C1 and C2 
represent two halves of the binary sequence obtained by converting the 
images. In this article, C1 corresponds to the first half of the original 
binary, and C2 corresponds to the second half of the original binary. 
After applying the XOR operation between C1 and C2, the De Bruijn 
Trim Graph algorithm is used for encoding. On the other hand, C2 is 
encoded using the Rotating Tree algorithm. The combination of these 
two encoding methods can effectively reduce the number of undesired 
motifs and increase the encoding rate.

2.2. Rotating Tree Algorithm

To improve base utilization, information storage can be compressed 
during the encoding process [37]. The Huffman tree encoding with the 
rotating table does not meet sufficient constraints, which will lead to er-

rors in the procedures of synthesis and sequencing in vitro DNA storage 
[38,39]. The Rotating Tree algorithm is proposed to obtain the matrix 
by deleting the same base pair at the same index position in the ro-

tating table. The Rotating Tree algorithm combines the index tree with 
rotating encoding to achieve compression encoding and modifies the ro-

tating table into a matrix. To fulfill the requirement of local GC content, 
it is necessary to adjust the position of base pairs in the matrix. Specifi-

cally, one can achieve this by cyclically shifting elements, ensuring that 
each row has an equal number of repeated base pairs. This approach 
helps maintain the balance of local GC content. Therefore, to avoid 
the occurrence of homopolymers in this process as much as possible, 
the continuous occurrence of repeated base pairs should be considered 
when setting the matrix. And to ensure that the homopolymer length 
is at most 2, which means that consecutive repeated base pairs (such 
as AA, GG, CC, and TT) are not allowed, it is essential to prevent these 
combinations from appearing in the matrix. This can be achieved by 
placing non-repetitive base pairs at the corresponding positions in the 
matrix. For example, if “AA”occurs, the next possible selection should 
not be “AA”as it would result in “AAAA”, which does not meet the re-

quirement of a maximum homopolymer length of 2. If AA, GG, CC, and 
TT are not present in the matrix, then the homopolymer length of any 
two base pair combinations is at most 2.

The set 𝑥 contains four bases: {𝐴, 𝐶, 𝐺, 𝑇 }. Let 𝑥𝑖 denote a distinct 

combination of two bases (with the bases being different) from set 𝑥. 
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Fig. 4. Schematic illustration of an instance of a DNA storage encoding strategy using the De Bruijn Trim Graph algorithm.
Twelve distinct combinations can be formed, such as 𝑥1 = 𝐴𝐶, 𝑥2 =
𝐴𝐺, … , 𝑥12 = 𝑇𝐺. The 𝑖-th row of the matrix can be expressed as fol-

lows:

(𝑀𝑖1,𝑀𝑖2, ...,𝑀𝑖12) = (𝑥𝑖, 𝑥𝑖+1, ..., 𝑥12, 𝑥1, 𝑥2, ..., 𝑥𝑖−1) (7)

Here, the 𝑖-th row of the matrix is represented as 𝑀𝑖1, 𝑀𝑖2, … , 𝑀𝑖12, 
where 𝑀𝑖𝑗 represents the element in the 𝑖-th row and 𝑗-th column. 
𝑥1, 𝑥2, … , 𝑥12 represent the 12 base pairs in the first row, and each 𝑥𝑖
represents the corresponding base pair. The 𝑖-th row represents the base 
pairs starting from 𝑥𝑖 and is cyclically shifted left 𝑖 − 1 positions along 
the column direction. The matrix can be represented by a 12 ×12 𝑚𝑎𝑡𝑟𝑖𝑥, 
given by

𝑀𝑎𝑡𝑟𝑖𝑥 =

⎡⎢⎢⎢⎢⎣

𝑥1 𝑥2 ⋯ 𝑥12
𝑥2 𝑥3 ⋯ 𝑥1
⋮ ⋮ ⋱ ⋮
𝑥12 𝑥1 ⋯ 𝑥11

⎤⎥⎥⎥⎥⎦
(8)

Additionally, it should be emphasized that in the Rotating Tree al-

gorithm, the index tree pertains to a specialized tree structure utilized 
for the purpose of an index (code), which is built using decimal num-

bers and their corresponding frequencies. And the index tree is designed 
such that the leaves of the tree are strictly ordered according to the 
index values ranging from 0 to 10. While the index tree is being con-

structed, the code is controlled at [0, 10], which corresponds to the index 
in the matrix. Each base pair in the matrix corresponds to an index in 
the range [0, 10]. The Rotating Tree algorithm is shown in Fig. 5. First, 
the binary blocks are converted to decimals and sorted by frequency. 
Then, the index tree is constructed following the rules of the Huffman 
tree, with each layer containing the frequency, decimal number, and 
code. Next, the code corresponding to the original decimal number is 
found based on the index tree. Finally, the matrix is used to map the 
corresponding base pairs. During the encoding process, the first base 
pair after the first code is directly selected, and for the second code, the 
base pair that follows the code is determined based on the base pair cor-

responding to the first code. The DNA sequence obtained after matrix 
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mapping has a homopolymer length of 2, which ensures base balance 
and diversity. The dynamic binary sequence and the second half of the 
original binary are encoded into DNA sequences by the Rotating Tree 
algorithm and stored for subsequent decoding work.

2.3. Data recovery

During data recovery, the DNA sequence can be divided into the De 
Bruijn Trim Graph sequence and the Rotating Tree sequence by remov-

ing the check bits after RS error correction. The process of transforming 
the DNA sequence into the original binary is a two-step process that in-

volves first transforming the Rotating Tree sequence and then the De 
Bruijn Trim Graph sequence. The Rotating Tree decoding divides ev-

ery two bases into a base pair, and each base pair can be found in the 
matrix. Each base pair corresponds to a code, and the code correspond-

ing to the first set of base pairs defaults to the index corresponding to 
that base pair in the matrix. The first base pair is in the first row of the 
matrix, and then the second base pair is in the matrix. The index ob-

tained by the intersection of the two base pairs is the second code. The 
third code is found by the second base pair and the third base pair, and 
the process is iterated until the codes corresponding to all base pairs 
are found. According to the code and index tree, we find the corre-

sponding decimal of the code and convert it into binary to obtain the 
dynamic binary sequence and C2. The De Bruijn Trim Graph decoding 
first requires the extension of the De Bruijn Trim Graph sequence into a 
De Bruijn sequence following the procedure used to construct the DBG. 
The De Bruijn sequence is converted to binary and XORed with the dy-

namic binary sequence to obtain C1. The data recovery is completed by 
merging C1 and C2 (Fig. 6).

3. Results

To demonstrate the performance of DBTRG in a DNA storage system, 
constraints, encoding rate, error-correcting capability, and other aspects 
were analyzed in detail. “Random Access in Large-Scale DNA Data Stor-

age”proved that undesired motifs in practical experiments did lead to a 
high error rate in DNA sequences [2,42]. The results of the simulated 
experiments demonstrate that DBTRG can meet local and global con-
straints while ensuring the encoding rate, local base balance, diversity, 
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Fig. 5. Schematic illustration of an instance of a DNA storage encoding strategy using the Rotating Tree algorithm.
Fig. 6. Procedure for transforming binary digits from DNA sequences.

and lower probability of undesired motifs. The evaluation results show 
that this approach improves the quality and stability of DNA sequences.

3.1. Encoding performance

To validate the performance of the DBTRG encoding scheme in DNA 
storage systems, DBTRG was compared with previous representative 
works in terms of encode rate, local constraints, and error correction. 
The comparison results are shown in Table 1. The analysis of the table 
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data shows that one of the advantages of the DBTRG encoding scheme is 
its ability to control the local GC content within the range of 49%-51%, 
which is better than other representative works. In addition, the DBTRG 
encoding scheme has strict control over the length of homopolymers, 
thus ensuring high base-balance diversity. Therefore, the DBTRG en-

coding scheme exhibits good performance in terms of local GC content 
and homopolymer length. In the process of encoding, an XOR mapping 
between the dynamic binary sequence and its original binary sequence 
is proposed, and the resulting De Bruijn sequence is compressed. Af-

ter the compression is finished, DNA sequences that satisfy the local GC 
content constraints can be generated while ensuring the homopolymer 
length of two. The DNA sequence that satisfies the above constraint con-

ditions improves the reliability and stability of DNA storage [40]. The 
encode rate after adding check bits for verification and error correction 
in the DNA sequence is 1.92.

3.2. Encode fragment performance analysis

To verify the local encoding performance of DBTRG, this section 
compares the local GC content of the sequences after DBTRG encoding 
and YYC encoding. The DNA sequences generated by the two encoding 
methods are taken as 600 bases each and divided into small fragments 
of seven bases each, and then the GC content of each small fragment is 
calculated. This processing method can better compare the differences 
in the local GC content of the two encoding methods and help evalu-

ate their impact on DNA storage performance. As shown in Fig. 7, the 
red line represents the results obtained from the DNA sequence gener-

ated by the DBTRG encoding, and the black line represents the results 
obtained from the DNA sequence generated by the YYC encoding. The 
changes in the curve clearly show that the DNA sequence obtained by 
the graph-based DBTRG encoding scheme in this article has a better lo-

cal GC content balance; this balance can ensure that the generated DNA 
sequences have good base balance and diversity, thereby improving the 

stability and reliability of DNA storage [43]. When the DNA sequence 
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Table 1

Comparison of various DNA-based data storage methods.

Scheme Goldman [10] Grass [41] Anavy [42] Erlich [20] Ping [22] This work

Input data (Mbytes) 0.75 0.08 6.4 2.15 1.40 0.50

Encoding potential (bits/nt) 1.58 1.78 1.93 1.98 1.95 1.92

Error-correcting algorithms Repetition RS RS Fountain RA RS

Robustness against excessive errors Yes Yes Yes No Yes Yes

GC content (%) of sequences 22.5–82.5 12.5–100 — 40–60 40–60 49–51

Maximum homopolymer length (nt) 1 3 — 4 4 2
Fig. 7. Comparison of the two DNA storage systems’ partial local GC base con-

tent.

is long, the change in the local GC content has a greater influence on 
the reliability of DNA storage. Therefore, to improve the efficiency and 
reliability of DNA storage, special attention should be paid to balancing 
the local GC content. The De Bruijn sequence obtained by the dynamic 
binary sequence and the DNA sequence obtained after compressing the 
stored information ensure local base balance and diversity, thus im-

proving the accuracy of reading and writing stored information and 
effectively reducing the error rate during the DNA synthesis and se-

quencing.

3.3. Undesired motifs

Undesired motifs are inappropriate combinations of adjacent bases 
in DNA sequences that can result in interactions between adjacent bases 
and increase the rate of synthesis or sequencing errors, thereby affect-

ing the stability and reliability of DNA storage. Compared with other 
bases, G and T are more prone to random errors. Thus, even identi-

cal bases can have inconsistent error rates because their neighbors are 
different. Among all undesired motifs, the ones with the highest er-

ror rate are TGC, CGC, GTC, and GTG, followed by GAC, CAC, GCG, 
AGA, and ATA. The following is the error rate for each combination of 
undesired motifs: “GTC”: 0.009, “TGC”: 0.0085, “CGC”: 0.008, “GTG”: 
0.008, “GAC”: 0.0068, “GCG”: 0.0067, “AGA”: 0.0065, “ATA”: 0.0067, 
“CAC”: 0.006, “ACT”: 0.0055, “TCT”: 0.0052, “TAT”: 0.0044 [44]. To 
verify the performance of DNA sequences encoded by DBTRG, the num-

ber of undesired motifs in 2000 base sequences was locally counted, 
and the same was done for the sequences encoded by YYC. The results 
of the comparison of the two encoding methods are shown in Fig. 8. 
It indicates that the number of undesired motifs in the DNA sequence 
encoded by YYC is higher than that in the DNA sequence encoded by 
4475

DBTRG. Therefore, encoding by DBTRG reduces the occurrence of un-
Fig. 8. Comparison of the occurrence of undesired motifs in the two DNA stor-

age systems.

desired motifs and improves the reliability and stability of the encoded 
DNA sequence.

3.4. Error correction performance

Errors are inevitable during the synthesis and sequencing of DNA. To 
reduce the error rate of DNA sequences during storage, error-correcting 
algorithms can be used to detect and correct errors. In this article, indels 
are converted into substitutions in the De Bruijn Trim Graph encoding 
DNA sequence according to the nature of the encoding itself. If the in-

dels do not conform to the odd position of A/T and the even position of 
G/C, the base at the corresponding position is deleted or added, which is 
converted into substitution errors. Then RS error correction is added to 
improve the reliability and stability of DNA storage. Fountain encoding 
typically uses a random distribution method to write data blocks into 
DNA sequences, which requires sufficient redundant sequences to re-

cover the data, whereas RS codes divide data into several equally sized 
blocks, encode each block, and then write them into DNA sequences. 
This division method makes RS codes more powerful in error correc-

tion for each data block because each data block is separately encoded 
with error correction. The simulation experiment is conducted under 
the following conditions: an indel rate of 2.04 × 10−3 and a substitution 
rate of 4.5 × 10−3 [44]. We conducted a comprehensive assessment of 
the combined DBTRG approach, and the experimental results are pre-

sented in the Fig. 9, 10, and 11. In handling indel errors, Fountain had 
a better data recovery rate, while DBTRG had a slightly better data re-

covery performance when the error rate was higher. However, when 
handling substitution errors, DBTRG’s data recovery performance was 
significantly better than Fountain’s. By comparing the error correction 
performance of DBTRG and Fountain encoding with the same redundant 
bases, it can be seen that before the crossing point, Fountain encoding 

has better data recovery ability, but after the crossing point, DBTRG 
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Fig. 9. Data recovery rates of two encoding schemes under mixed errors.

Fig. 10. Error correction analysis for the schemes regarding indel errors.

has significantly better recovery performance. It can be found that the 
DBTRG encoding scheme has better error correction performance.

4. Conclusion

Previous DNA storage encoding schemes have mainly focused on 
high storage density but have not fully considered the local and global 
stability of DNA sequences or the accuracy of information retrieval. 
Therefore, to ensure the quality and reliability of stored data, it is 
necessary to further study and optimize encoding schemes with full 
consideration of the stability and accuracy of DNA sequences. This ar-

ticle describes a graph-based DBTRG encoding scheme that adopts the 
De Bruijn Trim Graph algorithm and the Rotating Tree algorithm. To 
construct De Bruijn sequences that satisfy the overlapping relationship 
between k-mers, this article designs a dynamic binary sequence. By ap-

plying XOR and mapping the original binary sequence with the dynamic 
binary sequence, the De Bruijn sequence is partitioned into k-mers, and 
a De Bruijn Trim graph is constructed according to the overlapping re-

lationship between bases, thereby achieving high storage density and 
low error rates. In the Rotating Tree algorithm, the index tree is used 
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to compress the data to obtain the code. Then, the rotating table is im-
Computational and Structural Biotechnology Journal 21 (2023) 4469–4477

Fig. 11. Error correction analysis for the schemes regarding substitution errors.

proved based on previous work to obtain a matrix that can better meet 
the constraints, and the code is converted into base pairs by the ma-

trix. Therefore, the constraints of local GC content and homopolymer 
length can be effectively met, and base balance and diversity can be en-

sured. To ensure read and write accuracy during DNA storage, DBTRG 
uses encoding properties and RS codes for verification and correction. 
The results of simulated experiments indicate that the DBTRG encoding 
scheme proposed in this article achieves local GC content of 49%-51% 
and homopolymer length of 2, which ensures base balance and diversity 
and reduces the probability of undesired motifs. In addition, DBTRG can 
maintain the encoding rate of 1.92, enhancing the stability and data re-

covery rate of DNA storage. This work provides valuable insights for the 
optimization of DNA storage and encoding methods for future research.

Our future work will continue to focus on optimizing the graph-

based DBTRG encoding scheme to increase storage density and obtain 
more stable DNA sequences. We will attempt to solve the encoding 
problem through graph construction, obtain higher-quality DNA se-

quences, and reduce redundancy. Furthermore, the application of deep 
learning techniques in related fields, such as using them for DNA se-

quence classification, prediction, or exploring patterns within DNA se-

quences, has the potential to inspire and guide future research on DNA 
storage and encoding [45,46]. This will ensure that the stored data 
can be safely kept in a smaller physical space and can be effectively 
retrieved and searched. This will help DNA storage systems possess 
greater reliability while achieving high-density storage.
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