
Excited-State Dynamics of [Ru(S−Sbpy)(bpy)2]
2+ to Form Long-Lived

Localized Triplet States
Moritz Heindl, Jiang Hongyan, Shao-An Hua, Manuel Oelschlegel, Franc Meyer, Dirk Schwarzer,
and Leticia Gonzaĺez*
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ABSTRACT: The novel photosensitizer [Ru(S−Sbpy)(bpy)2]
2+

harbors two distinct sets of excited states in the UV/Vis region
of the absorption spectrum located on either bpy or S−Sbpy ligands.
Here, we address the question of whether following excitation into
these two types of states could lead to the formation of different
long-lived excited states from where energy transfer to a reactive
species could occur. Femtosecond transient absorption spectros-
copy identifies the formation of the final state within 80 fs for both
excitation wavelengths. The recorded spectra hint at very similar
dynamics following excitation toward either the parent or sulfur-
decorated bpy ligands, indicating ultrafast interconversion into a
unique excited-state species regardless of the initial state. Non-adiabatic surface hopping dynamics simulations show that ultrafast
spin−orbit-mediated mixing of the states within less than 50 fs strongly increases the localization of the excited electron at the S−Sbpy
ligand. Extensive structural relaxation within this sulfurated ligand is possible, via S−S bond cleavage that results in triplet state
energies that are lower than those in the analogue [Ru(bpy)3]

2+. This structural relaxation upon localization of the charge on S−Sbpy
is found to be the reason for the formation of a single long-lived species independent of the excitation wavelength.

1. INTRODUCTION

Natural photocatalytic systems include a light-harvesting
complex, where absorption occurs, covalently linked to a site
of catalytic activity. Energy transfer from the absorptive to the
reactive site is achieved via a multitude of proton-coupled
electron transfers that form a complicated network of single-
and multi-step subreactions themselves.1−4 The efficiency of
these energy and electron transfers is increased in biological
photosynthesis by a supramolecular arrangement, which
connects the light-harvesting unit to the catalytic site via a
cascade of electron transporters operating near the thermody-
namical optimum.5,6 Selectivity in this directional transfer is of
utmost importance as other pathways could lead to the
formation of reactive oxygen species and other harmful
products. One challenge in building artificial photocatalytic
systems is to identify suitable photosensitizers that not only
efficiently harness the photon energy but also transfer it
conveniently to the actual catalytic entity or act themselves as
catalysts.
A prototypical photosensitizer that has seen decades of

experimental and theoretical investigations7−15 and advance-
ments in the form of modifications is [Ru(bpy)3]

2+ (bpy =
2,2′-bipyridine). The prominence of this and other ruthenium
complexes featuring polypyridine ligands is credited to their
visible-light absorption in the blue end, allowing for selective
absorption via the complex in the presence of most organic

compounds and solvents, as well as photostability and
capability to be directly attached to an acceptor functionality.
Recently, the bpy ligand itself has been found to exhibit both
π-donating and π-accepting features in iron complexes.16 The
low-energy photon absorption leads to excitation of a singlet
state of metal-to-ligand charge-transfer (1MLCT) character,
oxidizing the ruthenium center and reducing the ligands
whereto the electrons are excited. From this initial 1MLCT
excited state, ultrafast intersystem crossing into the triplet
manifold is observed in less than 50 fs17−19 followed by a
descent into the lowest 3MLCT state from which phosphor-
escence is observed or an electron could be transferred to
another species. Population of the same 3MLCT state has been
observed independent of the excitation wavelength resulting in
a stable hot precursor for energy or electron transfer to other
reagents.20 The phosphorescence decays in hundreds of
nanoseconds,21 providing ample time for interaction with
other species whereto the energy or electron is transferred.
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Rooted in [Ru(bpy)3]
2+, other ruthenium complexes capable

of harboring multiple charges at once without loss of
stability22−25 have been investigated. Recently, we synthesized
and characterized [Ru(S−Sbpy)(bpy)2](PF6)2, a complex
containing two bipyridine ligands and a modified bipyridine
ligand decorated by a bridging disulfide moiety (S−Sbpy; Figure
1).21,26 Other ruthenium complexes with constrained bipyr-

idyl-type ligands, viz., with 3,3′-methylene or -ethylene bridged
bipyridine, have been investigated decades ago, but time-
resolved studies of their ultrafast excited-state dynamics are
lacking so far.27−30 In contrast to those previous systems with a
peripheral aliphatic bridge, the present [Ru(S−Sbpy)(bpy)2]

2+

has a disulfide linkage in the constrained bpy ligand, which
represents a redox-active switch imparting distinct electronic
structure modulations of the [Ru(bpy)3]

2+-type complex. In-
depth electrochemical studies showed that S−Sbpy can
reversibly accommodate two electrons at moderate potentials
(−1.1 V vs Fc+/0), making it appealing to mediate novel
excited-state proton-coupled multielectron-transfer reactions.21

Furthermore, it was theoretically predicted21 that solvation in
acetonitrile shifts the excited states located at the S−Sbpy ligand
to lower energies that allows for selective charge transfer from
the metal to either the bpy or S−Sbpy ligand. From these two
different excitations to the bpy or S−Sbpy ligands, two different
relaxation pathways are then conceivable, which might result in
the formation of two triplet states from which energy or an
electron could be transferred. The question arises whether a
small change in excitation energy might be able to induce these
different deactivation pathways creating different long-lived
triplet states. In this paper, we address this question by
investigating the early excited-state dynamics of [Ru(S−Sbpy)-
(bpy)2]

2+ both experimentally and theoretically. Specifically,
we are interested to see whether [Ru(S−Sbpy)(bpy)2]

2+ shows
the ability to form different final triplet excited states upon
excitation to different excitation bands or whether despite the
availability of two different ligands, only one triplet state is
populated, and if so from where the energy would be
subsequently transferred. To this aim, time-resolved transient
absorption spectra at different wavelengths were collected and
then interpreted with the help of non-adiabatic dynamics
simulations.

2. METHODOLOGY
2.1. Femtosecond Transient Absorption Spectrosco-

py. [Ru(S−Sbpy)(bpy)2](PF6)2 has been synthesized as
described earlier.21 Femtosecond transient absorption spec-

troscopy was carried out on a setup similar to the one
described in ref 31. The 35-fs laser output centered at 800 nm
(Solstice Ace, Spectra physics) was split into two pulses. One
pulse served as input for an optical parametric amplifier
(TOPAS Prime+, Spectra Physics) and a subsequent frequency
mixer (NirUVis, Spectra Physics), generating pump pulses at
430 and 520 nm. The other pulse (∼3 μJ) passed a
translational stage (max 1.1 ns delay) and was focused into a
4 mm CaF2 crystal for white light continuum generation. The
generated white light was further split into two pulses of equal
energies. One of them was overlapped with the pump pulse
and served as the probe beam, and the other pulse served as
the reference beam. The sample was sealed in a quartz cuvette
(2 mm in optical path length) equipped with a magnetic stirrer
for refreshing the solution between laser shots. The plane of
polarization of pump and probe pulses was set to 54.7° (magic
angle). Energies of pump pulses were typically 0.5−1 μJ to
avoid multiphoton excitation. Probe and reference spectra were
measured using two spectrometers equipped with 256 element
linear image sensors.

2.2. Non-adiabatic Excited-State Dynamics. The
propagation of nuclei and electronic state populations has
been performed in the framework of surface hopping31 using
the SHARC method,32,33 which can include non-adiabatic and
spin−orbit couplings (SOCs) on the same footing.34

Electronic properties for every time-step of a trajectory have
been obtained from a parameterized linear vibronic coupling
(LVC)35−37 model that included 21 singlet states and the
lowest lying 20 triplet electronic states, calculated as described
below. All simulations are based on a set of 10,000 initial
conditions created from a ground-state Wigner sampling.38

Two sets of simulations have been done, exciting into the two
parts of the low-energy absorption peak, featuring different
charge-transfer character, assuming instantaneous δ-pulse
excitation. One excitation window (EW) allows populating
exclusively excited states falling inside the high-energy side
(2.85−3.05 eV, EW-I) and another into the low-energy (2.4−
2.6 eV, EW-II) side of the peak. The choice of the initially
populated states and initial conditions inside each EW is based
upon a stochastic selection process rooted in the relative
oscillator strength within the corresponding EW. This process
resulted in 5125 and 3838 excited initial conditions for EW-I
and EW-II, respectively. All so-obtained initial conditions are
propagated for 250 fs using nuclear time-steps of 0.5 fs in a
fully diagonal basis for propagation.34 Propagation of the
electronic wave function is interpolated using 0.002 fs time-
steps. The overcoherence problem inherent to surface hopping
trajectories is tackled by applying the energy-based decoher-
ence correction by Granucci and Persico39 with the suggested
value of 0.1 Eh for the C parameter. Nuclear velocities are
rescaled after every hopping event to conserve the total energy
of the ensemble by enforcing energy conservation inside each
trajectory. All simulations have been conducted using the
SHARC program suite.40 The obtained trajectories and the
corresponding state populations are analyzed employing a
spin-pure adiabatic set of states when the lowest triplet state
populations are discussed, and a diabatic representation based
on the reference states in the LVC model when the charge-
transfer character of the wave function is presented. In both
cases, a mixed quantum-classical transformation of the
obtained populations has been conducted.41

2.3. Parameterized Potential Energy Surfaces. The
excited-state dynamics of [Ru(S−Sbpy)(bpy)2]

2+ has been

Figure 1. Schematic and three-dimensional representation of
[Ru(S−Sbpy)(bpy)2]

2+.
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simulated on parameterized potential energy surfaces (PESs)
obtained from a LVC35−37 model up to the first order. The
LVC model describes the PES along every vibrational normal
mode in the proximity of a chosen reference pointwhich in
this case is the optimized ground-state geometryvia the
diabatic Hamiltonian V, written as

= +V WV 10

Here, 1 is the unit matrix, W is the matrix that contains all
interstate (κ) and intrastate (λ) couplings, and V0 is the
ground-state potential. It is obtained as

∑ ω
=

ℏ
V Q

2i

i
i0
2

with ωi and Qi being the calculated frequency and mass-
weighted normal mode coordinate of mode i, respectively. To
obtain the κ and λ values, for every one of the 177 vibrational
normal modes present in the complex, two molecular
structures were generated. These structures correspond to
the optimized structure ±0.05 times the corresponding normal
mode in mass-weighted coordinates. On these structures, the κ
values are obtained as numerical gradients, while the λ values
are approximated via a change in the state-to-state overlap of
wave functions. Overlaps have been truncated at 99.9% of the
norm. SOCs between the singlet and triplet states have been
approximated using the program PySOC,42 which is based on
MolSOC.43 An estimation for the effective charge of
ruthenium44 was added to the existing code to allow the
evaluation of the SOC elements. The SOC elements between
triplet states have been disregarded as the triplet−triplet
interactions are governed by the respective non-adiabatic
coupling elements with only small contributions from the
respective triplet−triplet SOCs. Both, SOCs and transition
dipole moments, are taken from the optimized geometry and
no linear scaling parameters have been determined for these
properties.
2.4. Quantum Chemical Calculations. The electronic

excited states of the absorption spectrum and the para-
metrization of the LVC model of [Ru(S−Sbpy)(bpy)2]

2+ have
been calculated employing time-dependent density functional
theory (TD-DFT)45,46 employing the B3LYP47,48 functional
with the D3 dispersion correction.49 The LANL2DZ50 basis
set was used at the ruthenium center, while the 6-311G(d)51

basis set was employed for all other atoms (B3LYP/6-
311G(d)-LANL2DZ). The geometries were optimized at the
same level of theory (see Section S1 of the Supporting
Information). The inclusion of relativistic effects in all the
calculations is taken into account via Douglas−Kroll−Hess
integrals.52 Solvation of the complex in acetonitrile was
mimicked by the integral equation formalism polarized
continuum model53 using the default set of parameters for
this solvent in Gaussian09.54 This level of theory is the same as
that employed previously,21 which was able to successfully
reproduce the experimental electronic absorption spectrum of
the complex. The latter is theoretically simulated using ab initio
calculations of 21 singlet excited states on a set of 200
geometries obtained from a zero-point energy Wigner
sampling.38,55 Every excited state is convoluted with a Gaussian
function with a full width at half maximum (FWHM) of 0.1 eV
to move from discrete absorption toward a continuous one.
For the parametrization of the LVC template, 21 singlet and 20

triplet states have been calculated using the same computa-
tional setup.
The wave functions of the resulting 4200 electronic states

are characterized in terms of charge-transfer numbers56 using
the TheoDORE57 program package. For this purpose,
[Ru(S−Sbpy)(bpy)2]

2+ is fragmented into the central ruthe-
nium atom (M), two bipyridine ligands (L), and the bipyridine
ligand that is functionalized by a S−S bridge (S). Depending
on where the electron is excited from (hole) and to (electron),
the following classification scheme for every excited state can
be devised: If both the hole and the electron are located at Ru,
a metal-centered state (MC) is obtained. A charge-transfer
(CT) state is characterized by a difference in the hole and
electron fragments. In this work, the hole fragment is noted in
front of the electron fragment; hence, an excitation of a metal-
based electron to the sulfur-substituted ligand is called an
MSCT state. In this framework, a set of 10 different labels is
available to investigate the excited-state dynamics: MC, SC,
LC, MSCT, MLCT, SMCT, LMCT, SLCT, LSCT, and LLCT.
Contributions toward and from the two bpy ligands are added
up for simplicity, see Section S2 for more details.

3. EXPERIMENTAL RESULTS
Pump−probe UV−vis absorption spectroscopy was carried out
to investigate the excited-state dynamics of [Ru(S−Sbpy)-
(bpy)2](PF6)2. Figure 2 shows the transient difference spectra

measured in acetonitrile solution. Different pump wavelengths
of 430 and 520 nm were used to preferentially excite the
complex either to the parent bpy ligands’ charge-transfer states
(MLCT states) or to the metal-to-ligand charge-transfer states
that are predominantly associated with the sulfur-decorated
S−Sbpy ligand (MSCT states), respectively. The spectra show
ground-state bleaches between 400 and 550 nm superimposed
by excited-state absorption resulting in a positive peak at 370
nm and a plateau at >570 nm. The excited-state absorption
around 370 nm is assigned to spin-allowed π−π* transitions in
the transient bpy radical anion. The ground-state bleach in the

Figure 2. Pump pulse-induced difference spectra of [Ru(S−Sbpy)-
(bpy)2](PF6)2 (1.2 × 10−4 M in acetonitrile) at pump−probe delays,
as indicated (solid colored lines: λpump = 430 nm, dotted lines: λpump =
520 nm, black line: scaled linear absorption spectrum). The insert
shows time traces at (366 ± 7) and (500 ± 7) nm with exponential
fits giving time constants of (15 ± 3) and (4.8 ± 1) ps, respectively.
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lower energy region can be assigned to the vanishing 1MLCT
transition in the excited state of the complex.20 All the
transients in Figure 2 show striking similarities to those
measured recently with ns time resolution and which were
unequivocally assigned to the triplet excited state of [Ru-
(S−Sbpy)(bpy)2]

2+ with a lifetime of 109 ns.21 It is therefore
not possible to experimentally differentiate the excited-state
absorptions associated with the parent bpy and the sulfurated
S−Sbpy ligand. Furthermore, no dependence on the pump
wavelength is observed within the pump−probe delay range
(0.05−100 ps) of these measurements.
Within the time resolution of our experiment, the data do

not show any evidence of a precursor state, which means that
the triplet state is formed in <80 fs. Afterwards, the spectra
exhibit slight amplitude changes on a tens of picosecond
timescale, as illustrated in the inset of Figure 2. At the peak of
the π−π* transitions of the transient bpy radical anion band
(370 nm), there is a minor increase in absorption, whereas in
the bleach region (400−500 nm), a drop is observed. After
that, no further spectral changes appear up to 1 ns, indicating
the formation of a long-lived excited state. The minor
amplitude modulations seen in Figure 2 have further been
analyzed by estimating the spectral evolution of the triplet state
(AT(t)) from the sum of the transient spectra (ΔA(t)) and the
linear absorption spectrum (AGS), AT(t) = ΔA(t) + a·AGS. The
scaling factor a was chosen such that the drop in absorption
seen in the transients at 500−550 nm arising from the ground
state bleach just disappeared. The resultant spectra shown in
Figure 3 are initially broadened with enhanced absorption at

the red wing and less absorption in the center of the π−π*
band, which subsequently contract to the relaxed spectrum of
the triplet state. This behavior along with the observed
relaxation time of about 10 ps is a clear indication of a
vibrationally hot electronic state. From the pump photon
energy (430 nm) and the onset of phosphorescence spectrum
(650 nm),21 an excess vibrational energy of 7900 cm−1 in the
triplet state directly after excitation and intersystem crossing is
estimated giving rise to hot bands and subsequent vibrational
cooling. Similar behavior was observed for related complexes
such as [Os(bpy)3]

2+58 and [Ru(bpy)3]
2+.59

Since the relaxation processes leading toward the long-lived
triplet state are obviously very fast and no experimental
evidence of a precursor state or different deactivation pathways

could be obtained via pump−probe spectroscopy with the
present setup, we turned to computations to shed light on the
excited-state dynamics of the complex.

4. COMPUTATIONAL RESULTS
4.1. Absorption Spectrum and Model Potentials. The

TD-DFT calculated electronic absorption spectrum of [Ru-
(S−Sbpy)(bpy)2]

2+ in acetonitrile, decomposed in terms of
different types of excitations, is shown in Figure 4a.

Two distinct features of the CT character-dominated
spectrum can be observed: (i) predominant excitations to
the sulfur-decorated S−Sbpy ligand (MSCT states) at lower
energies around 500 nm and (ii) excitations to the parent bpy
ligands (MLCT states) dominating at high energies around
420 nm with almost no (<10%) contribution of CT toward the
S−Sbpy ligand.21 As shown in Figure 4b, the bright states
obtained from the optimized geometry (lavender sticks) are
found at higher energies than the respective experimental
absorption maxima. This indicates vibronic intensity borrowing
when moving away from the optimized structure, resulting in a
transfer of oscillator strength toward lower lying electronic
states in the ensemble of structures.
The dynamics ensuing after excitation toward the bpy and

S−Sbpy ligands is calculated using an LVC template, which
approximates the real PES. In order to estimate the quality of

Figure 3. Time-dependent spectra of the triplet state of [Ru(S−Sbpy)-
(bpy)2](PF6)2 derived from the transients of Figure 2 by adding the
scaled ground-state absorption spectrum (thick lines: λpump = 430 nm,
thin lines: λpump = 520 nm).

Figure 4. (a) Experimental21 (dashed, black) and TD-DFT calculated
(solid, black) absorption spectra of [Ru(S−Sbpy)(bpy)2]

2+ in
acetonitrile decomposed into different types of excitations. The
scheme for labeling the types of excitation denotes the ruthenium
atom as M, the S−Sbpy ligand as S, and each bpy ligand as L. From
this, excitations within each fragment are written as MC, SC, and LC,
while the electron transfer between fragments is denoted XYCT,
where X represents the fragment from which the electron is excited
and Y the fragment to which it is excited. (b) Absorption spectra
calculated with the full-parametrized LVC template (LVC), the
reduced LVC template (LVCred), the ab initio TD-DFT absorption
spectrum (TD-DFT), and the experimental one (exp). The
electronically excited states at the optimized equilibrium geometry
are indicated by bars at the corresponding energy with the relative
height given by a normalized oscillator strength. EWs I and II used in
the dynamics simulations are highlighted in gray.
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the employed LVC Hamiltonian, we rely on two verifications.
The first involves using the TD-DFT absorption spectrum
(Figure 4a) as a quality check. Figure 4b shows (orange line)
an absorption spectrum calculated with the LVC template
from a set of 1000 geometries. The LVC spectrum shows a
slightly blue-shifted onset of the first absorption band and a
small shift of 0.12 eV for the main absorption peak around 420
nm, as compared with the TD-DFT one. However, the
agreement of the two spectra can be considered very
satisfactory considering the crude approximations present in
the LVC model. The small deviations are due to the fact that
the transition dipole moments in the LVC model are taken
from the optimized geometry alone. Therefore, changes in the
transition dipole moment only occur via mixing of the excited
states with no explicit geometry dependence of these
properties when using the LVC template. This results in
absorption peaks centered on the absorption energy of the
corresponding states.
The second validation of the LVC template refers to its

ability to describe the subsequent excited-state dynamics
adequately, for example, by testing how well the LVC model
potential is able to locate a point likely to be encountered
within the dynamics, for instance, the T1 minimum structure.
The optimized T1 geometry at the B3LYP/6-311G(d)-
LANL2DZ level of theory is very similar to the S0 geometry,
except for the drastically elongated S−S bond in the T1
structure (2.57 Å, an increase of 0.46 Å). When performing
a T1 optimization using the LVC template, an S−S bond of
only 2.43 Å is observed. This is little surprising as a harmonic
model is expected to be capable of describing adequately the
region close to the reference point but deteriorates at larger
distances. With the reference being the S0 geometry, leaving
the Frank−Condon (FC) region and simulating the S−S bond
elongation to this extent goes beyond the capabilities of this
LVC setup. Besides the S−S bond being too short, the LVC
optimization of the T1 minimum leads to non-planar bpy
ligands with the two pyridine rings twisted against each other,
in disagreement with the TD-DFT results where the two bpy
ligands are found to be planar to support extended π-
conjugation. This indicates that some artificial energy lowering
occurs in the LVC optimization due to coupling of a low-
frequency bpy-twisting mode with a large λ value. This is
reflected in a very low energy of the LVC T1 (0.87 eV) when
compared to the ab initio T1 (1.41 eV) with respect to the
ground-state energy at the S0 optimized geometry.
The disagreement between the LVC-optimized T1 minimum

energy structure and the B3LYP/6-311G(d)-LANL2DZ-
optimized structure is due to the inability of the LVC model
to correctly describe large-scale displacements in the molecule.
This stems from the harmonic approximation used for
calculating the basic shape of the PES of the molecule and
the inclusion of only linear coupling terms in the definition of
the Hamiltonian. Hence, this model is not suited to describe
anharmonic motion such as rotation and can lead to
computational artifacts if strong movement along such specific
normal mode occurs. In order to identify problematic normal
modes, 60 different T1 optimizations have been conducted
where 60 different numbers of normal modes have been
removed from the template file. The reduction is done by
removing all κ and λ values related to the lowest x vibrational
normal modes, with x ranging from 0 to 59. The so-obtained
T1 geometries have been then analyzed with regard to the S−S
bond length, the adiabatic energy gap, and the root-mean-

square deviation (RMSD) of the full structure as compared to
those of the ab initio one. Figure 5 (see also Figure S2) collects

values from which multiple trends are apparent: (i) The more
the low-frequency modes are neglected, the smaller the
obtained S−S bond length is, converging almost to the initial
ground state S−S bond length of 2.11 Å as more and more
modes that involve the sulfur atoms are removed. Unfortu-
nately, none of the optimized T1 geometries shows an S−S
bond length longer than 2.43 Å, pointing to a general
shortcoming of the LVC model to describe large amplitude
motion. (ii) The adiabatic S0−T1 energy gap displays the
opposite trend: the energy difference increases with decreasing
number of considered modes. It starts out at 0.87 eV and
increases up to 1.93 eV upon removal of 60 normal modes,
showing its strong sensitivity. Finally, (iii) the RMSD value
decreases rapidly and is almost converged at 0.09 Å after
omitting the lowest 16 vibrational modes.
The previous results evidence that including all the normal

modes into the LVC template will yield unreasonable results
once the dynamics simulation approaches structures close to
the T1 minimum energy structure, as both the RMSD values
and T1 energy of the ab initio optimization are not
reproducible with the LVC model. As a remedy, specific
normal modes that were found to have the largest impact on
the observed deviations from the desired properties have been
removed from the simulations. Accordingly, a “reduced-LVC”
model was created, where 16 vibrational modes (v1−v10, v16,
v17, v20, v23, v26, and v28, see Table S1) from a total of 177 have
been removed. The absorption spectrum calculated with this
reduced LVC model is shown for comparison in Figure 4b
(green line). As it can be seen, the impact of these 16 normal
modes in the absorption spectrum is negligible, so this reduced
template is now used to simulate the excited-state dynamics of
[Ru(S−Sbpy)(bpy)2]

2+ in acetonitrile.
Initial excited-state simulations revealed that including the

diabatic T17 state forms a low-lying triplet minimum, which is
not reproducible with TD-DFT. Given the unphysical presence
of this state and its ability to warp the excited-state dynamics,
we excluded this state from the diabatic LVC Hamiltonian,
resulting in a final template with 161 modes, 21 singlet and 19
triplet states; this is denoted LVCred. The influence of the T17
state is thoroughly discussed in Section S3.2 of the Supporting
Information.

4.2. Non-adiabatic Dynamics. Two separate sets of
excited-state dynamics simulations have been carried out to
initially excite into the MLCT- or MSCT-dominated regions of

Figure 5. S−S bond length (Å, yellow), T1 energy (eV, dark blue),
and the RMSD (Å, teal) of the LVC-optimized T1 geometry as a
function of the number of neglected normal modes. Values for the
full-dimensional geometry optimization at the B3LYP/6-311G(d)-
LANL2DZ level of theory are shown in dashed lines.
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the low-energy absorption band, recall Figure 4b. First, the
results for excitation into the MLCT region of the EW-I band
(2.85−3.05 eV) will be discussed. After excitation into low-
energy singlet states (S4−S11 are initially populated), ultrafast
intersystem crossing to the triplet manifold is observed. Figure
6a shows the time evolution over 250 fs of all the singlet and

triplet states grouped together for simplicity. To fit the retained
populations, a kinetic model was employed that features a fast
and a slow reacting singlet component, termed hot and cold
singlets for the remainder, and the manifold of all triplet states
combined. Population can be transferred between the two
singlet components via kIC, and ISC can occur from both of
these. This results in two different ISC crossing rates to the
triplet manifold, kISC,fast and kISC,slow, one from the hot- and one
from the cold-singlet component. Using this model, a perfect
fit of the observed populations was possible, resulting in a
kISC,fast of 46 fs, indicating an initial ultrafast transfer via spin
mixing, followed by a transfer with a time constant, kISC,slow, of
337 fs. Transfer from the hot-singlet component to the cold
one occurred with kIC = 72 fs. This fast transfer via kISC,fast

toward the triplet states is not surprising as the initially excited
states are embedded in a multitude of energetically close triplet
states with strong SOCs, as seen in other Ru complexes.19 The
transfer to the triplet states is present from the very first time
step, indicating that this is an electronically driven ISC process,
which does not depend strongly on structural changes, similar

to recent observations in a ReI metal complex.60 In this ReI

complex, this electronic, ultrafast ISC is related to the
excitation, in that case, simulated with a δ-pulse that excites
pure singlet states, from which the system undergoes almost
instantaneous spin-mixing due to substantial SOC. Such
electronic spin-mixing can be verified by carrying out a
separate simulation that employs the same set of initial
conditions but with frozen nuclear coordinates where all
momenta in all time steps are set to zero. In doing so, any
structural relaxation beyond the original zero-point energy
sampling of the wavepacket is omitted, allowing the separation
of ISC induced by nuclear motion from the electronic coupling
of states in the initial distribution of geometries. The resulting
plot of the diabatic populations of this frozen dynamics for
[Ru(S−Sbpy)(bpy)2]

2+ in acetonitrile is shown in Figure 6b.
Employing an identical fitting scheme, kISC,fast amounts to 49 fs,
while the slow component kISC,slow is now at −3189 fs. Hence,
preventing the nuclei to move results in an almost identical fast
ISC component (46 vs 49 fs) but completely stops any delayed
ISC. The fast ISC component is therefore attributed to
electronic spin-mixing, while the slow ISC is clearly driven by
nuclear relaxation, as in the ReI complex.60

Following the initial crossing into the triplet manifold, a
rapid cascading down the ladder of states occurs. At the end of
the simulation, 47% of the population ends up in the lowest
triplet state. From there, the population could either decay to
the initial ground state via emission of a photon or via a conical
intersection with the ground state PES. The process of
phosphorescence is not modeled in the present dynamics,
which is not supposed to have any influence on the current
simulations, considering the simulated time scale of only 250
fs, while luminescence was experimentally observed with a
lifetime of 109 ns. On the basis of this longevity, an accessible
crossing to the singlet ground state is unlikely.
The investigation of the nature of the wave function

throughout the dynamics is straightforward as the LVC
template is diabatic by construction. Therefore, the wave
function at each point of dynamics is already expressed in
terms of states at the optimized geometry. With this
information, the wave function of the ensemble of all
trajectories can be understood in terms of CT characters and
is plotted in Figure 6c. Initially, the character of the complete
wave function represents the partitioning of oscillator strengths
in the initial EW-I (see Figure 4) and is predominantly of
MLCT character with very small contributions of excited states
located at the central metal atom or the S−Sbpy ligand. This
prevalence of MLCT changes almost instantaneously with the
onset of dynamics, where transfer toward excited states where
the electron is located at the S−Sbpy ligand increases. The time
scale of the observed decay in bpy-directed excitations
(MLCT, SLCT, and LLCT) coincides with the ISC crossing
rate, indicating that spin-mixing with triplet states of strong SC
and MSCT character is responsible for the speed of this
transfer. During the total 250 fs, a continuous increase in
MSCT character is observed. The final composition of the
wave function amounts to about 44% MSCT, 21% SC, 13%
MLCT, and 6% MC. The T1 state is populated with 47% of the
total population at the end of the simulation. It has to be noted
that a small number of trajectories (∼1%) were found in the
lowest state. Since the coupling between S0 and all other singlet
states is zero per construction and only SOCs are included that
couple to this lowest state, these transitions to S0 will be
considered erroneous.

Figure 6. Excited-state dynamics simulations of [Ru(S−Sbpy)(bpy)2]
2+

for both EWs. Note the inverted time axis for the right-hand side
plots. Results for simulations starting in EW-I and EW-II are shown
on the left- and right-hand side, respectively. (a,d) Sum of singlet and
triplet populations for excitation in EW-I and EW-II, respectively.
Thin lines represent the sum of all trajectories and thick dashed lines
represent fits of populations. (b,e) Sum of singlet and triplet
populations for frozen nuclear dynamics after excitation in EW-I
and EW-II, respectively. (c,f) Evolution of charge-transfer character
along the simulations for the non-frozen dynamics shown in (a,d),
respectively.
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The results obtained upon excitation to the low-energy band
of the absorption spectrum (EW-II) are presented in Figure
6d−f. In this energy range, the lowest seven excited-singlet
states are initially populated. From them, ultrafast decay from
the hot singlet population is observed with fitted time
constants of kISC,fast = 43 fs and kIC = 74 fs, almost identical
to the ones obtained for EW-I. Larger differences in time
constants are found for kISC,slow, which amount to 256 fs for the
low-energy excitation. The similarity in the crossing rates for
the fast part highlights the fact that this initial ISC is driven by
state-mixing alone without any need for approaching crossing
points between the singlet and triplet energy surfaces. It is
therefore independent of the excitation wavelength as even at
this lower energy range, an abundance of triplet states is close
to the initially excited singlet states. For simulations in EW-II, a
high accumulation of population is found in the adiabatic T1
(57%) state at the end of the dynamics. The analysis of CT
character of the wave function reveals that most of the initial
population starts in MSCT (41%) or SC (19%) states.
However, after few fs, there is transfer from MSCT to MLCT
and LC states, followed by a decrease in MLCT and an
increase in SC states. After 100 fs, only the MSCT character
increases at the expense of states located at the bare bpy
ligands. Thus, almost identical ending points in the CT picture
are reached after 250 fs for simulations in EW-I and EW-II, and
it can be concluded that dynamics starting from both EWs
converge toward identical final states. To verify whether this
could be a mere coincidence, the energy with respect to the
lowest state of every trajectory is plotted with its current CT
character for both EWs against time. The few snapshots shown
at selected times in Figure 7 illustrate that the nuclear
wavepackets disperse soon and strive toward lower potential
energy gaps while descending the ladder of states, which is
expected. Two facts can be deduced from the presented figure.
First, it is evident that a lower potential energy gap is directly
connected to an increase in MSCT and SC character. This
emphasizes the importance of the S−Sbpy ligand, which
accommodates these low-lying states, and therefore, favors
this fast decrease in potential energy by S−S bond elongation.
Second, both the dynamics starting in EW I and II show almost
identical final distributions both in energy and the correspond-
ing CT character. Despite the initial localization of the excited

electron on a specific fragment, the excitation evolves toward
the S−Sbpy ligand in the dynamics due to the corresponding
lowering of energy, which seems to dominate all other
deactivation pathways restricted to the pure bpy ligands.
Therefore, it can be concluded that the same deactivation
pathways are triggered for both excitation wavelengths.
The importance of states located at the S−Sbpy ligand for the

excited-state dynamics has surfaced at multiple parts
throughout this discussion. In an attempt to further investigate
the influence of the sulfur bond on the excited-state dynamics,
a geometric analysis of all trajectories has been conducted. For
this, pairs of S−S bond lengths and energy gaps of the
currently active state to the lowest singlet state have been
collected along each trajectory across both ensembles of EWs.
These time-resolved data points have been convoluted both in
space and energy by Gaussian functions to give Figure 8,
employing FWHM values of 0.025 Å and 0.1 eV, respectively.
An animated collection across the complete dynamics can be
found in the Supporting Information. Figure 8 shows the
distribution of energies and bond lengths at the initial state of
simulations. Both EWs are clearly visible, and the S−S bond
lengths correspond to the Wigner-sampled S−S bond lengths
of the ground-state geometry. From this initially small
distribution in both energy and space, broadening in populated
energy gaps and bond lengths is observed in the first steps of
dynamics. Already after 50 fs, a slight elongation of the S−S
bond is evident for the trajectories that underwent energy gap
lowering and are now found in the region of energy gaps
between 1.5 and 2.5 eV. The corresponding plot of the
character of the wave function indicates that population of this
low energy gap region between 1.5 and 2.5 eV is
predominantly linked to SC and MSCT states, which facilitate
S−S bond elongation. At 100 fs, this minimum is even more
pronounced, with most of the wavepacket being located in this
region of bond lengths and energies. This energy lowering is
directly correlated to destabilization of the singlet ground state
that lowers the energy gap, while the active state is stabilized or
hopping to lower states takes place. When going beyond 100
fs, quantitative population of T1 accompanied by further sulfur
bond elongation is observed, as more and more trajectories
populate the energy region between 0.2 and 1 eV. In this
region, the wave function comprised almost exclusively of

Figure 7. Evolution of the excited-state wavepacket for different time-steps throughout the dynamics starting from EWs I (top) and II (bottom).
Each panel contains information about the active state at the given time-step for each trajectory to provide an overview of the distribution of energy
gaps for each time frame. The CT character of every trajectory is plotted against the energy gap to the S0 state at the corresponding geometry. For
this, the character of the diabatic quantum population of a trajectory is transformed into the corresponding CT characters and then depicted at the
energy gap of the currently active state to the S0 energy of this trajectory at this state. All these values are then convoluted to yield the shown
wavepackets.
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states that locate the excited electron on the sulfur-decorated
bpy ligand. At the final time-step of the simulation, most of the
trajectories are found in this T1 minimum from where the
population depletes via radiative emission, as has been shown
in the experiment.21 Plotting the energy gaps with respect to
the S−S bond length shows that three hot spots are populated
throughout the dynamics. First, there is a high energy
population at moderate S−S bond lengths indicating
trajectories in higher lying states where the sulfur bond is of
no consequence. The electronic character at these states is a
mixture of all considered types of excitations and features the
highest amount of MC character. From these high-lying states,
stabilization can occur either via occupation of predominantly
MLCT or MSCT states centered around energy gaps of 2.5
and 2.0 eV, respectively. It can be seen that population of the
MSCT states is associated with a slightly increased bond
length. Trajectories can be trapped for a short amount of time
in these two quasi-minima before ending up in a state that
further promotes elongation of the S−S bond upon which

energy gaps are decreased and the T1 minimum is reached. We
note that in the first 150 fs of the dynamics, coherent motion
of the S−S bond length is observable due to the initial
population of non-equilibrium states that all seem to favor
bond elongation compared to the ground-state bond length61

(Figure S4). The presence of S−Sbpy modification results in the
stabilization of charge on the corresponding ligand due to a
dynamical energy-lowering of the associated states as the S−S
bond is lengthened. This additional dynamical stabilization of
the excited electron is not observed in some modifications to
the [Ru(bpy)3]

2+ complex where selective metal-to-modified
ligand excitation is possible.62,63 Similarly to the S−Sbpy ligand,
selective excitation is possible here due to lowering of the
absorption energy of bright states that are characterized by
charge transfer to the modified ligand. The additional
dynamical stabilization within the S−Sbpy ligand is assumed
to decrease the reversibility of the localization process on this
ligand, resulting in a stronger trapping of the electron on the
S−Sbpy ligand in comparison to more rigid modifications of the
bpy ligand. The availability for both further relaxing and rather
rigid ligands that can be selectively excited enables the
synthesis of tailored complexes and opens up the avenue to
a set of interesting questions regarding competitive pathways if
both types of ligands are present.

5. SUMMARY
A time-resolved investigation of the nuclear and electronic
dynamics of [Ru(S−Sbpy)(bpy)2]

2+ in acetonitrile following
excitations with green (520 nm) to blue (430 nm) light has
been conducted. Two different sets of excited states are initially
populated via absorption, each reminiscent of transferring an
electron from the ruthenium center to one of the two types of
ligands present: the parent bpy ligands or the modified S−Sbpy
ligand, which are experimentally accessible at 430 and 520 nm,
respectively. From these diverging sets of initially populated
states, formation of a unique localized long-lived triplet state is
observed from where radiative decay can occur.
After formal oxidation of the metal atom and reduction of

the respective ligands via metal-to-ligand charge transfer,
ultrafast time-resolved UV/Vis pump−probe spectroscopy
reveals an excitation wavelength-independent behavior of the
observed complex, where the absence of precursor states
unequivocally identifies the formation of the lowest energy
state within less than 80 fs. Excess vibrational energy in the T1
state is transferred to the solvent on a 10 ps timescale.
A direct insight into the molecular dynamics occurring in the

early times is obtained with surface-hopping trajectory
simulations, using a TD-DFT-fitted LVC model. The general
validity of this LVC model to describe the ensuing dynamics
was verified using the absorption spectrum as a reference.
Furthermore, it was found that 16 vibrational modes and one
triplet state had to be removed from the LVC Hamiltonian to
allow the correct formation of the minimum energy structure
of the lowest triplet state. The non-adiabatic dynamics was
then performed with a Hamiltonian containing 78 states and
161 vibrational degrees of freedom, where a total of 8983
trajectories were propagated during 250 fs each to unravel the
mechanisms of ultrafast formation of the emissive state.
The non-adiabatic dynamics show that ultrafast intersystem

crossing into the triplet manifold occurs on two time scales, a
fast intersystem crossing component kISC,fast and a slow one
kISC,slow. Simulations starting in an energy range of 2.85−3.05
eV delivered kISC,fast = 46 fs and kISC,slow = 337 fs. Similar time

Figure 8. Left-hand side panels show the distribution of the wave
function character against the energy gap between the classical active
state and the lowest singlet state, similar to Figure 7, with the
difference being that trajectories from both EWs are combined. The
nuclear density is normalized in every time-step. On the right-hand
side, a convoluted scatter plot of the S−S bond length with the
corresponding energy gaps to the lowest state is given.
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constants have been obtained for the low-energy excitation
(2.4 to 2.6 eV) with kISC,fast = 43 fs and kISC,slow = 256 fs. The
fast ISC component persists if the dynamics are repeated while
keeping all nuclei in every trajectory frozen, proving it to be
due to electronic spin-mixing that does not rely on any
structural rearrangement beyond the zero-point energy
sampling of the ground-state geometry. Contrarily, the slow
component completely vanishes in the absence of structural
relaxation. At the end of the 250-fs simulation time, half of the
population is found in the lowest triplet state for both
excitation wavelengths. When looking at the electronic wave
functions of the two ensembles of structures, the character of
the total wave function changes toward increased contribution
of MSCT states during the dynamics, regardless of the initial
population of states. Therefore, during the very first few fs, the
excited electron gets more localized on the sulfur-decorated
ligand, forming a [RuIII(S−Sbpy•−)(bpy)2]

2+ species, where an
electron has been excited from the central metal to the S−Sbpy
ligand. This early dominance of MSCT states is due to their
lower energy in comparison to the MLCT counterparts.
Another reason that drives the prevalence of MSCT states
during the dynamics is the energetic stabilization of some
MSCT states upon elongatingand essentially breakingthe
attached S−S bond resulting in a further energetic separation
between MSCT and other MLCT states where parent bpy
ligands are involved. During the dynamics, a decrease in the
S0−T1 energy gap was found to directly correlate with an
increase of the S−S bond length.
Both experimental observations and theoretical predictions

reveal an ultrafast ISC coupled with the formation of an excited
triplet state minimum from where emission has been observed
with a timescale of 109 ns.21 While the formation of this state
is independent of the excitation wavelength in the visible
region of the spectrum, the final state is solely located on one
ligand (S−Sbpy), opening up the possibility of directed energy
transfer to another reactive species. Furthermore, the excited-
state geometric evolution, viz., the elongation/rupture of the
S−S bond, is reminiscent of the ground-state changes of the
S−Sbpy ligand upon reduction, and thus, renders this
photosensitizer a promising candidate for investigation on
excited-state proton-coupled multielectron-transfer reactivity
via the peripheral disulfide/dithiol switch.
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