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Abstract
We describe in this paper an approach for predicting the COVID-19 time series in the world using a hybrid ensemble

modular neural network, which combines nonlinear autoregressive neural networks. At the level of the modular neural

network, which is formed with several modules (ensembles in this case), the modules are designed to be efficient predictors

for each country. In this case, an integrator is used to combine the outputs of the modules, in this way achieving the goal of

predicting a set of countries. At the level of the ensembles, forming a part of the modular network, these are constituted by

a set of modules, which are nonlinear autoregressive neural networks that are designed to be efficient predictors under

particular conditions for each country. In each ensemble, the results of the modules are combined with an aggregator to

achieve a better and improved result for the ensemble. Publicly available datasets of coronavirus cases around the globe

from the last months have been used in the analysis. Interesting conclusions have been obtained that could be helpful in

deciding the best strategies in dealing with this virus for countries in their fight against the coronavirus pandemic. In

addition, the proposed approach could be helpful in proposing strategies for similar countries.
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1 Introduction

Recently we have witnessed the rapid spread of the

COVID-19 coronavirus around the world, appearing ini-

tially in China and then spreading to neighboring Korea

and Japan, and after that to Europe, America and later

Africa. In particular, in the case of Europe, Italy, Spain,

France and Germany have been hit hard with the spread of

the COVID-19 virus, having to this moment many con-

firmed cases and deaths. After that, in the American con-

tinent, the USA has also been hit hard with the spread of

the COVID-19 virus. So, it is very crucial that decisive and

strong research work is undertaken for understanding all

the facets of this problem. This will help in being able to

deal with its complexity and at the same time limit its

negative impact on the health of the population around the

globe and also minimizing the economic implications for

the countries.

Due to the importance of finding ways to control the

propagation of the virus, many papers (more than 1000

since January of this year) have been put forward on these

past months related to different aspects of this problem.

However, only about 50 papers deal with prediction, and

less than that using artificial intelligence (like, neural net-

works). As an example, we can find only 13 papers related

to COVID-19 prediction in the Web of Science database. In

Fig. 1, we can find a distribution of these 13 papers

according to the particular area in which the prediction task

was applied. Of course, prediction is a very important task

in being able to take actions for preventing bad conse-

quences of COVID-19 propagation around the world. Good

predictions are helpful in making good decisions at all

levels of the governments.

As related work in the COVID-19 prediction, we can

mention the following works. In Chen et al. (2020), the

authors outline the prediction of the SARS-CoV-2 (2019-

nCoV) 3C-as a protease structure. In Fan et al. (2020), the
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authors show an approach for the prediction of epidemic

spread of the coronavirus driven by the spring festival

transportation in China. In Goh et al. (2020), the authors

discuss the rigidity of the outer shell predicted by a protein

intrinsic disorder model with this uncovering COVID-19

(Wuhan-2019-nCoV) infectivity. In Grifoni et al. (2020), a

bioinformatics approach that can predict candidate targets

for immune responses to SARS-CoV-2 was presented. In

He (2020), the author discusses what further could be done

to control COVID-19 outbreaks in addition to the usual

measures of isolation and contact tracing. In Huang et al.

(2020), a spatial–temporal distribution of COVID-19 in

China and its prediction was described. In Ibrahim et al.

(2020), the authors describe the COVID-19 spike-host cell

receptor GRP78 binding site prediction. In Ivanov (2020),

an approach for predicting the impact of epidemic out-

breaks on global supply chains with a simulation-based

analysis on the coronavirus outbreak case was presented. In

Li et al. (2020a, b), the authors describe the propagation

analysis and prediction of the COVID-19. In Li et al.

(2020a, b), the authors describe a forecasting method for

the COVID-19 outbreak in China. In Liu et al. (2020), the

authors report the understanding of unreported cases in the

COVID-19 epidemic outbreak in Wuhan, China, and the

importance of public health interventions. In Roda et al.

(2020), the authors discuss why it is difficult to accurately

predict the COVID-19 epidemic. In Roosa et al. (2020), the

authors describe real-time forecasts of the COVID-19

epidemic in China from February 5th to February 24th,

2020. In Ton et al. (2020), the authors describe the rapid

identification of potential inhibitors of SARS-CoV-2 main

protease by deep model docking of 1.3 billion compounds.

In Wang et al. (Wang et al. 2020), the authors describe a

phase-adjusted estimation of the number of coronavirus

Disease cases in Wuhan, China. In Zhang et al. (2020), the

authors describe the estimation of the reproductive number

of novel coronavirus (COVID-19) and the probable out-

break size on the Diamond Princess Cruise ship. In Zhou

et al. (2020), a preliminary prediction of the basic repro-

duction number of the Wuhan novel coronavirus 2019 was

presented. In all these previous related works, we can

notice that only simple neural networks or deep neural

models have been used. However, in this work we are

proposing a new hybrid prediction model that combines

modular and ensemble architectures of neural networks. In

addition, the basic modules are based on nonlinear

autoregressive neural networks. Simulation results of the

proposed hybrid model are very good when compared with

other approaches. In summary, the new prediction model is

the main contribution of the paper.

The paper is organized as follows. Section 2 describes

the basic concepts about nonlinear autoregressive neural

networks. Section 3 describes the proposed hybrid method

combining the modular and ensemble architectures of

neural networks. Section 4 shows the simulation results.

Section 5 contains a discussion of results. Finally, Sect. 6

offers the conclusion.

2 Nonlinear autoregressive neural networks

The Nonlinear Autoregressive Neural Network (NAR)

model uses past values of the time series to predict future

values. The NAR architecture consists of one input layer,

Fig. 1 Papers on COVID-19 prediction distributed according to their area
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one or more hidden layers and one output layer. The NAR

is a dynamic and recurrent network with feedback con-

nections (Sarkar et al. 2019). The NAR can be used in one-

step ahead or multi-step ahead time series forecasting. The

NAR model can be expressed mathematically as expressed

in the following Eq. 1:

y tð Þ ¼ F y t � 1ð Þ; y t � 2ð Þ; . . .; y t � dð Þð Þ ð1Þ

where y tð Þ is the value of the considered time series y at

time t, d is the time delay and F denotes the transfer

function (Le et al. 2020). In Fig. 2, the NAR neural net-

work architecture is illustrated in more detail.

Artificial neural networks are a well-stablished

methodology helping solve complicated problems (Leon

et al. 2012; Norgaard et al. 2000). The artificial neural

networks such as the NAR neural network are naturally

used for time series forecasting due to their structure. The

NAR has been used in many different areas, for example, it

has been applied to generate multi-step ahead forecasts for

the hourly solar radiation time series (Benmouiza and

Cheknane 2013), multi-step ahead forecasts for wind

power plant owners operating in a competitive energy

market (Ahmed and Khalid 2017), in financial time series

such as for crude oil prices (Safari and Davallou 2018) and

forecasting of nitrogen dioxide (Yadav et al. 2019). Due to

previous successful mentioned works, we decided to apply

the NAR neural network to predict 5 days ahead for 11

countries of the world with the confirmed, recovered and

death cases of the COVID-19. We decided to do this by

using architecture of one hidden layer, the Levenberg–

Marquardt backpropagation (trainlm) as the training func-

tion and 3 feedback time delays. The world dataset from

the Humanitarian Data Exchange (HDX) website (2019)

was used for producing the forecasts. However, in this

paper the NAR model is only used as a simple module (of

many) forming an ensemble, and then many ensemble

predictors form the modular neural network for combining

the results of the ensembles. In this way, achieving a better

and more efficient prediction for all the countries around

the world.

3 Proposed method

In this section, the proposed method is presented in more

detail. In Fig. 3, we show the hybrid ensemble modular

neural network approach, which combines a set of non-

linear autoregressive neural networks. In this figure, we

have a modular neural architecture in the general model (at

the top level), but each module of this architecture is in turn

an ensemble neural model. In Fig. 3, we can note that each

country has one module, and the outputs (predictions) are

combined in an integrator to obtain improved predictions

of the countries.Fig. 2 The general architecture of the NAR neural network

Fig. 3 The general architecture of the hybrid modular ensemble prediction model
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The modules inside the architecture in Fig. 3 are

ensemble neural models, which are formed by a set of NAR

neural networks, as shown in Fig. 4.

In summary, the ensemble of Fig. 4 is composed by a set

of NAR neural networks (in this case, one for each country

in the study) and the aggregator at the end joints all the

individual predictions of the countries. We have to say that

the proposed model in this paper was inspired in our pre-

vious works on modular neural networks and ensemble

networks, as in Soto et al. (2014, 2019), Melin et al.

(2012a, b), Sánchez et al. (2020).

Fig. 4 Architecture modules, which are the ensemble models using NAR neural networks

Table 1 Prediction error values

of confirmed cases of the neural

model

Country MSE RMSE Relative RMSE

Belgium 396511237.8 19912.58993 0.048729979

China 283948.5499 532.8682294 0.005834256

France 6830297923 82645.61648 6.03E - 02

Germany 614765917.9 24794.47354 0.047922916

Iran 9851692.611 3138.740609 0.005190053

Italy 512219518.5 22632.2672 0.034896181

Mexico 486129.5785 697.2299323 0.00075904

Spain 411627290.3 20288.60001 0.01732996

Turkey 535629.8799 731.8673923 1.96E-03

United Kingdom 6664930.316 2581.652633 0.002602706

United States 2243571240 47366.35135 5.24E-03

World 28851632755 169857.6838 3.73E-03

Table 2 Prediction error values

of death cases of the neural

model

Country MSE RMSE Relative RMSE

Belgium 15375.28103 123.9971009 0.010821502

China 289.77653 17.0228238 0.003592071

France 17790.19587 133.3798931 0.003656869

Germany 47563.06974 218.0895911 0.020978625

Iran 31700.74593 178.0470329 0.005161771

Italy 62775.98057 250.5513532 0.006531851

Mexico 70051.80186 264.6730093 0.002901995

Spain 268639.7659 518.3047037 0.014498926

Turkey 8.628176015 2.937375702 0.000288652

United Kingdom 41935.71771 204.7821225 0.004421393

United States 31264.32086 176.8171962 0.000770398

World 572417.9363 756.5830663 0.000636893
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4 Simulation results

In this section, the simulation results obtained with the

proposed method are presented. The Covid-19 dataset used

for training is from 01-22-2020 to 10-27-2020, and the

detailed error analysis for the comparison of the proposed

method is performed using the MSE, RMSE and Relative

RMSE as shown in Tables 1, 2 and 3. We show in Fig. 5

the confirmed cases and the prediction from 01-22-2020 to

11-01-2020 for Belgium, China, France and Germany. We

also show in Fig. 6 the confirmed cases and the prediction

from 01-22-2020 to 11-01-2020 for Iran, Italy, Mexico and

Spain.

We show in Fig. 7 the confirmed cases and the predic-

tion from 01-22-2020 to 11-01-2020 for Turkey, United

Kingdom, United States and Worldwide. We also show in

Fig. 8 the death cases and the prediction from 01-22-2020

to 11-01-2020 for China, Italy, Mexico and Spain.

Table 3 Prediction error values

of recovered cases of the neural

model

Country MSE RMSE Relative RMSE

Belgium 4940226.135 2222.661948 0.089116079

China 167839.748 409.6824966 0.004757786

France 1609836.693 1268.793401 0.010414988

Germany 367545018 19171.46364 0.054804547

Iran 4487970.739 2118.483122 0.004438592

Italy 42190143.22 6495.394 0.022870155

Mexico 23634328.84 4861.515076 0.006271969

Spain 19404.61158 139.3004364 0.000926348

Turkey 314447.4077 560.7561036 0.001739464

United Kingdom 3117.180244 55.83171361 0.01985057

United States 79267635 8903.237333 0.002487774

World 1.04154E?11 322729.4545 0.010555758

(a) (b)

(c) (d)

Fig. 5 Confirmed cases and prediction of Covid-19 (a) in Belgium, (b) in China, (c) in France and (d) in Germany
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We show in the following Figures the Worldwide

Covid-19 for all cases and prediction from 01-22-2020 to

11-01-2020. In Fig. 9, we show the death cases and pre-

diction of Covid-19 Worldwide. In Fig. 10, we show the

recovered cases.

As a way to validate the prediction accuracy of the

proposed model, we show in the following Tables the

prediction error values of the confirmed cases (Table 1),

death cases (Table 2) and recovered cases (Table 3) for a

sample 11 countries and the whole world. We used as

testing set, 5 periods of time that the neural networks have

not seen (in other words, the networks were trained with

previous historical data, but tested with the unseen data).

We are showing the Mean Squared Error (MSE), Root

Mean Squared Error (RMSE) and relative RMSE, and this

last value is the most representative since it can be inter-

preted as a percentage of error. For example, in Table 1 we

can find that the prediction error for Belgium is about

4.87%, and for Mexico is 0.08%. The highest error for the

countries is for France, which is 6.03%, but most of them

are very good. And the prediction for the whole world we

have about a 0.37% of error.

In Table 2, we can find that the prediction errors for

death cases for Spain are about 1.45%, and for Turkey is

0.03%. The highest error for the countries is for Germany,

which is 2.10%, for all of them are very good (lower than

3%). And the prediction for the whole world we have about

a 0.06% of error, this is due to the approximating power of

the hybrid model. We also show in Fig. 11 a pictorial

representation of the distribution of deaths with respect to

the countries.

In Table 3, we can find that the prediction error of

recovered cases for a set of 11 countries and for the whole

world. In this case, as an example, for Germany is about

5.48%, and for Italy is 2.29%. The highest error for the

countries is for the Belgium, which is 8.91%, but most of

them are very good. And the prediction for the whole world

is very good and we have about a 1.06% of error.

5 Discussion of results

In summary, the proposed method shows the highest error

for Belgium in the recovered cases, which is 8.91%, for

France in the confirmed cases having an error of 6.03%, for

Germany in the death cases having and error of 2.10%. We

can notice that for Belgium, Germany and Italy the pre-

diction is more difficult in the confirmed, death and

(a) (b)

(c) (d)

Fig. 6 Confirmed cases and prediction of Covid-19 (a) in Iran, (b) in Italy, (c) in Mexico and (d) in Spain
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recovered cases. On the other hand, we can say that the

proposed approach produces good prediction results and

consequently we can recommend its use in real-world

problems. Having analyzed the achieved results with the

proposed method, we can definitely state that the hybrid

approach presented in this paper can have relevance and

importance in accurately predicting, both at the levels of

countries and the world, the COVID-19 time series. The

accurate prediction of this time series can lead to making

the appropriate decisions for fighting the Pandemic at all

levels, with this achieving a benefit for society and also for

the economies of the world.

6 Conclusions

We have outlined in this paper a new approach for pre-

dicting the COVID-19 time series for the countries in the

world using a hybrid modular ensemble neural network,

which combines nonlinear autoregressive neural networks.

At the top level of the modular neural network (MNN), the

modules composing the MNN are ensembles designed to

be efficient predictors for each country. In this case, an

integrator (gating network) is used to combine the outputs

of the modules, in this way achieving the goal of predicting

the time series for a set of countries. At the level of the

ensembles, these are constituted by a set of nonlinear

autoregressive neural networks that are designed to be

efficient predictors under particular conditions for each

country. In each ensemble, the results of the modules are

combined with an aggregator (minimum error) to achieve a

better and improved result. Publicly available datasets of

coronavirus cases around the globe, from the last months,

have been used in the analysis. Simulation results show the

effectiveness of the proposed hybrid modular ensemble

neural network. Interesting conclusions have been obtained

regarding the precision of the forecast based on the real

data, which could be helpful in deciding on the best

strategies for dealing with this virus for all countries in

their fight against the coronavirus pandemic. In addition,

the proposed approach could be helpful in proposing sim-

ilar strategies for dealing with this virus in similar

countries.

As future work, regarding the proposed hybrid modular

ensemble neural network we envision that the integrator

and aggregator need special attention and we plan to con-

sider using type-2 fuzzy systems and the Sugeno integral to

improve the results, as in the works Melin et al. (2007),(

2012a, b), Melin and Sánchez (2018), Sánchez et al.

(2017). We also plan to combine our method with recent

(a) (b)

(c) (d)

Fig. 7 Confirmed cases and prediction of Covid-19 (a) in Turkey, (b) in United Kingdom, (c) in United States and (d) Worldwide
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(a) (b)

(c) (d)

Fig. 8 Death Cases and prediction of Covid-19 (a) in China, (b) in Italy, (c) in Mexico and (d) in Spain

Fig. 9 Death cases and prediction of Covid-19 Worldwide
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proposed prediction approaches using fuzzy logic and the

fractal dimension, like in Melin et al. (2020a, b).
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