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Abstract

Chronic low back pain (LBP) is influenced by a broad spectrum of patient-specific fac-

tors as codified in domains of the biopsychosocial model (BSM). Operationalizing the

BSM into research and clinical care is challenging because most investigators work in

silos that concentrate on only one or two BSM domains. Furthermore, the expanding,

multidisciplinary nature of BSM research creates practical limitations as to how indi-

vidual investigators integrate current data into their processes of generating impact-

ful hypotheses. The rapidly advancing field of artificial intelligence (AI) is providing

new tools for organizing knowledge, but the practical aspects for how AI may

advance LBP research and clinical are beginning to be explored. The goals of the

work presented here are to: (1) explore the current capabilities of knowledge integra-

tion technologies (large language models (LLM), similarity graphs (SGs), and knowl-

edge graphs (KGs)) to synthesize biomedical literature and depict multimodal

relationships reflected in the BSM, and; (2) highlight limitations, implementation

details, and future areas of research to improve performance. We demonstrate pre-

liminary evidence that LLMs, like GPT-3, may be useful in helping scientists analyze

and distinguish cLBP publications across multiple BSM domains and determine the

degree to which the literature supports or contradicts emergent hypotheses. We

show that SG representations and KGs enable exploring LBP's literature in novel

ways, possibly providing, trans-disciplinary perspectives or insights that are currently

difficult, if not infeasible to achieve. The SG approach is automated, simple, and inex-

pensive to execute, and thereby may be useful for early-phase literature and narra-

tive explorations beyond one's areas of expertise. Likewise, we show that KGs can be

constructed using automated pipelines, queried to provide semantic information, and

analyzed to explore trans-domain linkages. The examples presented support the fea-

sibility for LBP-tailored AI protocols to organize knowledge and support developing

and refining trans-domain hypotheses.
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1 | INTRODUCTION

Low back pain (LBP) is a challenging clinical problem with growing

societal costs. A central dilemma is the absence of a specific LBP

cause in most patients, making the treatment process primarily trial

and error. Patients typically seek care from a broad range of specialists

including pain management, behavioral health, physical therapy, com-

plementary medicine, surgery. However, coordination of care among

specialties is poor, leaving the patient to assimilate broad views and

navigate multiple treatment options. Furthermore, progress in under-

standing LBP mechanisms and advancing novel therapies suffers from

a lack of coordination between researchers from different disciplines.

The biopsychosocial model (BSM), an influential, patient-centered

clinical care paradigm, attempts to codify the landscape of factors that

can mediate one's pain experience.1 While this holistic perspective

has proven useful, it is difficult to operationalize because relevant

knowledge is spread across multiple scientific disciplines and clinical

specialties.2 Difficulties identifying and assimilating relevant theories

and knowledge into an operational framework suitable for identifica-

tion and treatment of patient sub-groups are compounded by the

increasing diversity and expanding volume of published LBP research.

In fact, across the scientific spectrum, research is increasingly

specialized, making it difficult to identify innovative connections

beyond one's own area of research.3 Rodriguez-Esteban showed that

bias resulting from biomedical siloization coupled with the extraordi-

nary growth of the scientific literature distorts and hinders scientific

progress.4 For those focusing on back pain research, the resulting

information silos can lead to narrow and biased syntheses of research

observations and underrepresentation of crosstalk among biological,

psychological, and social processes that mediate pain experiences

over time. Information silos hinder systematic scientific investigation

of LBP phenomena and mechanisms. The exponential increase in

new, diverse research findings outpaces individual researcher capa-

bilities to assimilate and accurately process information into testable

hypotheses.5 An unintended consequence of that reality is that

homogenous research teams underperform diverse ones.6 It is not

surprising that many studies seeking mechanistic explanations of LBP

phenomena are narrowly focused within one or a few related

domains, without a holistic view of the patient. Langevin7 and Schmid

et al.8 posit that substantial LBP knowledge, relevant to advancing

LBP research and building holistic views, may exist but is “siloed”
within the published literature of multiple disciplines, awaiting identi-

fication and abductive connection but “out of sight” and beyond the

reach of methods and technologies currently employed by most LBP

research scientists and clinicians.

Our motivating expectation is that applications of

knowledge-organizing technologies will help break down silos and

facilitate identifying and accessing existing relevant siloed knowl-

edge. Such applications will inject outside perspectives, ideally

“catalytic”, that expand opportunities to broaden collaborative

networks.3,5,9 Additional anticipated outcomes include reducing

bias, increasing innovation, and improving research translatability

to benefit patients and their supporting stakeholders.

In this paper, we use knowledge-organizing technologies to refer to

a range of artificial intelligence (AI) algorithms and software that help

scientists extract, summarize, and analyze scientific literature. Recent

explosive developments in such algorithms (e.g., GPT-410) offer exciting

computational capabilities that may help bridge community vocabularies

and interests across LBP domains without needing to annotate large

document corpora. Recent examples from COVID-19 research demon-

strate how biomedical text mining can stimulate scientific novelty via

unusual combinations of prior knowledge.11 However, the envisioned

technologies are nascent, and thus risk introducing factual errors and

contributing their own types of bias.12,13 Guardrails will be needed as

we harness these technologies to support back pain research.

The goal of this experience report is to explore and describe ways

assistive protocols composed of knowledge-organizing technologies,

including large language models (LLMs) and knowledge graphs (KGs),

might address the types of current LBP problems described by Langevin7

and Schmid et al.8 The desired goal is that the assistive protocols will

become broadly useful near term to LBP researchers. Although any such

tool to assist clinicians would require extensive validation and regulatory

approval, it is expected that facilitating upstream LBP research improves

clinical outcomes indirectly. With that in mind, we imposed a working

guideline: keep the technical learning curve costs small relative to the

anticipated benefits of real-time protocol use. We envisioned future pro-

tocols operating over large literature collections spanning hundreds-to-

tens-of-thousands LBP-related papers and scientific documents (hereafter

referred to as a corpus). However, understanding the pitfalls of LLMs and

the need to start small, we elected to focus first on a single paper, Schmid

et al.8 because the authors' broader goals align well with our own; to

bridge BSM domains in LBP research. The authors point out that LBP

research “has identified several pathogenic mechanisms involving bio-

physical, genetic, social, and psychological contributors.” They lament that

“research on these different pathomechanisms…is often limited by signifi-

cant knowledge gaps arising from siloed research within different

research disciplines, highlighting the need for cross-disciplinary

approaches that have the potential to identify important interactions

between different mechanisms contributing to LBP.”
Using the Schmid et al. references as our test corpus, we present

and discuss seven examples of how one can use knowledge-

organizing technology to broadly advance LBP research. All seven

examples target crosstalk within a multi-domain literature corpus,

albeit with different compositions of the underlying component tech-

nologies. We demonstrate preliminary evidence of technical feasibility

and utility of these knowledge-organizing technologies and discuss

broader sets of opportunities for expanding that utility to corpora

spanning all of LBP's phenomena and research domains.

2 | THE POTENTIAL OF KNOWLEDGE
ORGANIZING TECHNOLOGIES FOR
TRANSDISCIPLINARY BACK PAIN RESEARCH

AI and machine learning (ML) approaches can be understood synopti-

cally as being on a spectrum ranging from mostly manual, with little
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assistance from computers, to sophisticated technologically rich pro-

tocols. However, for crosstalk among mechanistic explanations in

transdisciplinary LBP research, LLMs and KGs are of particular interest

because a primary obstacle to crossing LBP domains is the language

used to communicate and navigate the domains, compare and con-

trast intra-domain concepts, establish confidence and credibility for

claims and assumptions in and across domains, and so forth. In this

regard, LBP research is particularly difficult because it straddles both

hard and soft sciences, making intra-disciplinary lexicons much more

difficult to translate. The explorations of assistive protocols presented

herein are intended to demonstrate how, where, and whether such

technologies substantially facilitate one's ability to navigate across

multiple domains.

2.1 | The promises and perils of large language
models (LLMs)

LLMs consist of a neural network with typically billions-to-trillions of

parameters, trained on large quantities of unlabeled text.14 New LLMs

since 2018 (e.g., chatGPT, GPT 4, T5, BART) can generate a wide vari-

ety of text analyses and dialogues with an impressive level of fluency

out-of-the-box. Through fine-tuning, LLMs become specialized at par-

ticular tasks, such as analyzing social determinants of health from clin-

ical notes,15 answering disease-specific questions based on medical

literature,16,17 simplifying medical concepts and texts for patients,18

and more.14 Using end-user-facing LLM interfaces (e.g., Open AI Play-

ground) with and without AI technical training can improve LLM out-

puts by prepending prompts—textual instructions and examples of

their desired interactions—to LLM inputs. For example, when users

provide chatGPT with a clinical hypothesis and ask, “Is this hypothesis
correct,” and chatGPT can answer directly and sometimes correctly. In

this example, the clinical hypothesis and the question are prompts.

Prompts enable non-AI experts to interact directly with and even

improve LLM outputs.14

Such qualities make LLMs particularly exciting tools for transdisci-

plinary LBP research and improving knowledge and information trans-

fer among LBP domains. For example, building a bespoke system to

evaluate the quality of an emergent LBP research hypothesis can need

no more than some examples of good and bad hypotheses.19 Similarly,

building a system that explains LBP-related concepts to out-

of-domain scientists or stakeholders can take little to no training data.

One might only need to adapt such explanation systems from other

medical domains with sets of LBP examples.18

However, it would be deeply problematic to consider LLMs—with

simple prompts or instructions—as ready to answer one's scientistic

questions about back pain, or even to perform seemingly simple tasks

such as summarizing a publication's abstract. Using GPT models as

examples, some of the most common or severe problems with such a

naive approach include:

1. GPT hallucinates: LLMs such as chatGPT frequently provide inac-

curate or false information with a confident tone. This can be

particularly dangerous when LBP researchers use LLM for explor-

ing crosstalk: They are less knowledgeable of out-of-home-

specialty literature and, therefore, can be less likely to catch LLM's

confident-sounding errors.

2. Crafting effective instructions that get GPT to do what users want

it to do (“prompts”) is far more difficult than it seems: While

prompting GPT can appear as easy as instructing a human, crafting

effective and robust prompts is challenging.20 AI researchers anal-

ogized improving GPT outputs via prompting as “herding cats”: It
is possible, but doing it reliably can seem impossible.21 They dem-

onstrated that natural language prompts are brittle in three ways:

(a) Each instruction in the prompt can fix only one GPT error, most

but not all the time (e.g., “Do not make up new findings when sum-

marizing a medical article.” can prevent most but not all GPT-3's

hallucinations); (b) An effective instruction, when joined by another

effective instruction, can become ineffective (e.g., “Do not make up

new findings when summarizing a medical article. Stay succinct” can

become less effective in preventing GPT-3's hallucination);

(c) Finally, these varying levels of effectiveness can change accord-

ing to the clinical area and to the document.

3. Even good prompts cannot improve LLM reliably: How a prompt

or a prompt strategy directly impacts model outputs, and how

prompts modify LLMs' billions of parameters during re-training, are

both active areas of NLP research.14,22

Given these pitfalls, harnessing LLMs for transdisciplinary LBP

research requires extra caution and vigilance. Thankfully, results of

recent AI research offer a few silver linings.

4. “AI chaining”—combining multiple LLM models to improve LLM

output quality: While LLMs can make factual errors and even hallu-

cinate, new techniques have emerged to fact-check LLM outputs

to ensure reliable use for healthcare. For example, Yang et al. com-

bine a treatment-outcome-prediction AI with a fact-checking GPT

model in clinical decision support systems.23

5. Combining LLM and KGs to ensure LLM output factualness: A

knowledge graph represents a network of real-world entities—that

is, objects, events, situations, or concepts—and illustrates the rela-

tionships between them. Clinical researchers have built various

LBP-related knowledge graphs, for example, encoding the LBP

concepts and knowledge and their interrelations with a focus on

Virtual Reality rehabilitation24 and central sensitization.25 Unlike

LLMs, whose knowledge is implicit and difficult to scrutinize, a KG

explicitly visualizes the concepts and knowledge it learns from

medical texts. Its correctness is much easier to improve and assess.

As a result, AI researchers have started combining KG and LLM to

improve the factualness of LLM outputs.26

6. Hypothesis generation following LLM fine-tuning with cross-

validation using expert opinion: Banker et al.5 describe a LLM for

generating social psychology hypotheses. They fine-tune their

model in two stages, where the second stage includes thousands

of published abstracts spanning 55 years. Social psychology

experts rated model-generated and human-generated hypotheses
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to be equivalent on the dimensions of clarity, originality, and

impact. The authors posit that the approach can empower social

psychology researchers to manage their exponentially expanding

social psychology literature and help them see (discover) cross-

connections (crosstalk) among domains beyond their own. They

argue that their LLM takes an inclusive, unbiased viewpoint by

learning from a corpus having a scope far wider than is feasible for

any individual scientist to achieve. They envision that because

their LLM can leverage inter-topic connections to generate novel

and specific hypotheses, it may prove particularly helpful in domain

regions in which research findings are scarce.

2.2 | Knowledge graphs (KGs)

There are many use cases of knowledge-organizing technologies

where the domain expert will not accept the output, guidance, or con-

clusion unless it can be explained. Semantics are about associating

meaning with data. In many cases, it is not enough for an AI system to

utilize only syntax to complete a task. KGs aim to integrate knowledge

and data at scale from scientific advancements across many fields,

including semantic web, databases, knowledge representations, natu-

ral language, and ML.27

KGs are a form of structured knowledge representing facts as

entities, relationships, and semantic descriptions. KGs can encode

latent structures that are difficult to program into a more traditional

database schema. These structures are then further enhanced seman-

tically with the layering of ontological knowledge bases. Ontologies

describe taxonomies of concepts and relations for a certain domain

and are commonly constructed manually or semi-automatically. A KG

then organizes data (“facts”) according to that ontology, providing a

graph that can be “walked” in different modes, for example, for inter-

active discovery or algorithmic inference. At a high level, a KG is a col-

lection of nodes and relations (also known as links or edges; Figure 1).

Research into techniques to infuse KGs and domain information

into deep neural models has expanded.28 Recent advances can be

arranged from shallow to deep.29 In shallow infusion, the response/

output from a deep learning system is reconstructed, transformed, or

interpreted using domain knowledge within a KG. Deep infusion by

contrast couples the representation learned by deep learning systems

with KGs.30

KGs may be constructed manually or built automatically from

unstructured text and semi-structured data, and structured data. In

practice, such KGs are often built using a combination of human-in-the-

loop supervision and semi-automatic protocols. KGs have the potential

to impact downstream AI applications by infusing knowledge-aware

models with reasoning. Examples include question–answering, recom-

mendation, digital health, and search. In addition, KGs can be examined

and queried as their primary purpose. Examples include information

retrieval, community detection, inferring new knowledge, and analytics.

Such use cases are broadly referred to as graph data science.

KGs are well suited for transdisciplinary LBP research as

KG-based systems make it possible to find facts or evidence across

multiple domains.31 For example, Xie and colleagues integrated

patient-specific Chinese medicine through KGs32 while Shang

et al. explored personalized medication recommendations by cre-

ating visit-level representations of patients from Electronic Health

Record data.33 KGs also assist in hypothesis formation and, impor-

tantly, can do so across disciplinary boundaries. Forming hypothe-

ses that enable breakthroughs leading to new knowledge can be

done in two primary ways: (1) using graph algorithms and (2) logical

reasoning. Link and edge prediction comprises a broad category of

graph algorithms that identify new edges from the structure of the

graph that are likely but missing.34 Edge prediction algorithms can

be interpreted as hypothesis generation and often are accompa-

nied by a confidence measure. Using formalized reasoning systems

one may infer new explicit edges that are otherwise implicit in

KGs. That new inferred information can then be added to the

KG. As a simplistic example, we can infer that all proteins are

nitrogen-containing compounds and add that explicit fact to

the KG.

Given the broad scope of LBP research, one might anticipate

LBP KGs having billions of assertions. That size presents compu-

tational challenges and remains an active area of research.35 In

addition to scaling the computational requirements, expert cura-

tion efforts must also be scaled appropriately. While expert cura-

tion remains the gold standard, AI-assisted semi-automated-to-

automated approaches have been developed. Data-driven KG

construction can involve LLM-assisted analyses of large-scale

datasets. For example, the Semantic MEDLINE database uses

natural language processing to extract information from docu-

ments to create KGs.36 Furthermore, there are thousands of

public, biomedical databases, ontologies, and KGs37 that have

been created with different technologies for different purposes.

Such complications are compounded as many KG efforts are not

updated regularly resulting in leaving out-of-date information.

For these reasons, as well as data quality issues, integration

remains an important challenge.

2.3 | Similarity graphs (SGs)

KGs are intelligently designed downstream products of fine-grained

protocols. By contrast, the SG protocol we describe here is relatively

short and is produced further upstream. An SG organizes data taken

directly from tokenizers that break down sequential natural language

text into smaller units called tokens (e.g., word roots). These tokens

are then used by AI components like GPT to further process the data

(as done in Sections 3.2 and 3.4 below). The SG protocol compares

the tokens more directly, relying less on the intelligence programmed

into the AI components. While the tokenizer-encoder used is struc-

tured according to a particular LLM (GPT-3.5 for the examples

described herein) to take advantage of some of its programmed intelli-

gence, the protocol does not rely on inference from the LLM, which

makes it more agnostic. It is a more blinded attempt at obtaining a

“Free Lunch.”38
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2.4 | Participatory modeling

To help set LLMs and KGs on the manual-to-automatic spec-

trum, it is useful to consider participatory modeling.39,40 Partici-

patory modeling is a mostly human-in-the-loop protocol,

executed by humans to survey human expert opinions. Related

is another consensus-based evidence technique called the Del-

phi method that also leverages the collective experience of

domain experts.41 While these approaches are valuable tools to

collect and summarize expert opinions on complex topics, they

may suffer from participant anonymity leading to a lack of

accountability and potential for hasty decisions, giving the illu-

sion of precision.

3 | APPLICATIONS OF AI-TECHNOLOGIES
TO LBP DOMAIN CROSSTALK

In this section, we provide small-scale examples to illustrate the

utility and potential for utilizing KGs and LLMs to assist in organiz-

ing, exploring, and transforming knowledge relevant to LBP

domain crosstalk. We describe specific scenarios and explore

results from AI-assisted usage patterns from the perspective of

hypothetical users. The protocols described are intentionally flexi-

ble and can be composed in many valid configurations. We detail

concrete examples and provide additional commentary on their

limitations and performance.

3.1 | Data and processing

The primary data used in our examples is literature in PDF format. To

work with the data, a robust tool for converting PDF to UTF-8 text is

necessary. There are several such tools that provide intelligent extrac-

tion. However, to highlight that we are exploring fully automatic,

purpose-agnostic, protocols, we used mutool.42 As with the training

data for LLMs and other NLP projects (e.g., processing unstructured

notes from Electronic Health Records), a variety of other documents

can be processed and integrated with the reference articles.

To probe the utility of LLMs, KGs, and SGs, we selected refer-

ences from a review of the interactions between three of the LBP

domains: central (neuroplastic), psychological, and biomechanical.8

The selection of a small reference dataset was deliberate as it

allows us to compare the results from AI-assisted protocols to

parallel and more traditional manual efforts. From Schmid et al,

we selected 19-paper (Schmid-19) and 64-paper (Schmid-64) sub-

sets (we were unable to get a PDF for one reference) plus Schmid

et al. itself (Schmid-65) (Table 1). The authors' focus is LBP patho-

physiology and connecting methods from neuroscience and bio-

mechanics research. They describe a cross-disciplinary approach

that may identify different motor control phenotypes which,

downstream, lead to better treatment options. References include

broad and focused reviews, research and clinical trial reports, and

meta-analyses of clinical trial reports. The paper and several refer-

ences discuss mechanistic hypotheses and plausible causal

interactions.

F IGURE 1 Illustrative example of layering knowledge about the Musculoskeletal System defined in the MESH ontology (A) with chronic pain
domain descriptions to create a knowledge graph (B). A subset of the available relations (links/edges) and nodes are shown for clarity.
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In addition to above corpora, we incorporated language for six

LBP domains adopted from a recent umbrella review43 and illustrated

in Figure 2. These six domains are described below. The full text used

as input is included in Supporting Information.

1. Psychological—constructs that capture patient beliefs based on

prior experiences and future expectations, affect states and traits,

attitudes, personality traits, behaviors, coping styles and resources,

attention styles toward pain, self-efficacy, and others.

2. Biomechanical—functions of the spine: to protect the spinal cord,

to support upper body loads, and to facilitate trunk mobility,

enabled by a complex integration of passive (vertebrae, discs, facet

joints, ligaments) and active (muscles) tissues plus the neuromuscu-

lar control system.

3. Societal—social context: the quality of an individual's social rela-

tionships and society's (cultural, family, therapeutic) responses to

their pain.

4. Systemic—systemic factors and comorbidities including nutritional

status, metabolic diseases, immunological conditions, endocrine

disorders, and sleep disorders.

5. Familial—genetic and environmental conditions shared in families

involving cellular mechanisms that link inflammation, peripheral

sensitization, and pain, modified by complex interactions between

the genome and environment.

TABLE 1 References selected from Schmid.8

Schmid-19 Schmid-64a

13. Clays et al. (2007)65 1. Wu et al. (2020)78 33. Lim et al. (2015)71

19. Gombatto et al. (2017)66 2. Maher et al. (2017)79 34. Elgueta-Cancino et al. (2018)99

20. Simonet et al. (2020)67 3. Vlaeyen et al. (2018)80 35. Sutherling et al. (1992)100

21. van Dieen et al. (2003)52 4. Rubinstein et al. (2013)81 36. Ejaz et al. (2015)101

22. Marras et al. (2001)68 5. van Middelkoop et al. (2011)82 37. Roux et al. (2018)51

26. Claeys et al. (2011)59 6. Hartvigsen et al. (2018)1 38. Beaudette et al. (2016)72

29. Tsao et al. 2011)69 7. Goubert et al. (2016)83 39. Martinez-Calderon et al. (2019)102

32. Eto et al. (2011)70 8. Knezevic et al. (2021)84 40. Ranger et al. (2020)73

33. Lim et al. (2015)71 9. Brinjikji et al. (2015)85 41. Leeuw et al. (2007a)103

37. Roux et al. (2018)51 10. Hodges and Tucker (2011)86 42. Zale et al. (2013)104

38. Beaudette et al. (2016)72 11. Tsao et al. (2008)87 43. Wertli et al. (2014)47

40. Ranger et al. (2020)73 12. van Dieen et al. (2019)88 44. Klyne et al. (2020)74

44. Klyne et al. (2020)74 13. Clays et al. (2007)59 45. Schweinhardt (2019)105

46. Matheve et al. (2019)49 14. Langevin (2021)7 46. Matheve et al. (2019)49

47. Geisser et al. (2004)54 15. Meier, et al. (2019)89 47. Geisser et al. (2004)54

48. Knechtle et al. (2021)48 16. van Dieen et al. (2017)90 48. Knechtle et al. (2021)48

51. Houben et al. (2005)75 17. Hodges and Smeets (2015)91 49. Christe et al. (2021)55

52. Leeuw et al. (2007b)76 18. Christe, et al. (2016)92 50. LeDoux and Hofmann (2018)106

54. Meier et al. (2018)77 19. Gombatto et al. (2017)66 51. Houben et al. (2005)75

20. Simonet et al. (2020)67 52. Leeuw et al. (2007b)76

21. van Dieen, et al. (2003)52 53. Pfingsten et al. (2000)107

22. Marras et al. (2004)53 54. Meier et al. (2018)77

23. Marras et al. (2001)68 55. Lundberg et al. (2011)108

24. MacDonald et al. (2009)93 57. Julian (2011)109

25. Prins et al. (2018)94 58. Kroenke et al. (2001)110

26. Claeys et al. (2011)59 59. Schmid et al. (2017)111

27. Hodges (2013)95 60. Niggli (2020)112

28. Flor et al. (1997)96 61. Zemp et al. (2014)113

29. Tsao et al. (2011)69 62. Connolly (2021)114

30. Riemann and Lephart (2002)97 63. Nelson and Chen (2008)115

31. Bushnell et al. (1999)98 64. Weerakkody et al. (2007)116

32. Eto et al. (2011)70 65. Boucher et al. (2015)117

aHighlighted references are those where expert classification differed. Green indicates where GPT-3.5 classification was primarily psychology, and blue

represents GPT-3.5 classification was primarily biomechanics.
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6. Central—bidirectional pain signals between the periphery and brain,

transformed into physiological, cognitive, affective, and behavioral

responses.

The complexity of LBP from the perspective of the above

domains requires a broad understanding of the process of hypothesis

generation. Therefore, for illustrative purposes, we also incorporate

example hypotheses intended simply to showcase their role in AI-

assisted protocols (these hypotheses were generated for demonstra-

tion purposes and do not reflect personal perspectives or opinions of

the authors). LBP research hypotheses often posit mechanistic expla-

nations for causes and treatment effects at the population level. By

contrast, LBP clinical hypotheses are composite, and focus on

phenotypic classes or individual patients. They are often represented

as if-then decision trees. In either case, abduction from anomalous cir-

cumstances triggers the formation of novel hypotheses. Such abduc-

tion often requires crossing domains and collaboration between

otherwise siloed domain experts. Inter-domain hypothesis formulation

leads to usage patterns of literature search, summarization, classifica-

tion, and analysis. Similarly, there are explicit metrics for evaluating

the strength of hypotheses. Two options include either a combination

of validity, significance, and feasibility, or a combination of validity,

significance, clinical relevance, and feasibility.44 Such evaluations trig-

ger several usage patterns for literature and domain navigation, for

example, see Section 3.2.1. In addition to this broader understanding

of hypotheses, advancing LBP science necessarily challenges the con-

cept of a domain or silo. The formulation of an LBP model helps to

demonstrate that domains are often vague and abstract.45,46 The pro-

tocols for navigating crosstalk, formulating and evaluating hypotheses,

and assessing corpora use statements of hypotheses and domain

knowledge as input. However, if used iteratively, they can also help

quantify the coherence and completeness of a specific hypothesis and

its domain descriptions. Variants of the knowledge-organizing tech-

nologies described below are expected to facilitate both activities.

3.2 | Downstream applications of large language
models: Assisting new research hypothesis exploration
using GPT-3

In this section, we demonstrate using GPT-3.5 to enhance and

facilitate domain crosstalk when formulating explicit hypotheses. Specifi-

cally, we demonstrate a prototypal GPT-assisted hypothesis-formulation

protocol through a concrete example: A scientist (e.g., a psychologist or

biomechanical engineer), is exploring whether a current working hypothe-

sis related to fear avoidance is a sound basis for a new experiment. The

fear-avoidance model47 suggests that when an individual perceives pain

as threatening, they respond with pain-related fear (psychological factors)

and avoidance behavior, which in turn results in declines in physical func-

tioning (biomechanical mechanisms).

F IGURE 2 LBP theoretical scheme reported in Chau et al.43 The scheme specifies plausible, bi-directional interactions between factors within
clusters and between those factors and central features. A peripheral stimulus source is included between anatomy and nociception. ACE,
agreeableness, conscientiousness, extraversion; ACC, anterior cingulate cortex; ANS, autonomic nervous system; HRV, heart rate variability; HPA,
hypothalamic–pituitary–adrenal; NAc, nucleus accumbens; PTSD, post-traumatic stress disorder; PFC, prefrontal cortex; SES, socioeconomic
status.
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We envision a customizable GPT-based toolkit (herein, a collec-

tion of adaptable documents and IT tools to inform and facilitate suc-

cessful completion of a research protocol) that helps explore and

formulate problem-specific, domain-bridging hypotheses:

1. Identify prior studies that bridge the two targeted domains of LBP.

Highlight studies that support or contradict the working hypothe-

sis from any relevant domain.

2. Facilitate scrutinizing GPT's synthesis of prior studies by highlight-

ing the PICO elements (Patient population, Intervention, Compara-

tor, Outcome (Aslam and Emmanuel 2010)) of each study that GPT

claims supports or contradicts the current working hypothesis.

We developed our toolkit prototype using GPT-3.5 (text-davinci

03; simply GPT-3 hereafter). Below, we describe the toolkit's perfor-

mance, illustrating that it can accomplish all three tasks to various

extents, albeit imperfectly. We then describe the pitfalls and lessons

learned during this exercise. We demonstrate that: (1) without any LBP-

specific training data, off-the-shelf GPT models are already useful, but

they are not (yet) trustworthy in any of the above three tasks; and

(2) via fine-tuning, prompting, and chaining, GPT models can become

more factual, accurate, and capable in these tasks. To wrap up, we high-

light additional near-term opportunities we believe will prove useful for

leveraging GPT for LBP crosstalk, including (1) sharing effective GPT

prompts across LBP stakeholder communities; (2) building reusable AI

chains for frequently explored cross-domain connections; and (3) making

LBP knowledge more accessible to patients and the public.

3.2.1 | Identifying prior studies that bridge multiple
LBP domains (Example 1)

Without any cLBP-specific training data, our GPT-based toolkit can help

identify the prior studies that bridge two or more LBP domains

(psychological, biomechanical, and supraspinal) from prior literature.

To do so, one only needs to provide the PubMed ID(s) of the corpus.

Among these papers, the toolkit will identify those that address differ-

ent cLBP mechanisms (Figure 3).

Here is how our toolkit performs and some lessons learned. Two

domain expert authors (jcl, jfb) manually categorized all references

from Schmid, et al. (2021) as to whether a paper addresses only fear

factors, only biomechanical factors, both, or neither. We excluded six

papers from the Schmid-65 corpus because the domain experts' cate-

gorizations disagreed (13, 45, 56, 57, 63 and 64; Table 1). For each of

the 4 categories, we reserved one paper as an example for use by the

GPT model (4, 6, 11, and 39; Table 1).

When evaluating on the resulting 55-paper dataset regarding psy-

chological factors and biomechanical mechanisms, the toolkit achieved

an accuracy of 60%, meaning that it correctly identified the domain in

more than half of the cases without being specifically tuned for those

two domains. The toolkit was especially good in identifying publica-

tions that solely covered either psychological factors or biomechanical

mechanisms (Table 2 and Figure 4).

To achieve these results, the toolkit first extracts each paper's

abstract from PubMed based on the paper ID. It then feeds each abstract

into the GPT model and generates the cLBP domain the paper covers.

Our toolkit feeds the abstract to GPT in a very specific, elaborate format

that we carefully crafted and tested. This “prompt” goes as follows (lightly

edited for readability, see Appendix 1 for the verbatim prompt used):

Given the following four categories and one biomedi-

cal paper abstract, classify the abstract as one of the

four categories. Please be strict when determining

whether a paper discussed a topic.

Categories:

class1: papers that only discussed biomechanical factors (including

physical activity, sensorimotor control, load, and tissue tolerance).

class2: papers that only discussed psychological factors (including

fear, beliefs, coping skills, and affective state).

class3: papers that discussed both psychological factors (including

fear, beliefs, coping skills, and affective state) and biomechanical factors

F IGURE 3 Example hypothesis-formulation protocol where large language models such as GPT can assist scientists in harnessing prior
studies across domain boundaries.
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(including physical activity, sensorimotor control, load, and tissue

tolerance).

class4: papers that did not discuss psychological factors (including

fear, beliefs, coping skills, and affective state) or biomechanical factors

(including physical activity, sensorimotor control, load, and tissue tolerance).

Abstract 1:

The abstract of an example paper that discussed only biomechani-

cal factors of cLBP is included here.

Label 1: class1

Abstract 2:

The abstract of an example paper that discussed only psychologi-

cal factors is included here.

Label 2: class2…

In total, we provided 4 example papers, covering all four catego-

ries (a paper addresses only biomechanics, only fear, both, or neither).

Abstract 5:

Here is the abstract of the paper that the toolkit is

trying to classify based on the cLBP processes it

covers.

Label 5

By leaving the last line “Label: ____” empty, GPT will automati-

cally try to fill the empty gap with its prediction of the right category

and thus classify the paper's domain coverage based on all the exam-

ples provided. As shown above, this prompt includes both the request

for GPT to identify publications that involve different cLBP domains

(psychological, biomechanical, and supraspinal) and examples of paper

abstracts for each domain.

This combination outperforms other prompt templates. Not pro-

viding an example abstract for each category lowers the accuracy to

29% which is only slightly above the accuracy of randomly guessing.

How exactly the task is formulated and how the categories are

described to GPT can also have an influence. Providing descriptive

terms for each category (like “including fear, beliefs, coping

skills, and affective state”) can improve the accuracy fur-

ther. One challenge is the fact that asking GPT multiple times the

same question can result in slightly different answers. A prompt needs

F IGURE 4 GTP versus expert classification of the Schmid-64 corpus. The nine references highlighted in Table 1 are not shown because the
expert's classifications of those nine did not agree. With only one example per category, GPT-3.5 can identify the main focus of publications on
LBP topics “psychology and biomechanics” with an accuracy of 60%.

TABLE 2 GPT-3.5's preliminary performance on a Schmid
55-publication test set in identifying the focus of prior work relevant
to cLBP. Performance is measured using an F1-scorea, a metric that
takes into account both the number of correctly identified papers and
how many were missed.

Identifying cLBP
publications that

focus

GPT toolkit without
examples for

categories (F1-score)

GPT toolkit with
one example per

category (F1-score)

Only on

biomechanics

0.15 0.70

Only on psychology 0 0.70

On both

psychology and

biomechanics

0.31 0.36

Neither psychology

nor biomechanics

0.46 0.46

aThe F1-score is the dividend of precision and recall (where recall is the

same as sensitivity) and is utilized to assess diagnostic performance of the

prediction algorithm. The F1 score can vary from 0 to 1.
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to therefore be tested extensively to obtain statistically significant

results.

3.2.2 | Identifying prior studies that support or
contradict an emergent experiment hypothesis
(Example 2)

After collecting a transdisciplinary set of prior studies, our GPT-based

toolkit can help highlight the degree to which a study supports or con-

tradicts the scientist's emergent hypothesis. We demonstrate this

capability through the following example. Imagine a scientist who is

considering the following hypothesis and seeks to identify supporting

or counter-evidence in the literature.

Hypothesis 1. Pain-related fear is associated with

reduced lumbar flexion.

Our toolkit can identify whether a publication supports or contra-

dicts each correlational or causal argument in the hypotheses, based

on the publication’ abstract. From the full dataset of 64-cLBP publica-

tions (Table 1), our toolkit identified 10 papers that supported the

hypothesis and 2 papers that contradicted it. Knechtle et al.48 pro-

vides supporting evidence, by finding in their study a negative rela-

tionship between measures of pain-related fear and lumbar spine

flexion angles during lifting. The evidence in Matheve et al.49 which

our toolkit classified as contradicting, on the other hand, suggests a

more restrictive hypothesis. They show that lumbar motion is not pre-

dicted by general measures of pain-related fear but only by task-

specific ones.

Consistent with most AI research, the toolkit's hypothesis-testing

capability fluctuates depending on how the hypothesis and the

request are framed. In the case of our exploration, the toolkit is most

accurate when using the AI chaining technique and the following

request wording. First, the system requests GPT to identify the PICO

elements of the study based on the paper's abstract:

Here is an example of doing question answering,

given {abstract} the answer to {population} is {P},

following this example, given {new abstract} please

tell me {population}. Please try to be pretty succinct

and focused in your answer and include necessary num-

bers if you can. Keep your answers to up to 35 words.

Next, the system requests GPT to summarize the paper abstract

based on the PICO elements. We found that summaries generated via

explicitly identified PICO elements offer more accurate and complete

information about the study.

Here is an example summarizing core information from

context and PICO information. Given {PICO}, the summa-

rization sentence will be {summary example}, please

following the above example, given another set of PICO

information {PICO}, please summarize the core informa-

tion. Please be precise and coherent in writing a sum-

mary of all given information.

Finally, the system requests GPT to verify whether the study sup-

ports or contradicts the scientist's hypothesis. “{hypothesis}” repre-

sents the hypothesis wording the scientist provided, for example,

“Pain-related fear is associated with reduced lumbar flexion.”
Given the following statement, please analyze and

then categorize your response according to the existing

evidence or context. Your answer should strictly be one

of the following: ‘supports,’ ‘contradicts,’ ‘disregards
the context’ or ‘maintains a neutral stance.’ However, if

you can definitively choose, please refrain from choos-

ing ‘maintains a neutral stance’ unless it is absolutely

necessary due to lack of sufficient evidence or ambigu-

ity in the statement. Please, let's adhere to these

instructions strictly. Thank you.

Importantly, this series of requests happen automatically behind

the scene. When using the toolkit, scientists only need to provide the

PubMed IDs of the publications of their interest, and the toolkit will

automatically identify publications that include supporting and

counter-evidence.

3.2.3 | Assisting scientists in scrutinizing GPT's
synthesis of prior studies (Example 3)

AI systems are known to make unpredictable errors, and so are GPT-

based systems. It is therefore crucial that our toolkit's protocol is

explainable and results attestable for scientists.

Our toolkit uses the AI chaining technique, it, therefore, can allow

scientists to easily identify in which step the GPT model made an

error, preventing over-trust and misuse. As shown in the prompt

above, when our toolkit works to identify prior studies that support or

contradict an experimental hypothesis, it first identifies the PICO

model elements of these prior studies and then summarizes the study

findings with an eye on these PICO elements. For example, when pro-

cessing Buchthal and Rosenfalck,50 our toolkit can automatically

extract the following:

1. Patient population: 22 patients with nonspecific chronic

low back pain

2. Intervention: Trunk flexion-extension tasks performed

under three experimental conditions: innocuous

heat, noxious stimulation with low pain expectation,

and noxious stimulation with high pain expectation.

3. Comparator Intervention/control group: a group of 22 age-

and sex-matched participants without low back pain.

4. Outcome: Pain expectations modulate neuromuscular

responses in patients with chronic LBP more than in

controls. High pain expectations increase low back

extensor activity during full flexion. (22 patients

and 22 controls, F2,845317.5; p<0.001)

Based on the PICO elements, the toolkit further generates a short

summary of the paper. For the Buchthal and Rosenfalck paper, the
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GPT model generated the following summary containing several levels

of detail.

This study aimed to determine whether pain expecta-

tions could modulate neuromuscular responses to exper-

imental low back pain in patients with chronic LBP

compared with controls. The study utilized surface

electromyography and lumbopelvic kinematic variables

to observe muscle activation during trunk flexion-

extension tasks under three experimental conditions.

The outcome shows that high pain expectations increase

low back extensor activity during full flexion in

patients with chronic LBP more than in controls. This

suggests that repeated exposure to pain generates rigid

and less variable patterns of muscle activation in

patients with chronic LBP, which attenuate their

response to pain expectations. High levels of pain cat-

astrophizing are associated with higher lumbar muscle

activity in full flexion in patients with chronic LBP.

Provided with such a summary, one can more easily assess the

trustworthiness of each prior study along with contrary evidence

while refining one's working hypothesis. They can also easily identify

in which step the GPT model may have introduced an error.

3.2.4 | Summary of downstream applications
of LLMs

To summarize, our exploration shows that GPT-3 can be useful in

helping scientists analyze and distinguish LBP publications across psy-

chological and biomechanical literature. It is worth noting that given

the limited scale of this illustration, further work is necessary to con-

clude GPT-3 performance on this task. Nonetheless, the results are

sufficiently interesting and informative to encourage further

explorations.

3.3 | Upstream applications of large language
models: Envisioning, prototyping and evaluating
similarity graphs (SGs)

As noted above, the scientific literature dealing directly with LBP

spans several scientific and clinical domains and is expansive: between

2011 and 2020 it included 27 968 papers.2 We speculated it should

be feasible to employ capabilities of current LLMs, such as GPT-3, to

create representations (network projections) of such a large corpus

(nodes) that allows domain experts, focused on specific questions or

problems, to explore that landscape in novel ways possibly achieving

holistic, trans-disciplinary perspectives or insights that are currently

difficult, if not infeasible to achieve. At a higher resolution, we envi-

sioned that each node in the network projection would represent a

single paper, a meta-data document, a clinical report, or a use case-

specific body of text. However, a simple yet essential requirement

must be met to enable such representations to develop into reliable

assets for scientific information evaluation and retrieval. The relative

relationships among entities within representations (especially those

most familiar to domain experts) must resonate with corresponding

relationships within the domain expert's own conceptual model

of LBP.

Domain experts (researchers, clinicians, etc.) have conceptual

models wherein they organize knowledge within and surrounding

their own domains. Such conceptual models are slowly constructed

over time, culminating in expertise that is both tacit (embodied) and

explicitly expressible. AI and ML models that operate over human lan-

guages require similar representations. They include not only natural

languages but also programming languages like Python and any kind

of sequential, step-by-step procedure. The representation of those

languages is made consumable by large-scale computer algorithms

through embeddings. A sequential document, such as a research

paper, can be transformed into a vector in the embedding space, which

is a mathematical representation that allows for quantitative compari-

sons between documents.

An embedding can be generated in a variety of ways. In this work,

we use OpenAI's GPT Embeddings API. We extract the text (in full)

from the published PDF of each document. We convert it into a high

dimensional vector (1536 dimensions in this case, discussed in the

Supporting Information), which can then be compared to any other

vector with the same number of dimensions. The metric distance

between any two vectors provides a kind of similarity measure. Ide-

ally, similarities among vectors will map to, for example, semantic simi-

larities among documents. Technically, the resulting measure is called

“semantic” similarity. An agnostic approach to evaluating the technol-

ogy for various usage patterns requires us to focus on the protocol

without taking the semantic similarity metaphor too seriously. Metric

distance similarity is somewhat distinct from set-based overlap simi-

larities like Jaccard (Salvatore et al., 2020) but, viewed synoptically,

can serve similar purposes depending on the assistive technologies

used in the protocol.

3.3.1 | From embeddings to similarity graphs
(Example 4)

The graphs presented in this section de-emphasize intra-document

text content (data) and focus instead on inter-document semantic

content. The graphs organize data taken directly from a tokenizer-

encoder, which breaks down sequential natural language text into

tokens (e.g., word roots) and embeds the sequence into a vector space

defined by the AI. The encodings can then be used by components

like GPT-3 to further process the data, as done in our other Examples.

By contrast, this SG protocol compares the encodings further

upstream, relying less on the intelligence programmed into the AI

components. The tokenizer and encoder used, here, are structured

according to GPT-3 to take advantage of some of its programmed

intelligence. However, the protocol does not rely on inference from

GPT-3, which makes it more agnostic. It is a more blinded attempt at

obtaining a “Free Lunch.”38
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The following list identifies key tasks within our five-step proto-

col. Additional details and code used are provided in the Supporting

Information.

1. Extract UTF-8 text from each reference PDF in the target corpus.

2. Split each reference text into sequential blocks small enough for

the tokenizer-encoder.

3. Obtain a vector representation of each block.

4. Calculate a naïve centroid of the reference's blocks

5. Calculate the dot product between each pair of references (called

“cosine similarity”).

The vector space in which each reference's centroid is embedded

is structured such that the dot product in step 5 provides a result

between zero and one. These vector distances provide a measure of

similarity that can be analyzed and visualized in any number of ways.

Such similarity is a reduction of the high dimensional space into a

single dimension (similarity or pairwise distance). Other reduction

protocols that can be used. However, the analysis of any high-

dimensional representation requires a reduction that facilitates

conceptual understanding by domain experts. Visualization and pre-

sentation of such reductions is an active area of research beyond the

scope of this work. Reducing to the single similarity dimension and

rendering the result as a weighted, undirected graph meets the needs

of this early-stage exploratory study and face validation exercise. Con-

tinued protocol use will require accumulating validation evidence. For

example, we assume the gist of each reference (each corpus docu-

ment) is represented in the step 4 vector. However, because the cen-

troid is lossy, it will require future validation to ensure the gist of the

paper is adequately represented for domain expert assessment.

In an SG, nodes represent documents, and each node's edge rep-

resents a pairwise similarity value. Pairwise similarities from step 5 are

organized into a square edge list, like a correlation matrix, with every

document as a row and column. That list is imported into Gephi

(https://gephi.org/) and rendered as a network using ForceAtlas-2, a

layout algorithm. The simple SG example presented in Figure 5 served

as our first face validation test. It comprises the Schmid-19 references

(Table 1). Edge weights act somewhat like springs to bring similar

nodes together. Edge weights and node degree (the number of edges

associated with that node) are used by ForceAtlas-2 to determine the

relative locations of nodes within an SG; and nodes tend to cluster

together according to their edge weights and degree. We expect that

two references that are close together in embedding space may also

yield nodes close together in an SG. However, it is crucial to note that

such SG visualizations can be misleading. The layout algorithm is sto-

chastic, and each execution can render the graph in a somewhat

different way.

Within an SG, papers represented by more distant node pairs, for

example, 37c51 and 48c48 in Figure 5, are assumed to exhibit the least

semantic similarity. That assumption is supported by the locations of,

for example, 37c and 48c in two right columns in Figure 4. Papers

represented by more closely spaced node pairs, for example, 21c52

and 22c53 in Figure 5, are assumed to exhibit considerable semantic

similarity. That assertion is also supported by their co-location in the

biomechanics column in Figure 4.

To enable exploration of a larger SG, we expanded the corpus to

include the Schmid-64 references and were able to process and com-

pleted steps 1–5. A rendering of the resulting SG is presented in

Figure 6A. Next, the text of four of eight hypotheses that were gener-

ated by the authors to probe BSM domain crosstalk (provided in Sup-

porting Information), along with the text describing the six domains

(also provided in Supporting Information) were added to the Schmid

corpus. All eight hypotheses were included in the initial ForceAtlas-2

layout. However, hypotheses 1, 3, 4, and 7 exhibited only weak simi-

larities to the remaining corpus and were located considerable dis-

tances from the SG centroid. For clarity, they were eliminated (for

completeness, their locations relative to the corpus are illustrated).

The resulting SG is presented in Figure 6B.

We expect the median edge weight of a large corpus selected

randomly from the broad biomedical literature to be approximately

0.5. Because all references cited in Schmid et al. are relevant to the

authors' take-home messages, the edge weights in Figure 6B are

biased toward larger values. To visualize SG structural details more

easily, the graph was regenerated after omitting edge weights <0.85

(Figure 6C). We evaluated several edge weight cut-offs before

selecting 0.85.

SG utility—there is no free lunch: Validation and falsification chal-

lenges arise immediately from the visualization. Are references 46,49

47(54 48,48 and 4955) actually central to the Schmid et al. content?

Are the two apparent clusters reflective of the crosstalk explicitly

F IGURE 5 A Gephi generated a similarity graph for the Schmid-
19 references. Line widths and their color (light blue (small, near 0)-to-
dark red (large, close to 1.0) indicate the weight of each pairwise
similarity. Node numbers = Schmid reference number; “c” indicates
that the paper's single vector is a naïve centroid.
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F IGURE 6 Similarity graph visualizations comprising Schmid-64 references. Green nodes beginning with “h” are hypothesis statements. And blue
nodes beginning with “d” are domain statements (see Appendix 2). (A) Shown is a graph product of Gephi's ForceAtlas-2 layout algorithm. Node
number = Schmid reference number; “c” indicates that the reference's single vector is a naïve centroid of reference text blocks. For visual clarity, variable
line widths and colors used in Figure 5 are omitted. (B) The text of four of eight hypotheses (numbered green nodes; Appendix 2) and six domains (blue
nodes) were added to the Schmid corpus visualization in (A) resulting in this layout. Because hypotheses 1, 3, 4, and 7 were located considerable distances
from the SG centroid in the initial rendering, they are excluded from this rendering. Nevertheless, their locations relative to the corpus are illustrated.
(C) To visualize structural details within (B) more easily, the graph was regenerated after omitting edge weights <0.85. References are segregated into two
regions separated by several references that are centrally located. References shaded pink: Meier is a coauthor of those references; nodes shaded yellow:
Hodges is a coauthor. (D) On inspection, the three isolated references and localized groupings suggest subsets of references that may have similarities
much greater than the average for the graph in (A). The nine highlighted subsets are discussed in text. (E). The four GPT-3.5 classifications in Figure 4 are
identified: green: psychology, blue: biomechanics; purple: psychology and biomechanics; and orange: neither psychology nor biomechanics.
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targeted by Schmid et al.? And so forth. To help test the rendered

graph against a domain-based conceptual model, two coauthors (jcl,

jfb) manually classified each reference into expressions of the six

domains described in References [43]. Domains one and two

(Psychological and Biomechanical) were explicitly targeted for the

analysis of crosstalk in Schmid et al. and the apparent clustering in the

graph seems to match with the manual clustering reasonably well. It is

important to avoid conflating the visualizations and layouts in

Figure 6 with the actual graph, which can be analyzed with various

algorithms. To challenge the above protocol, we manually character-

ized the primary topic of each citation and mapped that to various

visualizations of the graph.

The rendering illustrated in Figure 6D is a mixed-face validation

result. Ideally, the purpose behind an unsupervised protocol is to

impute as little structure as possible and allow the protocol to pull

structure from the data (and only from the data). However, any proto-

col carries with it some implicit model of the frame and context in

which it was developed. For example, naïve centroids from protocol

step 4 were embedded into a GPT model of language trained from a

wide array of data. Were we to obtain embedding vectors from

a model fine-tuned on a more specific corpus like scientific literature

(such as all peer-reviewed LBP papers published since 2000), the clus-

tering we see at the output may be completely different. Or, for

another example, were we to use a less agnostic PDF to UTF-8 con-

version, perhaps one that recognized paper structure like Abstract,

Introduction, Keywords, and so forth, and cleaned our raw data to

form more coherent text as is done in the KG protocol, the clustering

might be considerably different. Ultimately, our target for projects like

this is not singular protocols, but a constellation of protocol compo-

nents that can be assembled and analyzed to provide parallax on the

data in the spirit of multiverse analysis.56

The above discussion of validation makes clear there is no Free

Lunch. While Examples 1–3 and 5–7 involve judicious protocol struc-

turing targeting user-oriented objectives, this Example runs a blind

computation and places the burden of finding utility on the back end,

the downstream product. While all three example protocols are data-

driven, a distinction can be made between them of where, in the flow

of data, intelligence can be either imputed or inferred.

3.3.2 | Upstream application alternatives

There are alternative usage patterns for full-text embeddings. It is

possible to use the embedding vectors for large sets of full-text docu-

ments as the back end for an array of front-end usages. The graphs

shown in this section are a type of classification based on a dimension

reduction from 1536 to 1. Reductions to 2, 3, or even 5 dimensions

are possible using more sophisticated classification protocols

(e.g., using t-distributed stochastic neighbor—embedding).

A factual question-and-answer front end could be developed

using cosine similarity to search for the most relevant vectors and

then use the text associated with that subset as a prompt for the

LLM. Given the size of full-text documents and the number of

citations required at scale, for exploring crosstalk within and between

corpora, a vector database would replace the simple file and CSV-

related components used here.

González-Márquez et al.57 use embeddings representing abstracts

of all 21 million English language abstracts contained in the PubMed

database to create 2D “landscape” maps of the biomedical literature.

They demonstrate an alternative reduction from high dimensional

encodings to a 2D space via t-SNE. Their atlas provides two useful

contrasts to our SG protocol in (1) construction and frequency of

updating, and (2) their 2D space. Considering the former, although the

protocol for constructing the atlas may be relatively automatic, it

might be best used as an infrequently updated map or “world view”
wherein a researcher might locate various concepts, domains, inter-

domain “distances,” silos, and so forth. On the other hand, our SGs

are intended to be generated and re-generated, at will, using different

corpora, perhaps eventually being continuously updated as one “drops
in” new, revised, or different documents. Considering the latter, the

SG protocol does not construct a 2D space, per se. It generates a

graph. The graphs we present are the result of stochastic executions

of a layout algorithm that depends solely on the properties of the

underlying graph (edge weight and vertex degree). It looks like a space

because of the layout algorithm. However, unlike the landscape maps,

the graph product of this protocol can be visualized in any number

of ways.

The papers comprising the corpora (Figure 6) were tokenized and

encoded using OpenAI's cl100k_base. Tokenization, in general,

involves extracting things like word stems, prefixes, suffixes, punctua-

tion, and so forth. LLMs like GPT inductively infer token relatedness

from the statistics of token coincidence. This implies that some poly-

semy and synonymy could be missed when comparing strings of text.

One technique for increasing the probability of successfully parsing

alternative phrasing for a given concept is to prompt GPT with alter-

nate phrasings of a given prompt, analogous to the parsings described

above (Section 3.2). A concrete example of providing algorithmic per-

mutations is provided by the Stanford Core NLP Coreference Resolu-

tion library.58 By mapping substrings of text together, registering

them as references to the same entity, and reconstructing multiple

phrases with all the alternate substrings, coreference resolution can

help the reasoner (in this case GPT) better recognize and generate

polysemous and synonymous terms. However, as we address herein

with the other protocols, judicious preparation of the input data

imputes structure that may bias results.

3.3.3 | Summary of SG protocol

In summary, the execution of the SG protocol over the Schmid-19,

Schmid-65, and other data sets (see Supporting Information) clearly

shows that while the technique is partially validated, there will be

uncertainty in the result. Because it is automated, simple, and inex-

pensive to execute, the protocol seems useful for early-phase explora-

tion of an unfamiliar corpus. However after the initial exposure to the

results, more algorithm components should be appended to build
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confidence. This additional requirement, which has not been

addressed in the presented explorations, emphasizes the composabil-

ity and modularity of the components used in the Examples we

discuss.

3.4 | Knowledge graphs

KGs provide a complementary and flexible method for organizing and

representing knowledge. In this section, we demonstrate the utility of

a knowledge graph to provide context and semantic information

about AI-assisted results. KGs were generated by processing and

annotating the six domains and the Schmid-64 PDFs. We converted

each PDF to UTF-8 text using mutool. Raw UTF-8 text was tokenized

into sentences that were then evaluated using GPT-3 to identify inva-

lid and valid sentences. Invalid sentences were discarded. All valid

sentences were then annotated for the presence of terms defined in

the ontology via the bioportal annotation API (https://bioportal.

bioontology.org/). The resulting information was loaded into Neo4j.

Additional information is provided in Supporting Information.

3.4.1 | Interpreting similarity graphs (Example 5)

To illustrate KG-assisted interpretation options from Example

4, assume we are interested in plausible explanations for similarity dif-

ferences between the apparent clusters in Figure 6. We selected three

references: 31 (group 3 in Figure 6D), 41 (group 5), and 49 (group 7).

Based on the Figure 6 SGs and examination of the papers, we con-

cluded there is little overlap of papers' 31 and 41 content, whereas

there is evident overlap of papers' 41 and 49 content. These results

can be verified in the KGs of these three papers by querying for

shared relations (Figure 7). For this illustrative example, we utilized

the medical subject headings (MESH) Ontology which is used for

indexing articles on PubMed.

3.4.2 | Interpreting LLM-assisted literature
classification (Example 6)

To illustrate KG-assisted interpretation options, we focus on the four-

category document classification described in Section 3.2. GPT-3 clas-

sified references 21 and 26 under the biomechanics category

(Figure 4), whereas the experts classified them under the psychology

and biomechanics category. Assume we would like to augment GPT

prompts to future improve agreement between expert and GPT classi-

fications. What might have accounted for that disagreement?

Fear of movement is an important LBP-associated phenomenon

mentioned or discussed in a majority of the Schmid-19 corpus. Exami-

nation of the ontology reveals that the fear concept is nested under

Behavior and Behavior Systems. While the MESH ontology has over

300 000 terms, we can visualize subclasses of Behavior and Behavior

Systems (Figure 8).

Focusing on the Behavior and Behavior Systems subclass, we

queried the knowledge graph to retrieve entities identified in papers

21 and 26. For a comparison, we ran the same query on two

F IGURE 7 Illustrative example of interpreting similarity graphs through shared relations in a knowledge graph. Shown are relations shared
between Schmid references 41103 and 4948 (A) and between 3198 and 41103 (B).
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papers—5 and 62—classified under the biomechanics category by

experts and GPT. KG results are presented in Figure 9. We see that

both 21 and 26 discuss fear directly. Furthermore, paper 26 address

biomechanics (e.g., walking and motor activity) from a Behavior Sys-

tems perspective. A plausible hypothesis is that the AI system did

not capture the semantics of biomechanics as a consequence of

behavior. Moving forward, one could capture those semantics by

infusing knowledge in a shallow to deep manner during orAI model

fine-tuning.

3.4.3 | KG-assisted identification of studies that
bridge multiple LBP domains (Example 7)

KGs can help identify prior studies that bridge multiple domains. For

this example, we measured the similarity between the six domains

listed in Section 3.1 and the Schmid-64 corpus. The similarity between

domains and papers was computed using Szymkiewicz–Simpson coef-

ficient (also known as the overlap coefficient). The overlap coefficient

measures the similarity between nodes based on the nodes that are

F IGURE 8 A graph showing a subset of the MESH ontology for Behavior and Behavior Systems.
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shared. For this example, we annotated entities using both the MESH

and NCIT ontologies to form the network of shared nodes. A higher num-

ber of shared annotations between a domain and a paper will result in a

higher overlap coefficient. Similar to prior examples, the results of this

algorithm can be visualized as an SG. The graph presented in Figure 10 is

the result of this example. One can infer from the graph that papers near

the center or between a mix of domains are papers addressing multiple

domains. Such information may be critical at scale where the volume of

literature across domains outpaces our ability to synthesize.

3.4.4 | Summary of applications of KGs

We have demonstrated three applications of KGs for bridging chronic

pain knowledge across domains. These applications show the utility of

KGs to explain and interpret AI-assisted results as well as assist in the

generation of new knowledge. As these approaches are adopted at

scale, KG-driven tools provide valuable insights into crosstalk which

could increase the impact of new hypotheses and lead to a greater

chance of scientific discovery. With minimal configuration and

resources, KG technology can support hypothesis creation and provide

semantically meaningful explanations to other more opaque AI systems.

We explored a subset of possible KG applications to demonstrate the

utility of KGs. Additional example use cases for KG technology include

F IGURE 9 Query results for Behavior
and Behavior System entities identified
within the incorrectly classified Schmid
references (2152 and 2659). References
582 and 62114 were correctly identified
and are added for comparison.

F IGURE 10 Similarity graph visualization of the Schmid-64
corpus shown in spring force layout. The relationship between
references and domains is calculated from the KG overlap coefficient
using neighbors in common between references as identified by the
NCIT and MESH ontologies.
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linkage prediction which can directly hypothesize relations in the knowl-

edge graph and the generation of embeddings that capture the heterog-

enous knowledge stored in a KG for downstream ML.

There are significant limitations and resource considerations for

deployment, maintenance, and utilization of KGs in bridging LBP

domains. Biomedical research communities maintain a number of

robust ontologies. Bioportal currently reports over 1000 ontologies

that define over 15 million classes. While such ontology abundance

encouraging, we must consider the resources required to maintain,

extend, and update them. While progress is ongoing to automate

ontology and KG creation, the modeling of unstructured data as a KG

remains an open research question.

4 | DISCUSSION

Our goal was to concretely demonstrate several ways that LLMs, KGs,

and SGs can be used now to advance research and treatment proto-

cols in the context of LBP. A secondary goal was to provide enough

detail such that the reader gets an idea of whether or how similar, the

exchangeable components described above might be assembled into

one's own context-dependent search, exploration, and analysis proto-

cols. A fulcrum for these goals was to place those protocols on a spec-

trum of computer assistance, from nearly unassisted methods like

participatory modeling to protocols with significant computation dele-

gated to AI/ML algorithms. The spectrum invites the reader to be

skeptical about what can and cannot be delegated to algorithms. That

skepticism is well articulated by the No Free Lunch theorem (and

so-called “no-go” conundrums, in general).38 LBP domain crosstalk

presents a poignant case that is sufficiently challenging to put the

credibility of assistive technology at risk. Yet the need for crosstalk in

a complex meta-domain like LBP provides an opportunity to develop

and challenge protocols composed with significant assistive compo-

nents like LLMs and KGs. The spectrum also highlights the categorical

difference between pre-clinical and clinical protocols, where the latter

are subject to extensive validation and regulatory approval. Clinical

practice cannot be delegated to algorithms and any automatic proto-

col must be an explainable and well-understood tool for use and syn-

thesis by a clinician.

Each of the above protocols shows limited yet promising utility in

addressing crosstalk within a BSM approach to LBP. In Examples 1–3,

we used the Schmid corpus as a backdrop for applications of OpenAI's

GPT-3.5 to three crosstalk-related search, exploration, and analysis

protocols. In using relatively upstream SGs to explore the corpus

(Example 4), some similarities manually identified among the papers

were not reflected by the graph layout, despite observing renderings

that validate the method. This mixed result indicates that while deep

and impactive dissimilarities may show clearly enough for exploration

without manually reading every paper, any patterns observed, qualita-

tively or quantitatively, will need to be buttressed with some form of

face validation, however limited. In the KG construction and analysis

protocol (Examples 5–6), we see how KGs can help inform and inter-

pret crosstalk computational results in addition to providing an

independent technology for knowledge generation (Example 7).

Despite the limited success of these exercises, the protocols demon-

strate that the components are reliable and easy enough to integrate,

and merit further study from additional LBP perspectives. We believe

the utility of resulting protocols will outweigh the costs of assembly,

testing, and customization.

Implicit in LBP research is the development of hypotheses—if-

then statements that ideally have a mechanistic basis and are meant

to bring into focus how LBP phenomena may be generated. Conven-

tional hypothesis generation is a highly sophisticated cognitive pro-

cess where an investigator relies on deductive reasoning, technical

skill, and imagination. Deductive reasoning includes inferences based

on facts or premises, and where the latter are often arrived at through

induction, known to the researcher. This poses a fundamental

dilemma in LBP. Given the multidisciplinary nature of current research

and treatment strategies60,61 few, if any, of the scientists are experts

in all LBP domains (and cannot remain current of all new discoveries

and their relevance). Using protocols, like those described, to

place hypotheses in context within the broader, rapidly growing litera-

ture helps tease new information from affiliated research, the signifi-

cance of which may have been unknown to the investigator. The

examples of protocol composition provide hints at how one might

bridge from research hypotheses and domains to clinical decision-

making, where a patient holistically presents a variety of aspects to

the clinician. From the presented aspects the clinician interactively

walks a sophisticated course of multi-domain “hypotheses,” a com-

posite of if-then diagnostic forks, to arrive at interventions most likely

to help that patient.

The above three protocols compose inductive and deductive rea-

soning to demonstrate multi-domain literature and hypothesis explo-

ration and analysis. A limitation of using language models to infer

meaning from the published literature during research is that research

is intrinsically complicated. Furthermore, papers are often not written

to maximize clarity. Typical papers are jammed full of experimental

data, and yet the underlying logic of the paper, including its hypothe-

ses and reasoning about them, is frequently left unstated.62 Similarly,

even if a topic, or domain description43 is provided, the wording,

vocabulary, and implicit conceptual model may not match well with

either published literature or practitioners' conceptual models or

behavior in the research or during clinical protocols. There is also a

reporting bias, as negative results, and failed replications often remain

unknown to those outside that silo. This reality can distort the litera-

ture by maintaining prevailing theories that are solely based on “posi-
tive” results.4,63 These challenges may be reduced incrementally in

the future as NIH recently published a Data Management and Sharing

requirement that promotes sharing and broad accessibility to research

data for reuse and external validation.

These above protocols are somewhat different compositions of

the same core components and are intended to only represent exam-

ples of how such components might be used. More complete assess-

ments of utility and cost will require literature reviews and larger

samples from the space of possible protocols. With that in mind, the

applications of these protocols and tools can be understood from dual
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aspects. For a given corpus, is there one or more threads that connect

knowledge in one domain to knowledge in another? In a fine-grained

search, an example of this would be KG link prediction (e.g., as in Ref-

erence [64]). In a coarse-grained search, this would amount to an

assessment of component connectivity. Dually, given a conjecture

that an explanatory relationship exists between two domains, does

the underlying corpus support or contradict the conjecture? If there is

no supportive or contradicting relationship in the graph, then either

the corpus is inadequate, or the conjecture might be a topic for future

research.

Perhaps more than any other chronic medical condition, advances

in LBP management have suffered from communication, language, and

knowledge gaps between patients, providers, researchers (and those

that support them), payers, the medical device industry, and healthcare

systems. Adding to the confusion is the easy access to abundant infor-

mation via the internet, information that is largely uncurated and unvali-

dated. The protocol ideas presented herein have the potential to help

organize and identify key patient-centered threads of evidence-based

knowledge in ways that span the continuum of research, clinical care,

and population health. The complexity and resilience of chronic LBP

illustrate the difficult challenges of unifying a multidisciplinary frame-

work for improving mechanistic understanding of individual trajectories.

In this regard, the protocols and tools presented may prove to be valu-

able if they successfully nudge investigators to develop more compre-

hensive hypotheses by expanding awareness of intra- and trans-domain

linkages, particularly when attempting to link clinical information with

data from pre-clinical research. Ultimately, those efforts may provide

the means to optimize identification, validation, and deployment of new

preventative and therapeutic strategies.
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