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ABSTRACT

Type III CRISPR-Cas systems have a unique mode of
interference, involving crRNA-guided recognition of
nascent RNA and leading to DNA and RNA degrada-
tion. How type III systems acquire new CRISPR spac-
ers is currently not well understood. Here, we charac-
terize CRISPR spacer uptake by a type III-A system
within its native host, Streptococcus thermophilus.
Adaptation by the type II-A system in the same host
provided a basis for comparison. Cas1 and Cas2 pro-
teins were critical for type III adaptation but deletion
of genes responsible for crRNA biogenesis or inter-
ference did not detectably change spacer uptake pat-
terns, except those related to host counter-selection.
Unlike the type II-A system, type III spacers are ac-
quired in a PAM- and orientation-independent man-
ner. Interestingly, certain regions of plasmids and the
host genome were particularly well-sampled during
type III-A, but not type II-A, spacer uptake. These re-
gions included the single-stranded origins of rolling-
circle replicating plasmids, rRNA and tRNA encoding
gene clusters, promoter regions of expressed genes
and 5′ UTR regions involved in transcription atten-
uation. These features share the potential to form
DNA secondary structures, suggesting a preferred
substrate for type III adaptation. Lastly, the type III-A
system adapted to and protected host cells from lytic
phage infection.

GRAPHICAL ABSTRACT

INTRODUCTION

CRISPR-Cas systems are diverse, adaptive and heritable
immune systems that protect many bacteria and archaea
against potentially harmful viruses, plasmids and other
invasive mobile genetic elements (1–5). CRISPR-Cas im-
mune memories are short fragments of DNA that match
sequences within a target mobile genetic element. These
DNA fragments (termed spacers) are stored in the repeat
array that gave CRISPR its name: Clustered Regularly
Interspaced Short Palindromic Repeats. New spacers are
acquired through adaptation, a process during which a
short fragment of foreign DNA (the protospacer) is cap-
tured and integrated into the CRISPR locus (6–8). The
CRISPR array is transcribed and the resulting RNA is pro-
cessed to generate a pool of individual CRISPR RNAs (cr-
RNAs) that each have the potential to direct Cas effector
nucleases to destroy complementary nucleic acids (2,9–12).
Efficient destruction of the target nucleic acids (termed in-
terference) often requires a short activating sequence imme-
diately adjacent to the protospacer (PAM or protospacer
adjacent motif) (13). Successful interference can protect a
cell from phage infection or block plasmid uptake.

Of the six broad types of CRISPR-Cas systems identified
(I-VI), types I, II and V systems recognize and destroy inva-
sive DNAs, while type VI systems target RNA (5,10). Type
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III systems are unique in that they recognize and destroy
target RNA and are also capable of degrading the associ-
ated transcriptionally active DNA (Supplementary Figure
S1) (3,4,14–22).

Progress has been made in understanding the molecular
mechanisms governing the ability of CRISPR-Cas systems
to recognize, excise, process and accurately integrate spac-
ers into CRISPR arrays. Much of the work to date has fo-
cused on how type I and II (DNA targeting) systems oper-
ate. Available evidence indicates a key and universal role for
Cas1-Cas2 integrase complexes in capturing spacer DNA
and catalyzing their integration at CRISPR loci (23–28).
Spacer integration almost always occurs at one end of the
array, at the repeat adjacent to an element called the leader.
The leader contains the promoter necessary for crRNA ex-
pression (29,30), and in type I and type II systems, it was
also shown to harbor sequences that are critical for directing
spacer integration to the leader-proximal repeats (23,24,31–
34). These key leader sequences have been shown to func-
tion either by providing recognition sites for direct binding
of Cas1-Cas2 complexes (23,31,34) or for binding of non-
Cas factors (such as integration host factor [IHF] for type
I-E and I-F systems) that are needed to recruit Cas1-Cas2
complexes to the leader-proximal CRISPR repeat (35,36).
The polarized addition of new spacers at the leader end of
the CRISPR array can generate a chronological record of
past invasions (37).

Biochemical and structural studies have revealed that
spacer DNA integration proceeds via a two-step transester-
ification reaction whereby the 3′ hydroxyl groups of the in-
coming spacer DNA each attack the terminal nucleotides
of the CRISPR repeat element, followed by host cell repair
of the gapped DNA intermediates (38,39). While all investi-
gated systems were found to rely on Cas1 and Cas2, the var-
ious steps of spacer generation and integration have been
shown to require additional Cas (e.g. Cas4, Cas9, Csn2)
(26,27,40) and non-Cas factors (e.g. IHF, RecBCD, DNA
polymerase) (35,36,41,42) in different systems and in dif-
ferent organisms. Indeed, in some systems but not oth-
ers, efficient spacer acquisition by the adaptation machin-
ery (including Cas1, Cas2 and any additional adaptation
factors) depends upon the presence of the effector crRNP
(crRNA-guided Cas protein complex) interference machin-
ery (26,27,43,44).

We are beginning to gain insights into mechanisms di-
recting adaptation by type III systems. Type III systems are
among the most abundant and widespread CRISPR sys-
tems (second only to type I systems) and occur in both bac-
teria and archaea (5). Type III systems have been classi-
fied into six distinct subtypes (type III-A to III-F) based on
the properties of the interference proteins including Cas10,
the signature protein of type III systems, and other features
(5). Interestingly, one distinguishing feature among differ-
ent type III systems is the presence or absence of associated
cas1 and cas2 genes. Most type III-A systems include cas1,
cas2, and the crRNA processing gene cas6 within the lo-
cus. In contrast, a majority of other type III systems (III-
B, C, D, E and F) lack these genes and so are predicted
to be unable to independently adapt (5,45). Instead, it ap-
pears that these type III subtypes depend on spacers from
other systems since they co-occur with type I systems and

use their processed crRNAs (46,47). This finding supports
a model wherein most type III systems serve as ‘back-up’
interference modules that enhance the capabilities of exist-
ing CRISPR loci by adding the ability to target invaders
at the RNA level and to resist phage escape (46,47). A no-
table exception to this trend is the rare reverse-transcriptase
(RT)-Cas1 fusion proteins that enable some type III systems
to adapt independently of other systems (48–50). While all
other reported systems can only capture DNA as CRISPR
spacers, the type III systems with RT activity can use both
RNA and DNA as the substrate, and adaptation against
RNA is dependent on the RT (48–50). Work to understand
how adaptation of type III systems lacking RT domains has
just begun. A type III-A system from Thermus thermophilus
was recently shown to be active against a phage, with new
spacers primarily arising from a region of the phage pre-
dicted to harbor genes that are expressed early in infection
(51). Further work is necessary to better understand how
type III-A systems recognize and integrate spacer sequences
into their affiliated CRISPR arrays.

Since interference in type III systems differs from that of
type I and II systems in several key ways, adaptation could
likewise be expected to have unique attributes. For exam-
ple, DNA targeting systems require a short (2–5 bp) PAM
(protospacer adjacent motif) for efficient interference, and
the PAM must be located on the correct side of the proto-
spacer with respect to crRNA binding. PAMs play a key
role in self- vs. non-self-recognition since the target proto-
spacer, but not the spacer within the CRISPR array, con-
tains a PAM (13,52). During adaption, protospacers with
an adjacent PAM are strongly preferred and new spacers
are integrated into the array in the functional orientation
(Supplementary Figure S1) (7,45,53). In contrast, type III
systems do not require a PAM for interference (54), and it
is unclear whether any sequence motifs guide adaptation.
Regarding spacer orientation, since type III crRNAs bind
transcribed RNA (3,17), newly acquired spacers must be
integrated in one of two possible orientations if they are
to give rise to functional crRNAs that will be complemen-
tary to the transcribed RNA (Supplementary Figure S1).
Analyses of native type III-A CRISPR arrays reveal a ma-
jor bias for spacers inserted in the functional orientation
relative to their viral or plasmid RNA targets (55). How-
ever, it is not yet known whether type III-A systems utilize a
novel (PAM-independent) mechanism to ensure capture of
spacers in a particular orientation or whether, as early work
suggests (51), spacers are initially acquired in both orienta-
tions and downstream processes ultimately preserve spac-
ers that impart a selective advantage to the organism and
purge those that either do not confer immunity or induce
autoimmunity and host cell death. It is also unclear if the
Cas1 and Cas2 proteins are sufficient for executing adap-
tation in type III systems or if (as with other type I and
II systems (26,27,43,44)) the interference components in-
cluding crRNA, Csm1-6 proteins are needed as well. Given
that type III systems ultimately recognize target RNAs from
expressed genes, an important question is whether mecha-
nisms governing spacer choice have evolved to enhance the
probability of capturing spacers from transcribed DNA and
whether there is a bias of these spacers being derived from
mobile genetic elements versus the host genome.
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In this study, we demonstrate that the native type III-
A system of Streptococcus thermophilus JIM 8232 strain is
active for adaptation against plasmid and phage invaders.
We demonstrate that the type III-A adaptation machinery,
composed of Cas1 and Cas2, is required to integrate a rel-
atively broad size range of new spacers into CRISPR loci
in a PAM- and orientation-independent fashion. Interest-
ingly, our findings reveal that the type III adaption machin-
ery preferentially acquires spacers from DNA predicted to
form hairpins and other DNA secondary structures. We dis-
cuss how these observed unique type III spacer selection
properties may have evolved to enrich for CRISPR capture
of DNA fragments from the expressed genes of mobile ge-
netic elements, capable of being recognized by the acquired
crRNAs of RNA-targeting type III-A systems.

MATERIALS AND METHODS

Strain and plasmid manipulation

The JIM8232 strain of Streptococcus thermophilus (Sth)
(WT) was kindly provided by Pierre Renault (AgroParis-
Tech, France). Sth DGCC7710 and phage 2972 were kindly
provided by Sylvain Moineau (Laval University, Canada).
Sth strains were inoculated in M17 medium supplemented
with 0.5% lactose (LM17) (Oxoid or HiMedia), and the
cultures were incubated at 37◦C overnight, or at 42◦C
during the day. Escherichia coli Top10 was used for plas-
mid construction and maintenance. E. coli Stellar (dcm-
/dam-) was used to generate unmethylated plasmids for
the target interference assay. pWAR, pTRK882, pNT1 and
pNZ123, pIB184, pG + Off, and pRSNPed plasmids were
kindly provided by Michael Federle (University of Illinois,
USA), Todd Klaenhammer (North Carolina State Univer-
sity, USA), Sylvain Moineau (Laval University, Canada),
Indranil Biswas (University of Kansas Medical Center,
USA), Marie-Frédérique Lartigue (University of Tours,
France) and John Renye (United States Department of
Agriculture, Agricultural Research Service, Temple Univer-
sity, UDSA). M13mp18 single-stranded DNA (ssM13) and
M13mp18 RF DNA (dsM13) were purchased from New
England BioLabs. Chloramphenicol was supplemented at 2
�g/ml in LM17 liquid broth and at 5 �g/ml in LM17 plates
(with 1% agar) for Sth; erythromycin and kanamycin were
supplemented at 15 and 150 �g/ml for Sth, respectively.

The construction of Sth mutant and cas deletion strains
was achieved by an established natural transformation pro-
cedure (56). The primers used for PCR amplification of the
recombination templates are listed in Supplementary Table
S1. To construct the type II introduced strain, a fragment
containing the type II leader and four repeat-spacer units
of the array from the DGCC7710 strain was transplanted
into JIM8232 at the PTS locus (26).

Target interference assay

Sth strains were inoculated in 5 ml of LM17, and the cul-
tures were incubated at 37◦C overnight. About 100 ml of
fresh LM17 was inoculated with 1 mL of an overnight cul-
ture, and incubated at 42◦C until an OD600 value of 0.5 was
reached. The culture was then placed on ice for 15 min and

then centrifuged for 10 min at 5000 RCF at 4◦C. The super-
natant was decanted and the pellet was resuspended in 2 ml
ice-cold wash solution (10% glycerol + 0.4 M sorbitol). The
resuspended cells were washed three times by centrifugation
for 1 min at 15 000 RPM at 4◦C, followed by resuspension in
the wash solution. After the final wash, the electroporation-
competent cells were resuspended in 500 �l wash solution
and aliquoted. About 1 �g of unmethylated target or con-
trol plasmid DNA (generated in the E. coli Stellar strain)
was mixed with 40 �l of electrocompetent cells, and electro-
poration was achieved using a Gene Pulser (BioRad) at 25
�F, 200 � and 1.8 KV. The transformants were incubated in
1 ml of recuperation solution (LM17 + 0.4 M sorbitol + 20
mM MgCl2 + 2 mM CaCl2) for 2 h at 42◦C and then plated
on to an LM17 plate (1% agar) with the appropriate antibi-
otic.

Adaptation assay

The plasmids were introduced into the Sth cells by an es-
tablished natural transformation procedure (56). Twenty to
thirty colonies of the transformed Sth strains were inoc-
ulated into 10 ml of LM17 with appropriate antibiotics,
and the cultures were incubated at 37◦C overnight. Total
DNA of the overnight cultures was extracted by Quick-
DNA Fungal/Bacterial Miniprep kit (Zymo Research).

To monitor adaptation, the leader-proximal end of the
CRISPR array was amplified by CAPTURE PCR (57)
or multiple-round PCR from agarose gel extracted DNAs
(Figure 1B). PCR primers are listed in Supplementary Table
S1. For type III array amplicon and the introduced type II
array amplicon, the forward primer targeted the leader and
the reverse primer targeted the first leader-adjacent existing
spacer. For the native type II array, we also amplified from
the leader to the second leader-adjacent existing spacer. Ex-
panded amplicons from first round PCRs were separated
from unexpanded products by agarose gel electrophoresis,
bands of the correct size were cut, and DNAs were isolated
by a gel recovery kit (Zymo Research). When expanded am-
plicons were too faint to visualize, the region of a gel lane
corresponding to amplicons in the expanded size range was
cut. Illumina high-throughput sequencing (HTS) overhangs
and Illumina HTS index barcodes were added to the ex-
panded array amplicons by PCR. Purified PCR products
were ranked by PCR intensity and then pooled, concen-
trated by ethanol precipitation, quantified and diluted to a
suitable concentration for Illumina platform sequencing.

Array libraries were sequenced on an Illumina MiSeq, set
to yield 250 by 50 paired end reads; the 250 base read 1
sequences were used in this study. After sequencing, sam-
ples were de-multiplexed by index, and the sequence corre-
sponding to a new (expanded) spacer was extracted from
each read. New spacers were aligned to reference sequences
(bacterial chromosome and appropriate plasmids) using
Bowtie (58) to identify the protospacer sequence. Proto-
spacer sequences were then characterized with respect to
length, PAM, and position on the genome or plasmid. To
detect PAMs, unique protospacer adjacent upstream and
downstream sequences were extracted using bedtools (59)
and a consensus sequence logo was made using weblogo
(60).
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Figure 1. Adaptation by type III-A and type II-A CRISPR-Cas systems. (A) The schematic of CRISPR-Cas systems of Sth JIM8232. The cas genes
are represented by colored arrows, ‘L’ indicates the leader sequences in green, and the repeats of the CRISPR array are shown in black. (B) Schematic
showing steps in the adaptation assay. After isolation of genomic DNA, PCR is used to amplify the leader-adjacent end of the CRISPR array. Expanded
PCR products (Ex) contain a new leader-adjacent repeat-spacer unit and so are approximately 70 bp longer; unexpanded PCR products (Un) reflect the
original, WT CRISPR array. (C) Length distribution of the new spacers acquired into the type II-A system (cyan) and the type III-A system (peach).
(D) Analysis of protospacer adjacent sequences (PFS). Sequences upstream and downstream from aligned new spacers were extracted and used to create
weblogos to visualize sequence motifs. (E) Proportion of new spacers that aligned to the plasmid (blue) and genome (green). Pooled data of at least three
independent experiments are presented in (C–E).

RNA-seq assay

To evaluate RNA expression patterns, RNA sequencing
was done on cultures grown to either exponential or station-
ary phase. Briefly, cultures were pelleted and decanted, then
frozen at -80◦C. Pellets were thawed and resuspended di-
rectly in lysis buffer, and RNA was isolated using the Power-
Biofilm RNA Isolation kit (Qiagen). Stranded, total RNA
libraries (without rRNA or tRNA depletion) were prepared
using the Illumina TruSeq kit and were sequenced on an Il-

lumina NextSeq instrument, generating paired 2 by 150 bp
reads. Reads were demultiplexed by index, adapter trimmed
and aligned to the appropriate reference sequences (bacte-
rial chromosome, plasmid) by bowtie2 (61).

RNA-seq read and protospacer density analysis

For both the adaptation and RNAseq assays, alignment
outputs were processed (59,62) and custom genome browser
tracks were generated using tools available from the Uni-
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versity of California Santa Cruz Genome Browser (https:
//genome.ucsc.edu). Tracks for both ‘total’ and ‘unique’
protospacer density were created; for the total tracks, all
reads supporting a particular protospacer are counted. For
unique tracks, all reads corresponding to a given proto-
spacer that is unique with respect to alignment coordinates
and strand were collapsed to a single count. We noted that
the distribution of protospacers across the genome was not
even, so regions with significant protospacer enrichment
were identified using the findPeaks software in the HOMER
analysis package (63). For spacers that aligned within the
boundaries of annotated protein-coding genes, we deter-
mined the percent that matched the coding versus template
strand of those annotated genes using a custom python
script.

To determine whether spacer uptake was influenced by
RNA expression, we divided the genome into 3860 win-
dows, each 500 bp long, and then determined the cumu-
lative RNAseq read coverage for those windows by com-
bining data from exponential and stationary phase cultures,
three replicates each. From the cumulative RNAseq cov-
erage, we classified each 500 bp window as either ‘unex-
pressed’ with zero RNAseq reads, ‘expressed’ with approx-
imately 16 or more aligned RNA fragments (forward and
reverse paired reads with intervening space) or ‘marginally
expressed’ which had between 0 and 16 aligned RNA frag-
ments. Marginally expressed windows were not considered
further for this analysis. We then examined the spacer den-
sity (total and strand-specific) for these genome windows by
determining the cumulative protospacer coverage for both
WT and �csm1-6 strains (protospacers from 24 and 18
replicates, respectively, were pooled for this analysis).

Phage infection and BIM isolation and analyses

The Sth strains were inoculated in 5 mL LM17 and the
cultures were incubated at 37◦C overnight. Five milliliters
of fresh LM17 with 10 mM CaCl2 was inoculated with
50 �l of an overnight culture and incubated at 42◦C un-
til OD600 value reached 0.3. Phage infection was performed
with phage 2972 at multiplicity of infection (M.O.I.) of 0.1,
1 and 10, separately. After phage addition, cells were incu-
bated at 42◦C for 60, 90 min or overnight. At the end of each
of the three time points, 100 �l of each culture was plated
on to an LM17 plate supplemented with 10 mM CaCl2.
The plates were incubated at 37◦C overnight, and then in-
dividual colonies were randomly picked and evaluated for
CRISPR array expansion by colony PCR, using the primers
listed in Supplementary Table S1. The remaining volume of
each of the cultures was subjected to total DNA extraction,
CAPTURE PCR and HTS to evaluate adaptation as de-
scribed above.

RESULTS

The type III-A system of Streptococcus thermophilus actively
acquires new spacers at the CRISPR locus

Sth JIM8232 has an intact type III-A CRISPR-Cas system
in its genome, containing 17 pre-existing spacers, as well as
a type II-A system containing 41 spacers (Figure 1A) (64).
An additional type II CRISPR array is present but is devoid

of adjacent cas genes and likely to be inactive. Interestingly,
the sequences of spacers 3–8 of the type III-A system are
identical to those of spacers 9–14, suggesting occurrence of
a spacer-repeat duplication event within the CRISPR array.

To test the potential for adaptation by the type III-A
CRISPR-Cas system, we transformed cells with pWAR
plasmid (26) as heterologous DNA, and then monitored
the leader proximal end of the CRISPR array by PCR to
look for evidence of array expansion (new spacer uptake).
PCR was followed by high-throughput sequencing (HTS)
to characterize new spacers (Figure 1B). As a point of com-
parison, we also examined adaptation by the native type II-
A system in the same host, in parallel. We captured about
300 new type II-A spacers and found that they had a down-
stream NNAGAAW PAM and averaged 30 bp in length
(Supplementary Figure S2B, C ‘Native’). Although it was
active, spacer uptake for the type II system of Sth JIM8232
strain appeared relatively inefficient and we found that al-
most all new spacers were integrated between the leader-
adjacent spacer and the next downstream spacer rather than
between the leader and leader-adjacent spacer. We believe
that the limited spacer uptake and the atypical location for
integration were due to sequence changes within the leader,
as compared to the homologous type II-A system of an-
other well-studied Sth strain, DGCC7710, which has been
shown to be active in adaptation (1,26,33) (Supplementary
Figure S2A). The rarity of spacer uptake events in the na-
tive type II-A array (about 1 read per 1000) limited the res-
olution of our adaptation characterizations, so we used the
DGCC7710 array to improve efficiency. We inserted part of
the DGCC7710 type II array (the leader sequence and the
following 4 repeat-spacer units) into the JIM8232 genome
(65). The inserted type II DGCC7710 array had the same
features of adaptation as the native type II JIM8232 ar-
ray (Supplementary Figure S2B and C) and mediated de-
fense against the tested target plasmid (Supplementary Fig-
ure S2D) but was easier to monitor and so data from this
strain were used for all subsequent type II-A characteriza-
tions. Type III-A characterizations were done in the wild-
type JIM8232 strain (labeled ‘WT’, does not have the intro-
duced type II-A array).

Pre-existing spacers of the type III-A CRISPR locus
ranged from 35 to 39 bp, with 36 bp being the most com-
mon length. Among newly acquired spacers, about 99% of
new unique spacers fell within the range of 32 to 42 bp, with
36 bp at the peak of the distribution (Figure 1C). For com-
parison, >80% of the new spacers acquired by the type II-A
system were 30 bp, with most others being 29 or 31 bp (Fig-
ure 1C).

For well-studied type I and type II systems, proto-
spacer selection from foreign DNAs is guided by system-
specific PAMs, and the resulting pre-spacers are inserted
at the leader proximal end of the CRISPR array in a
PAM-directed orientation (13,45,52,53). In contrast, adap-
tation by the tested type III systems appear to be PAM-
independent (48–51,54) (Supplementary Figure S1). We ex-
amined the upstream and downstream protospacer flanking
sequences (PFSs) of the newly acquired type III-A spacers
and observed no consensus sequence motifs (Figure 1D),
which was expected since target interference by many type
III systems tolerate a broad range of PFSs (18,54). Next,

https://genome.ucsc.edu
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we sought to rule out the possibility of survivor bias: since
the type III CRISPR-Cas system could carry out interfer-
ence against newly acquired spacers, immunity itself might
eliminate a subset of new spacers and thereby diminish a
potential PAM signal. We examined PFSs in a �csm1-6
interference-null strain and as in the wild-type strain (Fig-
ure 1D) there was no sequence motif or enrichment of any
base within 8 bases upstream or downstream of the pro-
tospacer (51,655 spacers from 18 replicates). In contrast,
the type II-A system in the same host, selected protospac-
ers with a downstream NNAGAAW PAM (Figure 1D and
Supplementary Figure S2B). For both systems, a majority
of new spacers were derived from the host genome, which is
consistent with its greater size (about 464-fold larger than
the plasmid) (Figure 1E).

Cas1 and Cas2 are the only two Cas proteins required for
adaptation by the type III system

To understand the involvement of Cas proteins in type III-A
adaptation, we examined new spacer acquisition in strains
with some or all of the crRNA biogenesis (cas6) or interfer-
ence (csm1-6) genes deleted. Expanded PCR amplicons cor-
responding to new spacers were apparent after four rounds
of PCR for the wild-type (WT) strain, the �cas6 strain,
the �csm1-5 strain, and the �csm1-6 strain, but not for
the �cas1 or �cas2 strains (Figure 2A). This indicated that
Cas1 and Cas2 were essential for adaptation by the type
III-A system and sufficient among the Cas proteins. Dele-
tion of either cas1 or cas2 genes did not affect the ability
of the strain to carry out plasmid interference but loss of
the csm1-6 genes abolished this activity as expected (Figure
2B). While not essential for adaptation, Csm1-6 interference
proteins could potentially influence new spacer characteris-
tics, so the �csm1-6 strain was studied alongside the wild-
type strain to detect any such differences.

Adaptation-independent duplication of repeat-spacer units
occurs in both type III and type II systems

We used genome browser tracks to visualize the density
of aligned new type III-A spacers across the host chro-
mosome and the introduced plasmid. The distribution of
aligned spacers was not even (Figure 2C), suggesting that
certain regions of the chromosome and plasmid are more
highly sampled during adaptation. A strikingly large clus-
ter of aligned spacers was noted over the type III-A array
(Figure 2C, close up in Figure 2F). Since these aligned new
spacers were identical to existing spacers from the array and
the corresponding protospacers do not exist anywhere else
in the chromosome or plasmid, we believe they represent
spacer duplications, as illustrated in Figure 2D. Although
the first leader-adjacent spacer was the most extensively du-
plicated, all of the pre-existing spacers in the array were
detected at the leader proximal end of the CRISPR array
(Figure 2F). The duplications always maintained the same
spacer orientation (i.e. pre-existing spacers were not inte-
grated into the leader-adjacent position in the reverse ori-
entation) and, interestingly, the duplications were also ob-
served in the �cas1 and �cas2 strains, even though these
strains were apparently not active for adaptation (see Fig-
ure 2E for �cas1 duplications; �cas2 results were similar

with 99.96% of aligned new spacers corresponding to du-
plications, n = 5103 reads, 1 replicate). This suggested that
the spacer-repeat duplications were caused by a mechanism
that is independent of adaptation, like homologous recom-
bination or template slippage events during DNA repli-
cation (66). Repeat-spacer duplications were also detected
in the type II CRISPR-Cas locus (Figure 2E), indicating
that the adaptation-independent duplication of the repeat-
spacer units happens in both Class 1 (type III) and Class 2
(type II) CRISPR-Cas systems.

Type III spacers are integrated in both possible orientations

Interference by type III CRISPR-Cas systems requires tar-
get transcription, as the DNase and RNase activity of the
crRNP (carried out by Csm1 and Csm3, respectively) and
the RNase activity of Csm6 (Csx1 in other systems) are ac-
tivated by base pairing between the guiding crRNA and the
newly transcribed RNA (14,18,21,22,67–73). As a conse-
quence, spacers that correspond to untranscribed regions or
spacers that correspond to the coding strand (rather than
the template strand) would not be competent for interfer-
ence since they cannot base pair with transcribed RNA
products. Double-stranded DNA pre-spacers could poten-
tially be integrated into the array in two orientations, with
only one leading to a functional crRNA (Figure 3A). We
examined pre-existing spacers in type III-A arrays from all
available sequenced Sth strains, and for those spacers that
could be confidently aligned to a phage genome, we deter-
mined whether the spacer corresponded to the template or
coding strand of the targeted DNA. Nearly all pre-existing
spacers corresponded to the template strand and so would
generate crRNAs capable of binding nascent target RNA
(Figure 3B, first column). The same was true for the Sth
strain used in this study, JIM8232 (Figure 3B, second col-
umn).

Among the newly acquired spacers detected in our adap-
tation assay, a different trend emerged. Approximately 85%
of new spacers aligned to the coding strand of the plasmid
or host chromosome, implying that a majority of newly cap-
tured spacers are non-functional (Figure 3B, third column).
However, in the interference-null (�csm1-6) strain, there
was no bias, with roughly half of the spacers aligning to
the coding strand and half to the template strand (53% and
47%, respectively) (Figure 3B, fourth column). This strand
bias was most obvious in regions where transcribed ORFs
(verified by RNAseq data) with opposing orientations are
found side by side; spacers on the coding strand are clearly
favored in the WT but not �csm1-6 strain (Figure 3C–E).
We interpret these findings as evidence of counter-selection.
In the WT strain, functional spacers against the genome
could result in cell death, effectively removing those cells
from liquid culture and eliminating their spacers from the
assay. In the �csm1-6 strain, the absence of interference
meant no counter-selection could occur, and so cells with
functional spacers could remain and be detected. In addi-
tion, plasmids were selected via antibiotic resistance and we
likewise observed a strand bias in the WT but not �csm1-
6 strain (Figure 3F). Since interference in the type III sys-
tem requires nascent RNA, we expect that spacers in un-
expressed regions of the genome would not be subject to
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Figure 2. Cas requirements for adaptation and repeat-spacer duplications. (A) Gel images show bands resulting from four rounds of PCR targeting the
leader-adjacent end of the CRISPR array; expanded (Ex) and unexpanded (Un) products are indicated. At least three independent experiments were
done; images shown here are representative. Gene deletions were designed to disrupt adaptation (�cas1 and �cas2 strains), crRNA maturation (�cas6) or
interference (�csm1-5 and �csm1-6 strains). (B) Transformation efficiencies for a non-target plasmid (pNo-target), a transcribed target plasmid (pTarget),
and a non-transcribed target plasmid (pTarget-NT) are shown for four strains (n = 3). (C) Genome-wide view of aligned new type III spacers. The y-axis
indicates the cumulative density of aligned spacers counting either all supporting reads (total) or only unique reads, with respect to alignment coordinates
(unique). Spacers aligned to the top strand are colored blue; bottom strand are red. The positions of the native type II and type III arrays are indicated in
orange; rRNA and tRNA gene positions are show in green. Black bars above the unique spacer track show regions where significant spacer enrichment
was detected. (D) Schematic of PCR products corresponding to an unexpanded array, a novel spacer, or duplication of existing spacers in the array. (E and
F) Genome browser tracks show the cumulative density of aligned new spacers across the introduced type II-A array (E) and the native type III-A array in
WT and �cas1 strains (F); new spacers that align to existing spacers correspond to spacer duplications. Spacer duplications were observed for all strains
examined; representative genome browser tracks for the �cas1 and WT strains are shown here (F). At least three independent experiments were conducted
for each strain and pooled data were used to determine the percent of all expanded reads that corresponded to spacer duplications (“Dup”, rather than
novel spacers); that percent is indicated with along with the total number of aligned spacers and replicates.
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Figure 3. New type III-A spacers aligned to coding and template strands of expressed genes. (A) Diagram illustrating the outcomes for type III target
interference given two possible orientations for spacer integration. When a type III-A spacer corresponds to (aligns to) the coding strand of a gene, the
expressed type III-A crRNA will not be able to perform defense (left). In contrast, when a spacer corresponds to the template strand, the expressed type III
crRNA can bind nascent RNA and initiate defense (right). (B) Proportions of type III-A spacers derived from the coding strand (blue) and template strand
(pink) are shown for existing array spacers and newly acquired, leader-adjacent spacers identified in this work. Existing spacers in type III-A arrays from
63 sequenced S. thermophilus genomes were aligned to a database of phage genomes and for those spacers that aligned, strand was noted (identical spacers
were counted once). Sth JIM8232 (WT) existing spacers were aligned similarly. For newly acquired spacers, pooled data of at least three independent
experiments are presented. (C–F) Genome browser tracks show cumulative spacer density and RNAseq read density across selected genome and plasmid
regions for WT and �csm1-6 strains. Spacers aligning to the top strand are colored blue; spacers aligning to the bottom strand are pink. For RNAseq data,
RNA reads aligning to the top strand are dark purple and reads aligning to the bottom strand are dark yellow. The y-axis indicates the depth of aligned
sequences (spacers or RNAseq reads). For spacers, data from at least three independent experiments was combined on a single track. For RNAseq, aligned
data from a single representative replicate is shown.
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counter-selection. While most of the genome is expressed at
some level, we did not find evidence that intergenic spacers
show strand bias (Supplementary Figure S3).

Selective targeting of partially palindromic DNA sequences
by the type III adaptation machinery

While examining spacer distributions across the pWAR
plasmid, we noted that a narrow region around the single-
stranded origin (sso) was particularly well-sampled by the
type III adaptation machinery (Figure 3F). This plasmid
replicates by rolling-circle replication (RCR, Figure 4A)
(74,75). Its encoded Rep protein recognizes and generates
a nick at the double-stranded origin (dso) of the plasmid.
The 5′ end of the plus strand is displaced and unidirec-
tional replication proceeds continuously after initiation at
the cognate 3′-OH end of the nicked parental plus strand.
The plus strand is re-ligated after the replication. A hall-
mark feature of plasmids that replicate by the RCR mecha-
nism is the presence of a plus strand, ssDNA intermediate.
An extensive hairpin structure forms at the single-stranded
origin (sso), which is partially palindromic (Figure 4A), and
triggers replication of the minus strand by recruiting host
RNA polymerase (or primase in some systems) to synthe-
size a short RNA primer (Figure 4A) (76,77). The loop dis-
tal region of the stem is termed the recombination site (RSB)
and is required for RNA polymerase (or primase) binding,
together with promoters within the ssos (78–80). There is
usually a conserved 6 nucleotide sequence (CS-6) within the
loop of a sso, which terminates RNA primer synthesis and
is important for the minus DNA strand replication (80–82).
New spacers aligned around the pWAR sso in all strains and
replicates tested; in particular, we observed extraordinary
targeting of one end of the sso in the �csm1-6 strain (Figure
4B). Since the sso forms a hairpin during its ssDNA stage
(76,77,80), we reasoned that this imperfect dsDNA struc-
ture may represent a good substrate for type III adaptation.

To further test this idea, we evaluated adaptation by both
type III-A and type II-A CRISPR systems against two
other RCR plasmids (pTRK882 (83) and pNT1 (84)), three
theta replicating plasmids (pIB184 (85), pRSNPed (86) and
pG-off (87)), and one non-replicating plasmid (ssM13 and
dsM13), separately. Single stranded origins are diverse in se-
quence, and are classified into five types according to their
secondary structures and consensus motifs. These five types,
named ssoA, ssoL, ssoT, ssoU and ssoW (80), all have a
predicted hairpin. Among the three RCR plasmids, we ex-
amined adaptation against two type sso-Ws (pWAR and
pTRK882) and one type sso-A (pNT1). For the type III-
A system, all the ssos of RCR plasmids were recognized by
the adaptation machinery and covered by new spacer peaks
(Figure 4C and D; Supplementary Figure S4). The repli-
cation origins (oriA-theta) of the theta replicating plasmids
were not as heavily sampled during adaptation (Supplemen-
tary Figure S5). pNT1 contains a mob (mobilization) gene
for conjugation, as well as a putative oriT (origin of transfer)
with a RSA recombination site, inverted repeats and nick
site (88). Interestingly, both the sso and oriT of pNT1 were
highly sampled by the type III-A system (Figure 4D). Un-
like the other plasmids, M13 is not able to replicate in Sth
cells and does not contain a selective marker, however, five

unique spacers were detected from dsM13 DNA, as well as
three unique spacers from ssM13 DNA by six independent
experiments (Supplementary Table S2). Notably, all the pro-
tospacers of ssM13 were within the lacI gene, which is a
hairpin structure enriched region (89), and they were lo-
cated at partially palindromic sequences. Collectively, these
findings indicate that the stem-loop structures formed by a
ssDNA may serve as substrates for adaptation by the type
III-A CRISPR system. For the type II-A system, a small
number of spacers aligned in the vicinity of the the sso, dso,
and oriT sequences, but these areas were not particularly
preferred over other regions of the plasmid (Supplementary
Figure S4), suggesting that a preference for hairpin-forming
DNA is unique to type III-A adaptation.

As noted above, the origin of replication for the theta
replicating plasmid pIB184 was not enriched for type III
spacers relative to upstream and downstream DNA (Sup-
plementary Figure S5). Elsewhere along the plasmid, we did
observe regions that were highly sampled, in particular the
area between the cop and RepD genes (Figure 5D). This re-
gion contains architecture for a transcriptional attenuation
mechanism, which controls expression of the RepD protein
(90,91) (Figure 5A). One promoter drives expression of a
long leader RNA continuous with the RepD mRNA. This
leader RNA has multiple inverted repeats that form RNA
secondary structures, including a hairpin that creates a rho-
independent terminator. A second promoter drives expres-
sion of an anti-sense RNA called RNAIII. RNAIII forms
its own secondary structure and can interact with the leader
RNA structures. In the absence of RNAIII, the leader RNA
assumes a conformation that eliminates the terminator and
permits RepD transcription. In the presence of RNAIII, an
alternative conformation is preferred, the terminator hair-
pin forms, and RepD transcription is terminated (Figure
5A). Strikingly, hotspots of type III spacer uptake overlap
with several of the inverted repeats that make up this ri-
boswitch transcriptional attenuation control region (Figure
5E). The two other theta-replicating plasmids, pRSNPed
and pG-off, also contain predicted riboswitch transcrip-
tional attenuation mechanisms between their cop and Rep
genes which are likewise targeted by type III adaptation
(Supplementary Figure S5). Enrichment at these same lo-
cations was not observed for the type II spacers (Supple-
mentary Figure S5).

Riboswitch transcriptional attenuation modules are not
restricted to plasmids; these modules are also found in
the Sth JIM8232 genome. Upon examining aligned spacer
hotspots across the host chromosome, it was apparent that
these modules, together with the rRNA and tRNA gene
clusters (Figure 2C and Supplementary Figure S6), are the
most heavily sampled sites for type III adaptation. Both ri-
boswitch leader RNAs and rRNA and tRNAs are enriched
for potential DNA secondary structures as they produce
highly structured non-coding RNAs (Figure 3D). Four ri-
boswitches are currently annotated in Sth JIM8232. To
identify additional, unannotated riboswitches, we used data
from Streptococcus agalactiae as a guide (92). Transcription
attenuators were detected in leader regions of 39 genes or
operons in the genome of S. agalactiae (92). We found the
corresponding genes or operons for 32 of the 39 genes in Sth
JIM8232 and examined their upstream regions. Of these 32
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Figure 4. Type III-A spacer uptake patterns across RCR plasmids. (A) Schematic of the steps of rolling-circle replication. The parental plus strand (nicked
during the replication) is illustrated in blue, the parental minus strand is illustrated in red, and the newly replicated strands are illustrated with dashed
lines. Browser tracks show distributions of aligned type III spacers along the three RCR plasmids pWAR (B), pTRK882 (C) and pNT1 (D); the y-axis
indicates the cumulative depth of aligned spacers. Abbreviations: dso = double-stranded origin, sso = single-stranded origin, oriT = origin of transfer,
RSB = conserved recombination site, CS-6 = consensus sequence of 6 nt.
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Figure 5. Type III-A spacer uptake at regions encoding transcriptional regulators. (A–C) Diagrams illustrating the mechanisms of transcription attenuation
for a Rep protein gene (A), the L10 ribosomal protein gene (B) and for a T-box controlled amino acid synthesis operon (C). (A) The Rep gene, which
controls plasmid replication at the downstream origin, has a long leader RNA capable of folding into two complex structures. The same region also codes
for an anti-sense RNA (RNAIII). When expressed, RNAIII binds the Rep gene leader and promotes formation of a terminator hairpin, which leads to
transcription attenuation and therefore loss of Rep expression. (B) L10 ribosomal protein gene likewise contains a long leader RNA which folds into
one of two forms mutually exclusive forms, binding of the L10 protein promotes the terminator form, leading to transcriptional attenuation. The T-box
mechanism (C) functions similarly, with binding of charged tRNAs promoting attenuation through terminator hairpin formation and binding of uncharged
tRNAs promoting the anti-termination conformation. (D–I) Genome browser tracks show cumulative spacer and RNAseq read densities in the vicinity
of the three transcription attenuation modules described in (A–C). (D) Spacer and RNAseq density across the full length of plasmid pIB184. Annotated
genes, inverted repeats, and terminator/antiterminator structures are shown in gray, spacers are shown in blue (top strand) and pink (bottom strand);
RNAseq reads are shown in purple (top strand) and yellow (bottom strand). Black bars show areas of statistically significant spacer enrichment identified
by peak calling software. (E) Higher resolution views of spacer and RNAseq density between cop and Rep. (F) Wide view and close view (G) of spacer and
RNAseq density around the L10 ribosomal protein gene. (H) Wide view and close view (I) of spacer and RNAseq density overlapping a T-box controlling
an operon involved in synthesis of cysteine. Abbreviations: IR = inverted repeat, T = terminator, AT = antiterminator, AAT = anti-antiterminator, TSS
= transcription start site.
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genes, 18 had clear clusters of type III aligned spacers in the
upstream region or ORF that were significantly enriched
above the background spacer density (Supplementary Table
S3 and Figure S7). One example lies upstream from the L10
ribosomal protein gene (Figure 5B, F, G). A long leader up-
stream from the ORF contains three imperfect RNA stem
loop structures which can act as a rho-independent tran-
scriptional terminator (T), an anti-terminator (AT) and an
anti-antiterminator (AAT). When L10 is present in suffi-
cient quantities, it binds to the anti-antiterminator and fa-
vors formation of the terminator stem loop, leading to tran-
scriptional termination (Figure 5B) (93). Type III aligned
spacers overlap with the predicted AAT, AT, and T hairpins
(Figure 5F,G). We also observed an abrupt drop in RNAseq
coverage near the predicted hairpins, which supports the
prediction that this leader RNA contains a functional tran-
scriptional attenuation module which is in the termination
conformation under the growth conditions herein (Figure
5F,G).

A particularly well-defined cluster of aligned spacers was
observed upstream from the PLP-dependent cysteine syn-
thase gene, cysK (Figure 5H). This gene is part of an operon
that also contains the ORFs for cystathionine � -synthase
and serine acetyltransferase. These three genes are involved
in the production of the amino acid cysteine (94). Although
this particular operon was not among the identified tran-
scription attenuators for S. agalactiae, leader sequences of
amino acid synthesis genes often contain transcriptional at-
tenuation modules, called T-boxes, which can shut down
transcription upon binding of a charged tRNA (Figure 5C)
(94). In Bacillis subtilis, serine acetyltransferase (cysE) ex-
pression is regulated by transcription termination at a cys-
teine specific T-box (95). Here we also find a predicted cys-
teine specific T-box upstream of the operon, although cysK
precedes cysE in this case. As with the L10 leader, we ob-
served an abrupt drop in RNAseq coverage near the pre-
dicted terminator hairpin and aligned spacers overlapped
with the predicted terminator and/or anti-terminator hair-
pins (Figure 5H,I).

Impact of transcription on protospacer selection

Aside from rRNA/tRNA gene clusters and transcription
attenuation modules, we also noted that type III aligned
spacers were often enriched around the beginnings of tran-
scribed genes (Figure 6). For example, the second most
heavily sampled region of the pIB184 plasmid was just
downstream from a promoter (p23) (Figure 5D, close-up
in Figure 6B, top panel). Similar spacer clusters were ob-
served near the start codon of many, but not all, protein-
coding genes in the host chromosome (e.g. Figure 6A,C).
To test whether spacer enrichment was truly linked to the
p23 promoter, we inverted it and again assayed type III
spacer uptake. For the inverted p23 plasmid, a new domi-
nant peak of aligned spacers appeared on the opposite side
of the promoter, again just downstream from where tran-
scription would be predicted to start (Figure 6B, middle
panel). Type II spacers sometimes aligned within this same
area but were not enriched (Figure 6B, bottom panel).

The inverted p23 findings supported an association be-
tween upstream regions of expressed genes and spacer up-

take, so we next set out to determine how widespread the
correlation was. For this, we created a meta-plot of aligned
spacer density for all annotated protein-coding genes in the
Sth JIM8232 genome. Available annotations for JIM8232
include predicted ORFs but do not provide transcription
start sites; however a majority of 5′ UTRs in related species
Streptococcus suis, S. agalactiae and Streptococcus pyogenes
are <35 bp (92,96,97), so we used start codons as a gen-
eral proxy for the region of transcription initiation. Bioin-
formatically, all ORFs were centered according to the first
base of the start codon (e.g. A of the ATG) and then the
cumulative density of spacers upstream and downstream
from the start codons was determined. This cumulative
density was then normalized against the average spacer
density across the genome to yield a generalized spacer
density profile for the meta-ORF. Cumulative normalized
RNAseq depth was also plotted the same way. As expected,
RNAseq depth for the meta-ORF was generally lower at
the 5′ end of the gene then rose across the start codon and
stayed relatively high through the body of the ORF (Fig-
ure 6D) (98). The profile for type III spacers was differ-
ent; a peak in spacer enrichment was found approximately
10–50 nucleotides downstream from the start codon (Fig-
ure 6D). This enrichment near the start codon was con-
sistent with our p23 results and with the individual peaks
observed for certain host genes (Figure 6A,C), suggesting
that features or events downstream from gene promoters
and/or translation start sites may enhance type III spacer
uptake.

Since we observed abundant spacer uptake in the highly
expressed rRNA and tRNA genes (Figure 3D and Supple-
mentary Figure S5) and since spacer uptake was also en-
riched around promoters (Figure 6), we considered the pos-
sibility that RNA abundance could drive adaptation. In the
type III-B system from Marinomonas mediterranea, Cas1 is
fused to a reverse transcriptase domain and RNA can act
directly as a pre-spacer (48). A clear relationship between
transcript abundance and spacer uptake was observed with
this RT-Cas1 fusion protein system (48). In the Sth JIM8232
type III system, Cas1 lacks an RT domain (and there is no
predicted Sth RT) and is not expected to use RNA as a
substrate, but it is possible that RNA expression influences
adaptation indirectly. We assessed the relationship between
RNA expression and spacer uptake by calculating the per-
cent of all spacers sampled from protein-coding genes (Fig-
ure 6E, black line). This analysis excluded expression from
unannotated genes and non-coding genes like rRNA and
tRNAs. Next, we did the analysis using 200 bp windows
tiled across the entire genome (Figure 6E, red line). When
rRNAs and tRNAs were included, the curve rose steeply
and then flattened, suggesting that highly expressed non-
coding genes are responsible for 30% or more of new spac-
ers. However, when looking only at protein-coding genes,
the curve was nearly flat, indicating that expression levels
alone are not the primary drivers of spacer uptake (Fig-
ure 6E). The same trend was observed for type II spacers,
except there was no sharp rise associated with highly ex-
pressed rRNA and tRNA non-coding genes (Figure 6F).
These results indicate that type III adaptation is linked to
events of transcription but not directly responding to the
total amount of RNA present.
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Figure 6. Type III-A spacer uptake patterns near gene promoters. (A and C) Genome browser tracks show cumulative spacer and RNAseq densities across
two example genome regions with expressed genes. Spacers are shown in blue (top strand) and pink (bottom strand); RNAseq reads are shown in purple
(top strand) and yellow (bottom strand). (B) Genome browser tracks show a high resolution view of type III spacer and RNAseq densities around the p23
promoter of plasmid pIB184 in either a forward orientation (top panel) or a reverse orientation (middle panel). For comparison, type II new spacers are
shown in the bottom panel. (D) Meta-plot of cumulative spacer density (blue) and RNAseq density (yellow) across all annotated protein-coding genes in
the Sth JIM8232 genome. (E-F) Cumulative capture of protospacers acquired by the type III-A system (E) and the type II-A system (F) is plotted in black
across annotated, protein-coding Sth JIM8232 genes (ORFs) which have been sorted by expression levels. Genes are ranked by total RNAseq density, with
the highest density genes on the left side of the plot. Cumulative capture of protospacers within 200 bp genome windows, rather than annotated protein-
coding genes, is plotted in red. These windows were tiled across the entire genome and include ncRNA genes (like rRNAs and tRNAs) and intergenic
space. Pooled data of at least three independent experiments are presented in (D–F).
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Type III systems mediate adaptive defense against a lytic
phage

From our findings, it appeared that the type III-A sys-
tem from Sth JIM8232 was fully functional for adaptation
and interference and thus could act as a bona fide immune
system. However, we had not yet determined whether the
type III system could protect against a natural pathogen.
To date, no lytic phages capable of infecting Sth JIM8232
strain have been isolated, but phage 2972 can infect the
related strain, Sth DGCC7710 (99). To test whether the
type III-A CRISPR-Cas system is able to mediate defense
against a lytic phage, we replaced the native type III-A
CRISPR-Cas system of DGCC7710 with that of JIM8232,
and co-cultivated the new strain with phage 2972. We then
isolated two type III-A bacteriophage insensitive mutants
(BIMs). We amplified the leader-adjacent end of each of
their CRISPR-Cas loci to look for evidence of new spacers
and found that both BIMs had acquired a new spacer from
the template strand of the phage into their type III CRISPR
locus and did not acquire any other leader-adjacent spacers
in other resident CRISPR loci (Figure 7A). Growth curves
and plaque assay results further support that both BIMs
are resistant to phage 2972 (Figure 7B,C). Thus, newly ac-
quired spacers in the Sth type III-A system provide protec-
tion against lytic phage infection.

DISCUSSION

Prokaryotes must capture and integrate short fragments
of foreign DNA into their genomic CRISPR arrays to at-
tain heritable CRISPR-Cas immunity against mobile ge-
netic elements. Despite the widespread occurrence of type
III CRISPR-Cas systems in diverse bacterial and archaeal
species, we are only now beginning to understand how type
III systems acquire new CRISPR spacers. Here, we demon-
strate that the native Sth type III-A system is active for
adaptation against plasmid and phage invaders. By compar-
ing the adaptation properties of a type III-A and a type II
system that co-exist in the strain, we show that adaptation
by type III-A systems fundamentally differs from type II
(and other studied type I and II CRISPR systems) in that
it does not rely on a protospacer adjacent motif (PAM) and
functions with an apparent lack of integration orientation
bias. However, by challenging Sth with a variety of plas-
mids and phage invaders, we found that type III-A spacer
choice is not random and that DNA with predicted sec-
ondary structures (e.g. imperfect DNA hairpins formed on
single-stranded rolling-circle replication intermediates or as
a result of transient R-loop formation during transcription)
is preferentially targeted. As detailed below (and see Fig-
ure 8), this type of spacer selection strategy could make key
components of mobile genetic elements particularly vulner-
able to adaptation.

The type III-A spacer acquisition machinery

Cas1 and Cas2 interact to form an integrase complex
(23,25,28) found to be essential for acquiring new spacers in
all adaptation-competent CRISPR-Cas systems tested thus
far (23,24,26–28,31,32,48,100). Many systems also require
additional Cas proteins in order to adapt. For example, the

type I-F Csy effector complex of Pseudomonas aeruginosa
(101) and the type II-A effector nuclease Cas9 and Csn2
protein in Streptococcus thermophilus (26) and S. pyogenes
(27) are essential for efficient adaptation. Our genetic analy-
ses revealed that Cas1 and Cas2 are necessary and sufficient
Cas components for type III-A adaptation (Figures 2–5 and
Supplementary Figure S5). However, it remains to be seen
whether type III-A Cas 1 and Cas2 have an intrinsic ability
to recognize and capture pre-spacers from regions of DNA
with secondary structures or whether they collaborate with
non-Cas host proteins to achieve this observed property.
Future experiments with engineered DNA hairpins will be
necessary to explore these potential mechanisms.

Role of counterselection in shaping type III CRISPR spacer
composition

Because we were able to characterize adaptation in an
interference-null strain (e.g. the �csm1-6 strain) alongside
the wild-type (WT) strain, we could look beyond survival
biases and identify different features that promoted uptake
of new spacers (Figures 3–5 and Supplementary Figure S5).
Adaptation assays performed in the absence of the type III-
A interference pathway genes (csm1-6), revealed that spac-
ers are normally integrated in both possible orientations
but a strand bias arises in WT strains, likely due to neg-
ative selection against cells that incorporate self-targeting
spacers capable of triggering lethal autoimmunity or plas-
mid loss under selective growth conditions (Figure 3). These
findings are in agreement with observations from the type
III-A system in Thermus thermophilus (51); there they also
found evidence for orientation-independent spacer acquisi-
tion followed by survivor bias in favor of cells which had
acquired properly oriented spacers. Taken together, the ev-
idence suggests that type III-A systems initially acquire a
relatively wide range of spacers, which is then winnowed by
survival selection through pressures such as phage preda-
tion and lethal autoimmunity. Other factors, such as dy-
namics of CRISPR spacer loss and gain through recom-
bination (Figure 2), could also contribute to the observed
property that endogenous type III CRISPR arrays almost
always encode for functional crRNAs (Figure 3B and (55)).

DNA hairpins and other transiently formed DNA secondary
structures as preferred substrates for type III spacer acquisi-
tion machinery

A prominent and intriguing feature of type III-A adap-
tation was the high level of spacer uptake from DNA
regions predicted to form transient secondary structures
through intra-strand base-pairing of inverted repeats. Tran-
sient hairpins in ssDNA are often involved in horizon-
tal gene transfer or replication of mobile genetic ele-
ments like plasmids and phages/viruses (102) (Figure 8).
For example, we observed that structurally diverse, single-
stranded origins (sso) of replication were highly targeted
by the type III adaptation machinery in both wild-type
and interference-null strain (Figure 4). Both strains sampled
spacers throughout the sso, but interestingly, in the absence
of interference (�csm1-6 strain), spacers at the predicted
RNA polymerase binding site were particularly abundant
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Figure 7. Type III-A spacer uptake after lytic phage challenge. Two Sth DGCC7710 clones resistant to phage 2972 (BIM1 and BIM2) were isolated and
genotyped. (A) Gel images show PCR products from the leader-adjacent end of all four CRISPR loci in Sth DGCC7710. Expanded bands (indicated by
stars) correspond to a new leader-adjacent spacer in the type III-A array. (B) Growth of WT Sth DGCC7710, type III-A BIM1 and type III-A BIM2 in
liquid culture was inferred by measuring changes in optical density over time; cell lysis results in clearing. (C) Plaque assay results for WT Sth DGCC7710,
type III-A BIM1 and type III-A BIM2. Serial ten-fold dilutions of phage lysate containing infectious virus were plated onto lawns of each of the three
strains.

(Figure 4A,B). Given that we observed counter-selection
bias elsewhere in our data (Figures 3–5), we speculate that
the difference in sso spacer abundances is evidence of inter-
ference in the wildtype strain: the sso transcription start site
is the most heavily sampled site in both strains, but in the
wild-type strain some spacers are lost due to interference or
disruption of plasmid replication and thus are less visible
in our assay results. This would imply that type III spacers
against these natural ssos are competent for plasmid inter-
ference, a prediction that awaits experimental confirmation.
Most natural plasmids found in gram-positive bacteria, in-

cluding Sth, and many of those found in gram-negative bac-
teria and archaea are RCR plasmids (80,103). In addition,
many phages use RCR and have a sso functionally similar to
that of the pWAR plasmid that we used in this work (102).
Notably, while the type III-A adaptation system was selec-
tive for acquiring spacers from the sso vs. the dso (double-
stranded origin of replication) of RCR plasmids, the inverse
was observed when spacer acquisition was investigated for
the type I adaptation system of Pyrococcus furiosus (45). In
the case of P. furiosus, the newly acquired spacers were pref-
erentially captured from the dso region centered on the site
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Figure 8. Model illustrating features of mobile genetic elements that could be targeted for spacer uptake by a type III-A system. Mobile genetic elements
invade prokaryotic cells by conjugation, transduction and transformation. The stem-loop structures present in the ssDNA of mobile genetic elements
during invasion, replication, and gene expression are highlighted with stars.

that is nicked by the Rep protein to generate the free 3′ DNA
end used for priming plus strand replication.

We also observed type III spacer enrichment around the
origin of transfer (oriT) of the pNT1 plasmid, which con-
tains conserved inverted repeats and is predicted to form a
transient hairpin-like structure (Figure 4C,D) (84). In the
context of its native conjugative plasmid, this oriT is recog-
nized and nicked, bound by a relaxase protein, and then the
plasmid is unwound and transferred to the recipient cell as
ssDNA. Upon transfer, the oriT hairpin structure may then
also act as a promoter for transcription of plasmid genes
(102). We propose that hairpin formation is what makes the
oriT of pNT1 suitable for spacer uptake and that this is an-
other example wherein a key component for proliferation of
a mobile genetic element is targeted by type III adaptation.

As described above, hairpins in an sso or oriT are tran-
sient, and so the same region of DNA would often be in
dsDNA form. We also assayed adaptation in samples after
exogenous addition of ssM13 plasmid, which is expected to
remain single-stranded in the gram-positive host, S. ther-
mophilus. Though rare, we saw uptake of ssM13-derived
spacers, specifically at confirmed stem-loop structures in the
regulatory sequences of the lacZ gene (89) (Supplementary

Table S2), which lends additional support to the hypothesis
that structured ssDNA is targeted. Recently, the type III-A
adaptation machinery of Thermus thermophilus was found
to acquire spacers from a discrete region of a phage genome
noted as containing early-expressed genes but also encom-
passing long terminal repeats (LTRs) (51). Our evidence for
a preference for structured DNA regions raises the possi-
bility that DNA secondary structures associated with the
LTRs contributed to the pattern of phage genome spacer
sampling observed in this study (51).

Structured DNA associated with expressed genes is also a
preferred substrate for type III adaptation

A second highly targeted feature was DNA coding for ri-
boswitch transcriptional attenuators (Figure 5 and Supple-
mentary Figure S6 and Table S3). These cis-acting RNAs
are widely employed in bacteria and archaea to regulate ex-
pression of genes involved in the metabolism or uptake of
amino acids, nucleotides, and metal ions (104). Typically,
the riboswitch lies in the 5′UTR of the regulated mRNA
and interactions between a signaling molecule and the ri-
boswitch control formation of a transcriptional terminator
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hairpin (104) (Figure 5A–C). We identified18 riboswitches
with statistically significant enrichment of type III spacer
clusters upstream of the ORF (Figure 5F,G; Supplemen-
tary Table S3 and Figure S6). What about these regions
makes them hotspots for type III CRISPR spacer uptake?
With no reverse transcriptase domain fused to either Cas1
or Cas2 and no predicted Sth genomic reverse transcrip-
tase, there is no obvious mechanism for direct capture of ri-
boswitch RNA as a pre-spacer. Furthermore, we found that
overall RNA abundance did not correlate well with spacer
uptake (Figure 6E,F). However, the same inverted repeats
that promote RNA folding for riboswitches may also pro-
mote formation of non-B conformation DNA structures in
the non-template strand of transcribed DNA (Figure 8).
In a typical transcription scenario, the non-template strand
would be single-stranded only within the transcription bub-
ble, which is generally <25 nucleotides long (102). Beyond
this small stretch, B-form dsDNA is thought to predomi-
nate, and that would preclude formation of ssDNA hair-
pins or other structures. However, in certain cases, non-B
form DNA is observed beyond the confines of the transcrip-
tion bubble, and it appears to be aided by DNA torsion due
to negative supercoiling. As transcribing RNA polymerase
moves along a gene, unwinding leads to positively super-
coiled DNA in front of the polymerase and negatively su-
percoiled DNA behind it (upstream) (105). Negative super-
coiling promotes strand separation, and in turn the liber-
ated ssDNA can assume localized structures (106,107). For
example, in E. coli, upstream torsion due to transcription at
a downstream promoter can induce DNA with inverted re-
peats to form a cruciform (108). Localized DNA structures
upstream of the transcribing RNA polymerase can also oc-
cur as the result of co-transcriptional strand invasion of the
nascent transcript with the DNA template strand leading
to extended R-loop formation (three-stranded nucleic acid
structures, consisting of a RNA:DNA hybrid and the ex-
truded non-template single-stranded DNA). The displaced
non-template (coding) DNA strand of R-loop structures
would be available to engage in intra-strand pairing to form
DNA secondary structures and thus could be preferred type
III adaption substrates, based on our model (Figure 8).

Numerous regions of ssDNA with associated secondary
structures have been detected in vivo. These non-B form
structures require two features to form: sequence elements,
for example, a G-skew or an AT rich stretch, and down-
stream transcription (and presumably the torsion it causes)
(109). Higher expression of downstream genes is associ-
ated with more detectable non-B form DNA (109). Non-
B form structures on the non-template (coding) strand
of transcribed genes can co-occur with R-loops, and can
control R-loop size and architecture (110). Furthermore,
non-template DNA secondary structures are enriched just
upstream from transcription pause sites, and experiments
demonstrated that more stable structures induced stronger
pausing (111). This suggested to the authors that the DNA
secondary structures themselves may serve regulatory pur-
poses through their induction of transcription pausing
(111). Applying these different findings to our data, we
speculate that when conditions are favorable, non-template
DNA in riboswitch-coding regions can form hairpins that
are heavily targeted by type III adaptation machinery. We

extend this idea to the type III spacer hotspots observed in
rRNA and tRNA genes: the non-template DNA of these
highly expressed and highly folded RNA genes could also
form structures targeted for adaptation. Since alternate
(non-B) DNA structures such as hairpins are promoted by
transcription, the net effect of type III adaptation targeting
structure DNA would be a bias toward transcriptionally ac-
tive DNA sequences.

We also observed, to a lesser extent, a general enrich-
ment of type III spacers roughly 10–50 bp downstream from
start codons (Figure 6A–D). Even in the absence of out-
right transcription attenuator modules, this region, along
with the start codon itself, is often the site of temporary
RNA polymerase pausing (112). In prokaryotes, transcrip-
tion and translation are coupled and the ribosome appears
to help push RNA polymerase forward from a promoter-
proximal stalled position (113,114). In that interval when
the polymerase is paused but still awaiting ribosome en-
gagement, R-loops may form, leaving non-template DNA
single stranded (114). Furthermore, the ribosome may assist
in moving polymerase along the full length of the mRNA
at a pace determined by conditions like codon availabil-
ity (113). Given this overlap between spacer enrichment
and pause site enrichment in the region ∼10–50 bp down-
stream from ORF start codons, along with the observed
spacer hotspots over transcription attenuators, we propose
that stalled transcription in general creates favorable condi-
tions for type III adaptation, potentially by exposing non-
template DNA in a single stranded form capable of forming
secondary structures (Figure 8).

By targeting transient hairpins in ssDNA, the type III
system could be biased towards sampling key components
of mobile genetic elements. How do the putative hairpins of
non-template, transcribed DNA fit in to this model? One
interpretation of our data is that the type III system is
tuned to target hairpins found in mobile genetic elements,
and the self-targeting at transcribed genes that we observe
is a deleterious side effect of this hairpin-directed adapta-
tion. Alternatively, a preference for ssDNA associated with
a stalled RNA polymerase could also bias adaptation to-
wards transcribed foreign or invasive genes (Figure 8). Nu-
trient depletion, which can occur when a mobile genetic el-
ement starts to consume too many resources through its
replication and/or gene expression, can make RNA poly-
merase more prone to pausing (113). In addition, foreign ge-
netic elements may have codon usage patterns and/or tran-
scriptional landscapes that are out of sync with those of
their host cell, leading to inefficient and potentially paused
or stalled transcription or translation (115). With this sec-
ond interpretation, auto-immunity (deleterious adaptation
of transcribed self-DNA) can occur, but transcribed foreign
or parasitic DNA is relatively more vulnerable.

Type III adaptation vs. the relatively well-studied type I and
II adaptation

Previous work with type I and II DNA targeting CRISPR
systems has suggested that adaptation recognizes and sam-
ples widely from available PAM-containing DNA, but a few
key characteristics guide the process and provide an imper-
fect means of differentiating foreign from self-DNA. For
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example, the relative abundance of sequence motifs in self-
DNA of Escherichia coli, as compared to foreign DNA,
can bias adaptation (42). The double-strand DNA break re-
pair complex in E. coli, RecBCD (AddAB in gram positive
bacteria), is thought to generate spacer substrates through
DNA strand unwinding and breakdown of DNA, but it
slows DNA degradation upon encountering an octameric
sequence called a chi site (116,117). Since chi sites are com-
mon in the host chromosome, uptake of self-targeting spac-
ers is disfavored compared to phage and plasmid target-
ing spacers (42,116). More generally, type I and II pro-
tospacer uptake mechanisms appears to target free DNA
ends (e.g. linearized dsDNA) (42,45,118) and this may like-
wise help limit adaptation against the host chromosome,
which is circular, and favor adaptation against mobile ge-
netic elements like plasmids, phages and transposons that
become linearized upon host cell uptake (via transduction,
conjugation and transformation) or during replication or
recombination with the host genome (45). Here we pro-
pose that adaptation in type III systems is also biased to-
ward signature features associated with parasitic genetic ele-
ments, but through a different mechanism (Figure 8). Adap-
tation against transient ssDNA structures sets up the system
to preferentially sample from replicating plasmids, phages
and inefficiently transcribed genes. Moreover, the ways that
mobile genetic elements enter prokaryotic cells (via conju-
gation, natural transformation and viral transduction) of-
ten involves entry of single-stranded DNA intermediates
capable of forming secondary DNA structures (102), and
this could increase the susceptibility of exogenous DNA to
recognition by type III adaptation machinery (Figure 8).
Given that recombination of foreign DNA with host chro-
mosomes and mobilization of transposons also requires for-
mation of DNA secondary structures, there are yet other
potential steps for which mobile genetic element DNA may
be vulnerable to the action of type III spacer acquisition.
By this model, type III protospacer choice preferences are
general enough that DNA is widely sampled, but still guide
Cas1 and Cas2 towards potentially deleterious mobile ge-
netic elements.
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