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Abstract
Deep learning is the most dominant area to perform the complex challenging tasks such as
image classification and recognition. Earlier researchers have been proposed various con-
volution neural network (CNN) with different architectures to improve the performance
accuracy for the classification and recognition of images. However, the fine-tuning of hyper
parameters, resulting the optimal network, regularization of parameters is the difficult task.
The metaheuristic optimization algorithms are used for solving such kind of problems. In
this paper we proffer a fine tune automate CNN with Hybrid Particle Swarm Grey Wolf
(HPSGW). This novel algorithm used to discover the optimal parameters of the CNN like
batch size, number of hidden layers, number of epochs and size of filters. The proffered
optimized architecture is implemented on MNIST, CIFAR are two bench mark datasets and
Indian Classical Dance (ICD) for the classification of 8 Indian Classical Dances. The Prof-
fered method improves the model performance accuracy of 97.3% on ICDDataset, and other
benchmark datasets MNIST, CIFAR with an improved accuracy of 99.4% and 91.1%. This
auto-tuned network improved the performance by 5.6% for Indian Classical Dance Forms
Classification compared to earlier methods and also reduces the computational cost.

Keywords Particle swarm optimization · Indian classical dance · Grey wolf · Convolution
neural network

1 Introduction

Deep learning algorithms is one of the most dominant field widely implemented for a large
variety of applications [1, 2] because of their higher levels of accuracy compared to previous
approaches. Deep neural networks have shown that they can tackle classification issues with
hierarchical model, lots of parameters, in addition learning from large databases. CNNs are
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the type of deep neural network that has been shown to be a reliable intended for image
processing or video processing and pattern recognition, classification, approach. They are
made up of a lot of convolutions, pooling, and layers and fully connected layers (FC). In
current era, CNN has attracted consideration for producing improved results in a range of
computer vision applications, including medical [3], NLP (Natural-language-Processing),
AI-robotics, Radiology [4] and aerospace. While designing CNN a large no. of parameters
such as bias, learning rate, optimizer, activation function, no. of layers, no. of filters, and size
of each filter need to optimize. These parameters can be varying for various problems these
parameters are referred as hyper parameters. The auto tuning of hyper parameters has been
done experimentally if not properly tuned then the accuracy of the model becomes poor.

To address such problem, a number of researchers have been proposed using evolution-
ary computation methodologies to inevitably create the best CNN architectures to improve
their performance such as harmonic search [5], microcanonical optimization algorithm [6],
differential equation [7] to optimize CNN parameters. [8] suggested a method for develop-
ing the deep convolutional neural networks architectures for classification problems using
genetic algorithms. [9] has been proposed a computationally effective algorithm for design-
ing unsupervised deep neural network for big data. The authors of [10] give an examination
of alternative evolutionary computing-based strategies for optimizing CNN designs, which
were verified on benchmark datasets and produced viable outcomes. [11] proposed an auto-
matic design of CNN topologies by using genetic algorithms and grammatical evolution. [12]
proposed optimized CNN with PSO algorithm for sign language recognition. [13] proposed
grey wolf-based hyper parameters optimized CNN classifier for detection of skin cancer.
Even though there are so many challenges in classification of images. The scenario is that
the classification of dance forms is a complex task due to some dances have same type of
mudras, and dancers wear heavy costumes. Furthermore it is a time-consuming process to
build efficient network manually.

In this research we proffer a novel HPSGW to progress the accuracy of CNN model
by hyper parameter tuning for handling multi classification problems. The hyper parameter
tuning can be done by considering the no. of layers, each kernel size, batch size and no.
of epochs. The training process of CNN, the fitness function to be assessed in the HPSGW
optimization process, which is most time-consuming element of hyper parameter tuning. To
increase the hyper-parameter tuning efficiency, appropriate fitness function is constructed
that can used to compute the fitness value to result CNN accuracy in short amount of time
in order to classify the images. In terms of both precision and loss, the improved CNN, the
experimental findings clearly illustrate the superiority of the proffered method over manual
hyper parameter tuning optimization approaches. The key contributions of this paper are.

• Pre-process the images effectively in order to decrease the training time.
• Construct CNN models for MNIST, CIFAR, ICD Datasets without optimization.
• HPSGWoptimizes CNNhyperparameters tomodel themost cost-effective CNNClassifier
for Indian Dance Classification.

• The proffered method is compared with the CNN without auto tuning with hyper param-
eters tuning using HPSGW by applying on the bench mark datasets MNIST and CIFAR.

• Compare the proposed optimized CNN ICD model with the earlier ICD CNN models.
• Compare the profferedmethod performancewith state of art results on benchmark datasets.
• Compare manual tuning models with auto tuning models for each data set by conducting
statistical test.

The remaining paper is arranged as: Sect. 2 discusses some prevailing research studies,
Sect. 3 exhibits related work, Sect. 4 focuses on the mathematical formulation of proffered
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work, Sect. 5 shows the experiment outcomes, Sect. 6 comparative analysis and discussion,
and lastly, Sect. 7 finishes with the conclusion and prospective studies.

2 Literature review

For decades, object identification and visual categorization have been hot topics, with neural
networks, particularly CNN, playing a crucial role. FC and hidden layers of networks produce
a complex cost and time complexity when dealing with object recognition problems. CNN
is now widely utilized for image classification as a solution to this challenge. CNN includes
layers named as convolution, max-pooling, ReLu, dropout Layer, dense Layer, for feature
extraction and SoftMax layer for classification. The size of Kernal, no. of kernels, stride of
kernel, Relu activation function associated with convolution layer, size of kernel associated
with pooling layer, dropout rate associated with dropout layer. The size of the dense layer,
learning rate, number of convolutions, number of pooling layers, number of dense layers, and
so on are all hyper-parameters associated to individual layer of the CNN model. The output
of the CNN model is heavily influenced by these hyper-parameters. In order to increase the
model’s accuracy, several academics have suggested growing the no. of layers in CNN. In
the instance of automatic detection of features in CNN, simple characteristics are identified
by the first layers, tracked by complicated features extracted by the subsequent layers. The
depth of the model is significant when extracting complicated characteristics. Each layer’s
feature selection is influenced by the number of kernels and kernel size. Researchers employ
the principle by means of fewer kernels in the first layer and a large number of features in the
second layer to produce better features. When training the model with any training technique
such as optimizer Adam, gradient descent with momentum, and so on, the learning rate is
crucial. If the learning rate is too small, the gradient will take a long time to reach the optimal
solution. Gradient accelerates approaching the solution if it is large. As a result, selecting
the appropriate learning rate is a crucial consideration. The dropout rate is used to regularize
CNN. The model is more generalized when the dropout rate is correct.

Researchers have proposed various promising CNN models in the literature. For picture
classification and object detection, [14] suggested a GoogleNet model with 22 deep layers.
[15] proposed the Segnet pixel wise image labelling neural network. For image classifica-
tion applications, [10] presented an optimized DCNN architecture with ACL (autonomous
and continuous Learning), such as a genetic algorithm. [16] suggested a CNN model for
image classification using quantum behaved binary PSO. The HPSGWwas proposed by [17]
to improve exploitation in PSO and exploration in GWO. It has been applied to unimodal,
multimodal, and static dimension multimodal test functions to verify solution quality and
improved performance. [18] has proposed hybrid optimization algorithm by PSO and GWO
algorithm for IOT intrusion detection system to classify the data and detect intrusions. The
optimized CNN network has been proposed by [19] by auto tuning of hyper parameters with
GWO technique. This model has been implemented for covid-19 dataset for the diagnosis
of covid-19. For recognition of human behaviour form unconstrained videos [20] proposed
hybrid CNN-GWO. The obtained solutions of theGWOapproach heavily influence the initial
weights for the proposed deep CNN classifiers, which in turn minimizes the ’classification’
mistakes. To improve the accuracy of CNN models for classification tasks, [21] presented a
mix of GA and PSO. Benchmark datasets like MNIST, CIFAR-10, and SVHN, this hybrid
CNNmodel has been tested. As a result, it has a higher level of accuracy than other methods.
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PSO use in convolutional neural networks was proposed by [22]. The use of PSO in the train-
ing phase aims to improve recognition accuracy by optimizing the solution vectors’ outcomes
on CNN. [23] has proposed a self-adaptive extreme learning machine for the auto adjustment
of parameters of network in the training process using self-adaptive learning algorithm. It
selects the best neuron in network hidden layers. For the design of automatic architecture,
[24] suggested an architecture evolution of convolutional neural networks utilizing monarch
butterfly optimization. By using a variant of the PNN with self-adaptive approach, [25] pro-
posed an enhanced probabilistic neural network with self-adaptive for transformer defect
diagnostics. Spread can be self-adaptively changed and selected in this manner, and the opti-
mal spread can then be used for both testing and training. [26] has proposed a novel approach
that can be used to improve the detection of malware variants using deep learning. Apart
from these, Table 1. depicts some of the recent Metaheuristic algorithms which has been
proposed by earlier researchers for solving various types of engineering problems.

3 Related work

This section describes the basic concepts needed to implement the proffered methodology.

3.1 CNNModel for ICD classification

The CNN is widely employed in image classification because of its exciting characteristics
such as automatic selection of features and end-to-end training. Pooling, dropout, and dense
layers, in addition to the convolution layer, play important roles inCNN.CNNcan accomplish
efficient image processing through its convolution layer’s automatic feature selection, pooling
layer’s feature reduction, and dense layer’s classification. Figure 1 depicts the CNNnetwork’s
structure.

Every layer of CNN is significant in its own right. The number of features taken from every
layer is determined by the kernel size and no. of kernels. Random weights are used to initial-
ize kernel weights, which are learned during model training. The convolution layer’s output
is used as the ReLu layer’s input. Activation function that is nonlinear ReLu keeps the con-
volution layer’s value within a certain range. Because of its easiness and non-negativity, the
ReLU activation function is the furthermost common in CNN. The dropout layer is employed
after ReLu to keep the model from overfitting. The feature map is then down sampled using
the pooling layer. It aids the representation’s invariance to modest input changes. To produce
a new set of weight maps, the pooling layer works on each and every feature maps distinctly.
We choose max pooling, which takes the maximum value from each patch of the feature
maps. It aids in the extraction of low-level features such as the image’s point and edge. The
CNN’s higher-level layers are usually FC layers. These FC layers take the pooling layer’s
output and use it to make a classification conclusion. The CNN model’s last layer employs
a softmax function, which outcomes a multiclass classification probability distribution. In
the CNN model, regularization is a strategy to deal with overfitting. On adding a penalty
to the loss function, regularization reduces overfitting. Dropout was a technique for dealing
with overfitting in CNN that involves minimizing interdependent learning. After defining a
CNN’s structure, back propagation is used to tweak its core weights tomeet the goal problem.
Kernel length, wide variety of kernels, stride withinside the kernel, activation characteristic
concerned in convolution layer, kernel length related to max-pooling, dropout rate utilized in
dropout, length of the dense layer, learning rate wide variety of convolutions, wide variety of
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Fig. 1 ICD CNN Architecture

max-pooling, wide variety of dense layers, and so forth are all hyper-parameters associated
with each and every layer of the CNN model. These hyperparameters have a substantial
effect at the CNN model’s output. Manually determining the near-optimal hyper-parameter
setup for a CNN by investigating all potential combinations at a reasonable cost is almost
impossible. As a result, proper CNNhyper-parameter refinement is framed as an optimization
problem having an intent of improving CNN model’s overall performance.

3.2 Particle swarm optimization (PSO) algorithm

Kennedy and Eberhart first published the PSO algorithm in [36], and its outcome has been
inspired by imitations of animal social behaviour like bird grouping and fish schooling. The
birds scatter or congregate while hunting for food before settling on a location where they can
get the food.While the birds are moving from one location to another in quest of food, there is
constantly one bird it can smell the food extremely clearly; this means that the bird is attentive
of the location where prey can be located and has the right prey resource communication.
The birds will simultaneously fly to the location where food can be obtained since they
are communicating the message. This method is based on animal behaviour for calculating
global optimization functions/problems, and each swarm/crowd member is referred to as a
particle. Two mathematical equations update the positions of each crowd partner in global
search space in the PSO technique. These are the mathematical equations.

vt+1i � w ∗ vti + c1r1
(
x Best ti − xti

)
+ c2r2

(
gBest ti − xti

)
(1)

The next velocity of each particle vt+1i can be calculated by using Eq. (1). Where w is the
initial inertia, vti is the previous velocity of particle i at timet , r1, r2 are random numbers
whose values among [0, 1], c1 and c2 are the initial acceleration constants. x Best ti is local
best fitness value of swarm, gBest ti is global best fitness value of swarm. xti is the previous
position of the swarm i at the timet .

c2r2(gBest ti − xti ) (2)

where xt+1i is the next position of the particle it can be calculated by using the previous
particle position xti and its velocity vt+1i by using Eq. (2). By Eqs. (3) & (4) at a given time t
we can update the local and global best values.

x Besti (t + 1) �
{
x Besti (t)i f f (x Besti (t) ≤ f (xi (t + 1))
xi (t + 1)i f f (x Besti (t) ≥ f (xi (t + 1))

(3)
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gBest(t + 1) � max{f(y), f(gBest(t))} where, (4)

y ∈ pBest0(t), pBest1(t), ..., pBest2(t)(t)

3.3 Grey wolf optimization algorithm

In addition, GWO is a metaheuristic optimization algorithm introduced by [37]. It was
inspiredbyGreyWolves’ social order andhunting strategy.The alpha, beta, andomegawolves
in each group are ranked, with the remaining subordinate wolves categorized as delta. The
population in GWO is separated into 4 groups: Alpha(α), Beta(β), Delta(δ), and Omega(γ),
which are used to pretend the leadership structure. Alpha wolves are the group’s decision-
makers, overseeing all of the group’s living activities, including the hunt. Beta wolves are the
alpha wolf’ subordinates, and they support the alpha wolves’ decisions. Omega are present
in the group’s next rank and preserve the group’s hierarchical structure of dominance. The
rest of the wolves who are subordinate to the Omega are known as Delta. GWO solution is
classified into three levels based on the solution’s fitness and optimality. For the optimizing
problem, the alpha decision is most likely the best option. In addition, swarm intelligence
approaches are employed to address the optimization problem when there is no leader to
supervise the entire period. The GWO approach overcomes this issue by giving grey wolves
the ability to lead themselves. GWO, which were inspired by grey wolves and had the poten-
tial of handling image recognition and classification challenges, were used in the swarm
intelligence improvisations. The GWO variation retained the quality of grey wolf leadership
for the sake of nature by performing the hunting mechanism. If the wolf isn’t an alpha (α),
beta (β), or omega (γ), the subordinate must surrender to superiors. Hunting, prey finding,
prey attacking, and prey surrounding are the primary processes in theGWO that are employed
for optimization. Each swarm agent’s encircling behaviour is depicted in the mathematical
Eqs. 5, 6.

−→
D �

∣∣∣
−→
C .

−→
X P (t) − −→

X (t)
∣∣∣ (5)

−→
X (t + 1) �

∣∣∣
−→
X P (t) − −→

A .
−→
D

∣∣∣ (6)

where D is the enriching behaviour of each agent, current iteration is t, the prey position is
Xp, the position of GreyWolf is X and A, C are coefficient vectors. A and C can be computed
by using Eqs. 7 8.

−→
A � 2 ∗ −→a ∗ −→

r1 − −→a (7)

−→
C � 2 ∗ −→

r2 (8)

Here ’a’ is linearly dropped from 2 to 0 consequently in a no. of iterations, random vectors
such as r1 and r2 whose values are selected within a interval of [0, 1]. Equations 9, 10 and 11
are utilized to update the Grey Wolf’s place in relation to the pray’s position. By altering the
values of A and C, several locations surrounding the optimal search agent will be grasped in
relation to the present place. The following mathematical formulae can be used to calculate
the Grey Wolf’s hunting procedure.

−→
D α �

∣∣∣C1.
−→
X α − −→

X (t)
∣∣∣ (9)
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−→
D β �

∣
∣
∣C2.

−→
X β − −→

X (t)
∣
∣
∣ (10)

−→
D δ �

∣
∣
∣C3.

−→
X δ − −→

X (t)
∣
∣
∣ (11)

−→
X 1 �

∣
∣
∣
−→
X α − A1

−→
D α

∣
∣
∣ (12)

−→
X 2 �

∣
∣
∣
−→
X β − A2

−→
D β

∣
∣
∣ (13)

−→
X 3 �

∣
∣
∣
−→
X δ − A3

−→
D δ

∣
∣
∣ (14)

where,
−→
D ,

−→
D β,

−→
D δ are distance vectors,

−→
X ,

−→
X β,

−→
X δ are the positions vectors wolves ,β

and δ respectively andA1,A2,A3,C1,C2C3 are coefficient vectors. The position of the Grey
Wolves can be updates as

−→
X (t + 1) �

−→
X 1 +

−→
X 2 +

−→
X 3

3
(15)

The random values are in the range [-2a, 2a], and the chosen value is compared to the
gap. If the random value |A|< 1 is 1, the attacks must be directed at prey. If the prey’s
searching ability is investigated, the prey’s attacking ability is investigated, and the results
are used to move against the prey. The population members are obliged to stay away from
prey divergence.

4 Proposedmethodology

This section describes the inspiration for, and the mathematical simulation that is involved
in HPSGW. And how to build an automated CNN with metaheuristic algorithm named as
HPSGW for classification problems. The network built by auto tuning of hyperparameters
such as No. of Layers, No. of Kernals, Batch size and No. of Epochs. The final CNN was
built with best hyper parameter which gives best optimal value.

4.1 CNN architecture optimized by hybrid PSGW algorithm

The HPSGW algorithm has been created without altering the overall calculations of both
PSO and GWO approaches. Practically all real-world glitches can be resolved effectively
using PSO methodology. Though, there must be a way to learn the likelihood of the PSO
tricking by local minimum. The GWO is used to support PSO in our proposed strategy to
lessen the probability of slipping towards local minimum. To avoid local minima, the PSO
algorithm moves some particles in to random locations with a limited chance of success. To
avoid these dangers, the GWO exploration capability is employed to send some particles to
sites that are somewhat boosted by GWO method rather than random positions. However,
because the GWO method is used in adding to the PSO algorithm, the running duration is
improved. The proposed PSGW Algorithm merges the two functionalities

−→
D α �

∣∣∣C1.
−→
X α − w ∗ −→

X (t)
∣∣∣ (16)

−→
D β �

∣∣∣C2.
−→
X β − w ∗ −→

X (t)
∣∣∣ (17)

−→
D δ �

∣∣∣C3.
−→
X δ − w ∗ −→

X (t)
∣∣∣ (18)
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Equations 19 and 20 are used to combine PSO and GWO variants the to update the
velocities as

vi (t + 1) � w ∗ (vi t + c1r1(x1 − xi t) + c2r2(x2 − xi t) + c3r3((x3 − xi t)) (19)

xi (t + 1) � xi t + vi (t + 1) (20)

To choose an optimal ideal value, the fitness function is applied. The fitness function
is calculated using the Rosen Brock function and the objective function in the proposed
hybrid optimization technique. Requiring the following Eq. 21, the Rosen Brock function
is efficiently optimized by adapting an appropriate coordinate system without using any
gradient information or generating local approximation models f(x).

f (x) �
N−1∑

i�1

[
100

(
xi+1 − x2i

)2
+ (1 − xi )

2
]

(21)

The pseudo code for the HPSGW algorithm is shown in Fig. 2.
The objective of this work is to implement CNN architecture with good performance by

using hybrid PSGW algorithm. The parameters needed to optimize the network architecture
are.

• No. of Convolution-layers.
• Size of Filter or kernel used in every convolution.
• No. filter used to extract feature maps.
• Batch size means the no. of input images passed through CNN in every training block.

The proposal’s main theme is shown in Fig. 3 with the "training and optimization" block

Fig. 2 Pseudo code for HPSGW Algorithm
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Fig. 3 CNN optimization with HPSGW Algorithm

being the atmost essential element of the entire process, in which the CNNmodel is initialized
to collaborate with parameter optimization using the HPSGW. The HPSGW is initialized
according to the parameters specified for the execution (described below), and the particles
are generated as a result. Each agent represents a complete CNN training since it represents
the possible best solution and each position will have a parameter value to be optimized.

The training procedure is an iterative cycle that culminates in the evaluation of all agents
created for each iteration by the HPSGW. The computing cost is larger, and it is determined
by size of the database, population size, HPSGW iterations, and the no. of agents in every
iteration. If the HPSGW is run 100 times with 5 agents, the CNN model training procedure
is run 500 times as well. The steps for using the HPSGW Algorithm to optimize the CNN
are as follows.

1. Initially load the Dataset MNIST, CIFAR and ICD for training process. Before training
pre-process, the dataset such as scaling, colouring and resizing.

2. HPSGWpopulation is generated. The population parameters include no. of agents, inertia
weight, and no. of iterations, No. of Agents, accelerator factors (A1, A2, A3).

3. CNN architecture is initialized, with the parameters obtained by HPSGW no. of layers,
the filter size, no. filters, and the batch size.

4. CNN model training and model validation. CNN reads and process the input images
collected from the datasets for training, process, validation process, and testing process;
this step results in accuracy for each model. These results will return to the HPSGW as
immediate step of objective function.

5. Derive the objective function (fitness for each agent).
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Fig. 4 Flow Chart of HPSGW

6. Revise the parameters. At each new iteration, every agent revises their velocity and
position.

7. This process is repeated until stop criteria matched.
8. Finally, the CNN is modelled with best optimal (fitness) value.

Figure 4 illustrates the hyper tuning process of CNN using HPSGW using flow chart.

5 Experimental results

In this work, HPSGW algorithm is implemented on 3 standard datasets MNIST, CIFAR-10,
and ICD Dataset which were collected from Kaggle. Alternative convolution and pooling
layers make up the CNN used in this study. A complete FC layer is built on the top of the
network.
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Table 2 Parameters of CNN and
HPSGW Parameters of CNN

Learning Function Adam

Activation Function SoftMax

Nonlinearity Function ReLu

Epochs 100(max)

Parameters of HPSGW

Agents 5

Inertia weight 0.5

No. of Iterations 100

Upper Bound 100

Lower Bound 10

Threshold 0.5

Accelerator Factor (C1, C2, C3) 2

5.1 Datasets description

MNIST Dataset: Handwritten digits 0–9 are included in the MNIST [23]. There are 60,000
samples in this collection. With batch size 128, 50,000 sample photos were used in training
procedure and the remainder were used in testing procedure. All the photos are of equal size,
at 28 × 28 pixels. Before the training, the pixels are normalized to [0, 1].

CIFAR Dataset: This dataset comprises of 60,000 natural RGB images of pixel size 32
× 32, divided into 10 classes, with 50,000 for training procedure and 10,000 for testing
procedure.

ICD Dataset: This dataset has 560 images of size 224 × 224 of various 8 categories
of Indian classical dance form images like Bharatnatyam, Odissi, Kathakali, manipuri,
kuchipudi, mohiniyattam, sattriya andKathak. Among 364 images were used for training and
remaining are used for testing. Each image varies in size and resolution so apply pre-process
techniques before training and testing.

5.2 Parameters used in the experimentation

In CNN model Parameter setting, ReLu layer uses nonlinearity function, soft max layer uses
activation function for classification, learning function is an Adam optimizer and epochs
are employed as static parameters. No. of particles, iterations, weight of inertia, and the
accelerator factor are all fixed parameters in the HPSGW design. Table 2 shows the static
parameters utilized in HPSGW and CNN. The no. of hidden layers, size of the filters utilized
in each hidden layer, the no. of filters, and the batch size are the dynamic parameters optimized
by HPSGW.

5.3 Experiment results obtained by CNN-HPSGW andwithout HPSGW

In this segment we represent optimized results conducted on three different data sets. This
experimentation consists of 100 executions applied on each dataset to obtain optimal network
with few parameters and maximum accuracy.
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5.3.1 MNIST dataset with /without HPSGW

The first experiment was done on MNIST dataset without HPSGW. During training phase,
the model was trained with 60,000 images and tested 10,000 images. This method results
model accuracy 97.4%, sensitivity rate 98.4% and specificity 99%. Figure 5 represents the
true positive rate and false positive rate for each classification labels.

After finetuning of hyper parameters of CNN with HPSGW returns the optimized CNN
architecture at 10th iteration. This algorithm finds the best hyper parameters with best global
score with those hyper meters the model was built. This method results model accuracy
99.4%, sensitivity rate 98.4% and specificity 99%. Roc curve in Fig. 6 represents the true
positive rate and false positive rate for each classification labels for MNIST.

Fig. 5 ROC Curve (MNIST)

Fig. 6 ROC Curve (MNIST-CNN-HPSGW)
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5.3.2 CIFAR results with/without HPSGW

Subsequently the experiment was conducted on CIFAR dataset. During training phase, the
model was trained with 50,000 images and tested with 10,000 images. This method results
model accuracy 87.6%, sensitivity rate 87% and specificity 88%. Figure 7 represents the true
positive rate and false positive rate for each classification labels by ROC Curve.

Next the experiment was conducted on the same CIFAR data set using HPSGWwith same
set of training and test data. In the training phase the CNN architecture was build based on the
parameters which gives best fitness value. The classification accuracy of 99.1%, sensitivity
rate is 91% and specificity rate is 91%. Figure 8 shows the positive rate by ROC curve.

Fig. 7 ROC Curve (CIFAR)

Fig. 8 ROC Curve (CIFAR-CNN-HPSGW)
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5.3.3 ICD Result with/without HPSGW

Subsequently the experimentwas conducted on ICDdataset. During training phase, themodel
was trained with 80% training images and testing with 20% test images. This model results
accuracy of 95.4%. Figure 9 shows the positive rate of this model by ROC curve.

Next the experiment was conducted the same data set using HPSGW with same set of
training and test data. In the training phase the CNN architecture was build based on the
parameters which gives best fitness value in 100 iterations (Fig. 10).

Iteration 10 gives the global best score. The classification accuracy of 97.3%, sensitivity
rate is 99% and specificity rate is 99%. After the fine tuning of hyperparameters it results the
best optimal CNN architecture which consists of 5 batches of layers each layer consists 2
convolution layers and 1 pooling layer for feature extraction and 2 fully connected layers are
added at the end for classification. Figure 11 depicts the Accuracy graph during the training
and testing phases. Figure 12 illustrates the model loss and Fig. 10 shows the positive rate
by ROC Curve. Figure 13 illustrates the layered architecture of optimized CNN.

Figure 14 shows some validation results on ICD Dataset for classifying various dance

Fig. 9 ROC Curve (ICD)

Fig. 10 ROC Curve (ICD-CNN-HPSGW)
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Fig. 11 Accuracy Graph

Fig. 12 Loss Graph

forms like Kuchipudi, Manipuri, kathak, Odissi, kathakali, sattriya, Bharatanatyam and
kathak. It gives better classification accuracy compared to CNN.

6 Comparative analysis and discussion

In this section the proffered method is compared with the state of art results on different
datasets. And also conducted statistical analysis on each dataset.
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Fig. 13 CNN-HPSGW Layered Architecture for ICD

Fig. 14 ICD Classification on Test data using CNN-HPSGW
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6.1 Evaluationmetrics

Themetrics used to evaluate the performance of the proposedmodel areAccuracy, Sensitivity,
Specificity, F1-Score, Cohen/Kappa Score, Precision and Matthew Score. True positive,
true negative, false positive, and false negative are represented by TP, TN, FP, and FN,
respectively. Figure 15 depicts the performance analysis (PA) on three datasets MNIST,
CIFAR and ICD with HPSGW by auto tunning of hyper parameters to get the optimal CNN
architecture. It results accuracy score 99.4% on MNIST, 91.1% on CIFAR and ICD results
97.3%. Figure 16 depicts the performance results on three datasets MNIST, CIFAR and ICD
without applying auto tunning. It results accuracy score 96.4% onMNIST, 87.6% on CIFAR
and ICD results 95.5%. Figure 17 depicts the convergence curve which shows the fitness

Fig. 15 PA HPSGW

Fig. 16 PA without HPSGW
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Fig. 17 Convergence Graph

Fig. 18 ROC Curve

value for 100 iterations. The best global score for MNIST dataset, CIFAR Dataset and ICD
Dataset is at 10th iteration. Figure 18 shows the ROC curve for 3 datasets using HPSGW.

6.2 Statistical analysis

To find the level of significance between the two proposed architectures and to find which
architecture is better a nonparametric test, Wilcoxon rank test is used [41]. It compares the
performance of two architectures with and without HPSGW by considering the accuracy
values of both the architectures. The process of this test is done as.

• Assume Null Hypothesis(H0): Both architectures yield the same accuracy that is H0: μ0

� μ1.

• AlternativeHypothesis(H1): CNN -HPSGWis greater thanCNN-WITHOUTHPSGWthat
is μ1 > μ0.

• A confidence level of 95% with α � 0.05 and n � 13 (Sample Size).
• Find the T +, T− and p-value for each dataset if it is smaller than α (0.05) then reject the
Null Hypothesis (H0) and concluded that Optimized CNN is better than CNN without
optimized.

From Table 3 we observe that the Wilcoxon Rank test results p-value which is less than
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Table 3 Statistical Analysis
Dataset Statistical test p-value

MNIST Wilcoxon rank 0.0018

CIFAR Wilcoxon rank 0.0396

ICD Wilcoxon rank 0.0457

the 95% of level of significance 0.05 for 3 datasets MNIST, CIFAR, ICD. So, we reject the
Null Hypothesis (H0) and concluded that auto tuned CNN with HPSGW is better than CNN
without optimization.

6.3 State-of-art comparison

We compare the results of the optimization methodologies given in this study to the state-of-
the-art research, in which CNN models are applied in the ICD dataset, to get further proof
about their effectiveness. The results in Table 4 indicate the authors’ best classification values,
which are explained in detail below.

[38] proposed the “identification and classification of Indian Classical Dance images
using Deep Learning Convolution Neural Network (CNN)” which results 78.8% accuracy.
[39] proposed a classification of different dance forms into 8 classes is attempted using a deep
convolutional neural network (DCNN) model using backbone as ResNet50, which results
the classification accuracy of 91.1%. [40] has been proposed a transfer-leaning based CNN
Model for ICD classification. This paper used VGG-16 and VGG-19 pre-trained models for
ICD classification. VGG-19 results best accuracy of 91.7%. Compared to state-of-art analysis
our model CNN-HPSGWperforms best results 97.3% for ICDClassification. This optimized
CNN improves the accuracy rate by 5.6%.

Table 5. depicts the CNN auto tuning with various metaheuristic algorithms on MNIST
dataset. Compared to state of art CNN-HPSGW shows better performance with an accuracy
of 99.10%.

Table 6 depicts the CNN auto tuning with various metaheuristic algorithms on CIFAR
dataset. Compared to state of art CNN-HPSGW shows better performance with an accuracy
of 91.1%

Table 4 State-of-the-Art
Comparison ICD Author Reference Accuracy (%)

CNN [38] 78.8

DCNN-Resnet50 [39] 91.1

CNN-VGG-19 [40] 91.7

CNN-HPSGW(Ours) 97.3
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Table 5 State-of-the-Art
Comparison MNIST Model Reference Accuracy (%)

CNN-PSO [22] 95.08

CNN-MAA [43] 98.75

Genetic DCNN [10] 99.3

CNN-SA [42] 97.35

CNN-DE [42] 97.32

CNN-HS [42] 96.77

CNN-HPSGW(Ours) 99.4

Table 6 State-of-the-Art
Comparison CIFAR Model Accuracy (%)

CNN-PSO [44] 80.5

MPSO-CNN [45] 87.4

Genetic DCNN [10] 89.23

CNN-MAA [43] 96.53

CNN-HPSGW(Ours) 91.1

6.4 Computational complexity

The computational COMPLEXITY of the proposed HPSGW algorithm is O(mn2). Where
n is the population size and m is the no. of selected features. Compared to manual tune
architectures auto tuned architectures takes less execution time. The time complexity will be
reduced.

7 Conclusion and future enhancement

In this work we proffered CNN-HPSGW to optimize the CNN architecture performance and
being applied on ICD classification. The proposals covered the no. of hidden layers, the size
of the filter used in each hidden layer, the no. of filters, and the batch size. According to the
findings of the experiments, the CNN-HPSGWO enhances the network with few parame-
ters. Overall accuracy achieved by three datasets were: for MNIST dataset it results 99.4%,
for CIFAR dataset results 91.1% and for ICD dataset 97.3%. The no. of hidden layers, the
filter size utilized in each hidden layer, the no. of filters, and the batch size were all opti-
mized in this study. The findings show how important it is to use optimization methods to
determine the best parameters for convolutional neural network architectures. Finally con-
cluded that CNN-HPSGW gives better performance than without optimization for any type
of classification problems. Compared to earlier methods for ICD Classification the proffered
method gives 5.6% improved accuracy. In future study, we will enhance the CNN-HPSGW
auto tuning by include some other hyper parameters in the optimization process, such as
training size, training rate, regularization rate, and activation functions. Additionally, other
computational algorithms such as the monarch butterfly optimization (MBO), earthworm
optimization algorithm (EWA), elephant herding optimization (EHO), moth search (MS)
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algorithm, slime mould algorithm (SMA), hunger games search (HGS), Runge-Kutta opti-
mizer (RUN), colony predation algorithm (CPA), and Harris hawks optimization can be used
to improve the CNN architecture (HHO). This approach can be applied for building CNN
for Indian classical dances.
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