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Abstract

Objective: The COVID-19 pandemic has spurred an increased interest in online healthcare and a surge in usage of online
healthcare platforms, leading to a proliferation of user-generated online physician reviews. Yet, distinguishing between
genuine and fake reviews poses a significant challenge. This study aims to address the challenges delineated above by
developing a reliable and effective fake review detection model leveraging deep learning approaches based on a fake review
dataset tailored to the context of Chinese online medical platforms.

Methods: Inspired by prior research, this paper adopts a crowdsourcing approach to assemble the fake review dataset for
Chinese online medical platforms. To develop the fake review detection models, classical machine learning models, along
with deep learning models such as Convolutional Neural Network and Bidirectional Encoder Representations from
Transformers, were applied.

Results: Our experimental deep learning model exhibited superior performance in identifying fake reviews on online med-
ical platforms, achieving a precision of 98.36% and an F2-Score of 97.97%. Compared to the traditional machine learning
models (i.e., logistic regression, support vector machine, random forest, ridge regression), this represents an 8.16%
enhancement in precision and a 7.7% increase in F2-Score.

Conclusion: Overall, this study provides a valuable contribution toward the development of an effective fake physician review
detection model for online medical platforms.
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Introduction
The advent of Web 2.0 technology has revolutionized trad-
itional industries by providing new platforms and channels
for promotion, including the healthcare industry. Over the
past decade, there has been a growing demand for
Internetization in healthcare, as evidenced by the increasing
number of adults in the United States using the Internet to
access health information.1,2 This demand has spurred the
creation and development of online healthcare platforms,
which combine Internet technologies with the traditional
medical industry to facilitate doctor–patient communication
and provide medical services. Well-known examples of
such platforms include haodf.com, chunyuyisheng.com,

and zocdoc.com.3 These platforms offer patients convenient
medical services and physicians the opportunity to expand
their reach and earnings. However, the reliability of these
platforms for patients is sometimes called into question
due to the freedom to post statements online and the use
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of reputation management services by physicians to garner
more positive reviews and higher ratings.

Similar issues are common in other types of online plat-
forms, such as online hotel and restaurant platforms, which
have been extensively researched in recent years.4,5 In par-
ticular, researchers have focused on identifying fake
reviews, which mislead readers by offering unobjective and
unjust evaluations of target objects.6 While numerous
studies have identified fake reviews on platforms such as
Yelp and TripAdvisor, relatively few have focused on identi-
fying fake reviews on online medical platforms. Early
research in this area used a dataset of physician reviews con-
structed by Li et al.7 but only a few studies have explored the
performance of machine learning and deep learning models in
detecting fake physician reviews. Moreover, the existing
research is limited by the small size of the dataset and the reli-
ance on classical machine learning models such as Support
Vector Machine (SVM) for the detection task.8

In the wake of the COVID-19 pandemic, the role of
online medical services has become even more crucial in
addressing the uneven distribution of medical resources.
To address the gap in the literature on fake physician
review detection, this study proposes to construct a new
dataset of fake physician reviews using a crowdsourcing
approach and real user review data from a well-known
online medical platform. The study will then develop a
fake physician review detection model using both classical
machine learning methods and deep learning methods.

Literature review

Online health community

The use of the Internet to access health care information has
become increasingly popular among patients with dis-
eases.9 The emergence of Medicine 2.0 or Health 2.0 appli-
cations, which use Web 2.0 technologies, has enabled
Online Health Communities (OHCs) to provide informa-
tional and social support for patients.10–13 In addition to
patients, physicians also participate in OHCs and provide
counseling services to patients.14

Physicians who participate in OHCs may receive social
and financial rewards.15,16 Studies have been conducted on
the factors that influence physicians’ rewards from OHCs,17

as well as on the profitability model of physicians in OHCs
from a professional capital perspective.15 Patients have also
been the focus of studies, exploring the positive effects of
OHCs on patients, the ways in which patients obtain informa-
tion they need from OHCs, and how reviews on physicians
influence patients’ decisions when choosing a physician to
consult within the doctor–patient community.18,19

Physician rating websites

In addition to providing social support, OHCs can also
provide medical information and consultation services,

including online consultation services, creating an online
patient–physician relationship.20 Patients are consumers in
this relationship and evaluate physicians’ services in the
same way they evaluate products on e-commerce platforms.21

Physician RatingWebsites (PRWs) have become increasingly
popular, with over 40 websites such as Yelp and Angie’s List
offering patients reviews of healthcare providers.21 Many
patients consult PRWs before choosing a doctor.22

Initially, physicians were concerned that PRWs would
contain inappropriate and untrue negative reviews that
would damage their reputation and work.21 However,
research has shown that online physician ratings are gener-
ally around 90/100.23 Studies on PRWs have focused on the
impact of online reviews on patients’ choice of physi-
cians,19 how physicians can increase patient inquiries and
profit possibilities through reputation management services
or by better building their homepage, and how physicians’
reviews differ between regions and departments.24

Research has shown that the use of PRWs has increased
over the last decade.25 For PRW users, online reviews
strongly influence their decisions,26 with 65% of German
PRW users consulting a doctor based on the ratings provided
by these sites.27 The younger generation is relying more on
the Internet when choosing a doctor, with more than a
quarter of young parents in the United States reporting that
they had selected a pediatrician for their child on the
Internet.28,29 Physicians are using reputation management ser-
vices to construct and defend their online reputation,30 with
some spending more money to achieve higher ratings31 or
encouraging satisfied patients to write positive reviews.32

While reviews on PRWs have a significant impact on
patients’ choice of care, the authenticity and professional valid-
ity of reviews on PRWs need to be verified.33 Identifying sus-
picious online physician reviews is meaningful for helping
patients make medical choice decisions and for the long-term
development of online physician review websites.34

Fake review detection

The phenomenon of fake reviews has become increasingly
prevalent in online shopping and review websites, leading to
significant concerns about the reliability and authenticity of
user reviews. Fake reviews can be categorized into three
types: untruthful opinions, reviews on brands only, and nonre-
views, as proposed by Jindal and Liu.6 Detecting fake reviews
is a challenging task, mainly due to the difficulty in distin-
guishing between genuine and fake reviews. Therefore, two
research focuses have emerged: the construction of the
dataset and the development of fake review detection methods.

In terms of dataset construction, Li et al.7 proposed two
primary methods for constructing fake review datasets,
namely, manual annotation and crowdsourcing platforms.
Research by Ott et al.35 demonstrated that it is challenging
to identify human-written fake reviews manually, leading to
lower accuracy in labeling. To address this issue, Ott et al.35
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created a gold-standard dataset containing 800 reviews, half
of which were real and the other half were fake.
Subsequently, Li et al.7 expanded the dataset to include
fake reviews from three areas: hotels, restaurants, and
doctors, totaling 3032 reviews. Additionally, some studies
have used review datasets filtered by review websites.36,37

Table 1 shows the datasets used in previous studies on
fake review detection.

In terms of fake review detection techniques, previous
research has focused on the analysis of fake review texts and
the identification of fake reviewers’ behavior. Li et al.7 found
that true reviews contain more nouns, adjectives, and preposi-
tions, while fake reviews constructed through crowdsourcing
contain more verbs, adverbs, and pronouns. Based on text fea-
tures obtained through syntactic analysis, many researchers
have combined SVM models or neural network models for
fake review detection tasks, achieving better detection accur-
acy,5,7,35,38,44 among which SVMs perform better than other
models in detection tasks with small sample sizes.

Semantic similarity computation is a common approach
used in the study of fake review text detection based on
semantic analysis. Lau et al.45 concluded that fake reviews
have a tendency to copy each other, and fake review detection
can be performed by identifying semantic duplicate reviews.
Linguistic Inquiry and Word Count (LIWC), a commonly
used tool in research on fake review detection based on styl-
istic features, is capable of extracting multiple text features,
including stylistic features, and mapping 4500 keywords

into an 80-dimensional vector. This tool was used by Ott
et al. and Li et al. in their studies7,35 and was combined
with bag-of-words features to improve the detection effect.
The metadata of reviews, including features of attributes
other than textual content such as publication time and the
number of likes or comments, has been shown to effectively
improve the accuracy of fake review detection when com-
bined with textual features.39,41

In conclusion, while existing research has made signifi-
cant contributions to fake review detection in fields such as
hotels and restaurants, research targeting the detection of
fake reviews on online healthcare platforms is still under-
developed. In addition, models used to identify fake
reviews in domains such as hotels and restaurants often
struggle to achieve better performance when identifying
fabricated reviews in medical domains.8,46,47

This study aims to address the research gap by building a
specialized dataset and integrating deep learning models to
achieve better results in the detection of fake physician
reviews. Most of the existing studies on the detection of
fake physician reviews are based on the gold-standard
dataset constructed by Li et al.,7 which is of high quality
but contains only 432 physician reviews. Therefore, this
study employs the dataset construction method of Li
et al.7 to build a more sizable and more specialized
dataset for the online medical context. By doing so, we
can mine more representative features of fake physician
reviews and achieve better detection results. Second, in

Table 1. Datasets for fake review detection.

Domain Dataset Volume (Fake%) Construction Method Study

Hotel TripAdvisor 800 (50.00%) crowdsourcing 35

TripAdvisor 1600 (75.00%) crowdsourcing 38

TripAdvisor 2848 (13.31%) manual annotation 39

Hotel, Restaurant YelpChi 67395 (13.23%) filtering algorithm 36

Restaurant YelpNYC 359052 (10.27%)

YelpZip 608598 (13.22%)

Product Yelp 18912 (50.00%) filtering algorithm 40

Amazon 5.8million similarity check 6

Epinions 6000 (23.30%) manual annotation 41

Amazon 109,518 / 42

Amazon 6819 (41.30%) manual annotation 43

Hotel, Restaurant, Doctor TripAdvisor 3032 (37.6%) crowdsourcing 7
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terms of detection methods, previous research has focused
on the features of the review text and classical machine
learning methods such as SVM and k-nearest neigh-
bor.8,46,47 However, these methods often struggle to
achieve better performance in detecting misinformation
compared with deep learning methods.48–50 Therefore,
this study employs both machine learning models such as
Logistic Regression (LR), SVM, Random Forest (RF) and
Ridge Regression (Ri), and deep learning models such as
Bidirectional Encoder Representations from Transformers
(BERT), Convolutional Neural Network (CNN), and
Recurrent Neural Network (RNN) to achieve better results
in the detection of fake physician reviews.

Methods
To construct a dataset of fake online physician reviews, we
employed a crowdsourcing approach where writers were

hired to produce fake reviews. In addition, we obtained
true online physician reviews by crawling data from a
well-known online medical platform (haodf.com) in
China using a web crawler tool. We integrated the fake
and true reviews to create an experimental dataset for
this study. Then, we employed both classical machine
learning algorithms (LR, SVM, and RF) and deep learning
algorithms (BERT, CNN, and RNN) to develop the fake
online physician review detection model. We evaluated
the model’s accuracy, recall, loss value, and other relevant
metrics to compare the performance of the different algo-
rithms. Figure 1 shows the process of the dataset construc-
tion and model development.

Dataset construction

The experimental dataset comprised two parts: the fake
review dataset and the true review dataset. To construct

Figure 1. Technical route of this study.
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the true review dataset, we used a web crawler to collect
reviews of physicians in the four departments of internal
medicine, surgery, dentistry, and oncology from the
homepage of an online medical platform. We randomly
selected 4000 records from the crawled physicians’
reviews to construct the true review dataset, using a
stratified sampling method to ensure balance between
positive and negative cases. The number of reviews for
each department in the sample set (465 reviews of
internal medicine, 1092 reviews of surgery, 1114
reviews of dentistry, and 1299 reviews of oncology)
was assigned based on the ratio of the number of physi-
cians in each department provided by the platform
(internal medicine: surgery: dentistry: oncology= 9700:
22764: 23840: 27079).

To construct the dataset of fake online physician
reviews, we drew inspiration from Li et al.’s7 study. We
established several rules to recruit qualified fake review
writers. Only experienced users of online medical plat-
forms were invited to write fake reviews. We asked
them to create several convincing reviews for online phy-
sicians, similar to the approach taken by writers hired to
produce fake reviews. This enabled them to simulate
fake medical reviews on the platforms as closely as
possible.

We solicited both ordinary and expert users to write
fake reviews for physicians in four common departments:
internal medicine, surgery, dentistry, and oncology.
Expert users, who were practicing physicians, produced
100 of the 400 fake reviews, with the remaining 300
written by general users. We screened the fake reviews
for review length, detail, and relevance. The threshold
for the review length was set at 30 words, based on the
average review length of 29.325 words calculated from
the reviews of physicians in the four departments on the
platform. We screened out fake reviews that were
shorter than the threshold. Table 2 presents examples of
genuine reviews collected from the platform alongside
fake reviews created by writers.

We screened the fake reviews based on their sentiment
tendency (positive or negative) as well. The ratio of positive
reviews of each physician counted by the platform was used
to determine the number of positive and negative reviews in
the fake review dataset. The weighted average of positive
reviews was calculated to be 99.28%.

After constructing the fake and true review datasets sep-
arately, we assigned labels to create a dataset for subsequent
classification learning. The composition of experiment
datasets is presented in Table 3.

Feature extraction

The feature extraction method employed in this study is
Term Frequency-Inverse Document Frequency (TF-IDF),
which is a commonly used weighting technique in the

fields of information retrieval and text mining.51 Term
Frequency-Inverse Document Frequency assigns import-
ance to a term based on its frequency within a specific
document and inversely proportional to its frequency
across the entire corpus. This technique is derived from
TF and IDF values, where TF represents the frequency of

Table 2. Examples of true and fake reviews.

Review
type Examples

True
review

“我之前做过矫正，因偏侧咀嚼，想要再次调

整，程医生告诉我好好佩戴保持器，维持

现状就可以了。感谢医生的讲解！”

“I have had orthodontic treatment before and wanted
another adjustment due to partial chewing, Dr
Ching told me to just wear my retainer properly
and maintain the status quo. Thank you doctor for
your explanation!”

“头疼16年，头疼前有视觉先兆或伴随肢体麻

木，经多家医院治疗无好转，后经熟人推

荐袁大夫，经入院治疗，目前，症状有好

转。”

“Headache for 16 years, headache before a visual
aura or accompanied by numbness of the limbs,
by a number of hospitals to treat no improvement,
and then recommended by an acquaintance of Dr
Yuan, after admission to the hospital for treatment,
at present, the symptoms have improved.”

Fake
review

“医生医术高明，态度和蔼可亲，对病人很有

耐心，亲切询问病情。我对医生诊治及态

度非常满意。”

“The doctor is highly skilled, kind and patient with
the patient, asking questions about his condition. I
am very satisfied with the doctor’s treatment and
attitude.”

“医术精湛，讲解清晰，认真，态度和蔼，很

能耐心的帮助患者看好病。”

“Excellent medical skills, clear explanations, serious,
kind attitude, very patient to help patients to
recover.”

Table 3. Experiment datasets composition.

Sources True review dataset Fake review dataset

Expert users / 100

Platform users 4000 300

Total 4000 400
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a term’s occurrence within a given document, as shown in
equation (1):

tfij = nij∑
k nkj

(1)

In this equation, nij denotes the frequency of term i in
document Dj, while the denominator represents the sum
of the frequencies of all terms in document Dj. The IDF
value of a term is obtained by dividing the total number
of documents in the corpus by the number of documents
containing that specific term and taking the logarithm of
the resulting quotient. The calculation is presented in
equation (2):

idfj = log
|D|

|{ j:ti ∈ dj}| (2)

Here, |D| represents the total number of documents in the
corpus, and |D|

|{ j:ti∈dj}| signifies the number of documents

containing the term ti. If the term ti is absent from the
corpus, the denominator becomes zero. To prevent this,
a modified formula is often used, where the denominator
is represented as 1+ |{ j:ti ∈ dj}|, thus ensuring a
nonzero value. The modified formula is shown in equa-
tion (3):

IDF = log
|D|

|{ j:ti ∈ dj}| + 1
(3)

Term Frequency-Inverse Document Frequency is the
product of TF and IDF, expressed as TF-IDF= TF *
IDF. In this study, after importing the dataset into
Python, the text was first segmented into individual
words. Subsequently, the TfidfVectorizer52 was
employed to construct the word vector matrix for the
documents. A training session utilizing RF was then con-
ducted. As the dimensionality of the input TF-IDF
feature set was too high, resulting in a low accuracy of

the RF model, we drew on previous study53 to filter the
top 10 features in terms of importance. For our classifica-
tion task, the feature importance assessment method pro-
vided by RF is Mean Decrease Accuracy (MDA), which
evaluates the importance of features by calculating their
impact on model accuracy in each decision tree.54

Specifically, the MDA method randomly exchanges the
values of a feature in the Out-of-Bag (OOB) dataset,
and then reruns the prediction, calculating the signifi-
cance of the feature by measuring the degree of degrad-
ation in the accuracy of the classification, as shown in
equation (4):

MDAc(j) = 1
T

∑T
1

1
|Dt|

∑
Xi∈Dt

I(P(Xi) = =yi)−
∑
Xj
i∈D

j
t

I(P(Xj
i ) = =yi)

⎛
⎝

⎞
⎠

⎡
⎣

⎤
⎦ (4)

In the formula, T is the number of random trees in RF;
(Xi, yi) is the sample, and for classification, yi is the cat-

egory; Xj
i is the sample after random swapping of the jth

dimension (feature) of Xi; Dt is the set of OOB samples

of the random tree t, and Dj
t is the set of samples formed

after swapping of the j dimension; P(Xi) is the prediction
result (category) of the sample Xi; and I is the indicator
function, which returns 1 if the prediction result is the

same as the true category, otherwise it returns 0; and
I(P(Xi) = =yi) is the indicator function. True category is
the same, then return 1, otherwise return 0.

Based on the feature importance provided by RF, 10
textual features were selected, specifically the TF-IDF fea-
tures. This process preserves TF-IDF features with high
value for model recognition while reducing dimensionality.
These important terms include test (e.g., ordinary blood
test), electrocardiogram, expectation, abundant, lumpy,

Figure 2. Filtered TF-IDF features.
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chemotherapy, age, will, improve, and medical insurance.
Figure 2 shows the importance of each TF-IDF feature pro-
vided by RF. As illustrated in Figure 2, terms such as “test,”
“electrocardiogram,” “expectation,” “abundant,” “lumpy,”
“chemotherapy,” “age,” “improve,” and “medical insur-
ance” emerge as highly important. These terms typically
represent more detailed evaluations of physicians and thus
appear more frequently in comments written by actual
patients. Additionally, the length of each review was calcu-
lated, normalized, and combined with the TF-IDF features
to create the final set of text features.

The patient ratings obtained from the platform include
evaluations of treatment effectiveness and the physician’s
attitude during the consultation. To facilitate model input
requirements, we assigned noncontinuous values ranging
from 0 to 1 to represent the rating levels. Specifically,
“very satisfied” corresponds to 0.9, “satisfied” corresponds
to 0.7, “average” corresponds to 0.5, “unsatisfactory” corre-
sponds to 0.3, and “very unsatisfactory” corresponds to 0.1.

In this study, we utilized two sets of features: the filtered
TF-IDF features (referred to as filtered TF-IDF features)
obtained through RF, and the comprehensive feature set
(referred to as comprehensive features) that incorporates
the filtered TF-IDF features, review length, and patient
rating feature and features extracted by LIWC package.

Table 4 provides a detailed description of the features
used in this study, and the set comprising all the features
listed in Table 4 is defined as comprehensive features.

Deep learning methods

The application of CNN in text classification research by
Kim55 was a major breakthrough in the application of
deep learning techniques in text classification tasks. His
proposed CNN model consists of four parts: input layer,
convolutional layer, pooling layer, and fully connected
layer. Convolutional Neural Network has been widely
used in text classification tasks, and its efficacy and matur-
ity make it an ideal choice as a detection model. Recurrent
Neural Networks have a more versatile application than
ordinary neural networks, as its basic structure includes
an input layer, hidden layer, and output layer. The value
of its hidden layer is determined by the input layer of this
moment and the hidden layer of the last moment, which
takes into account the role of context. Consequently,
RNN is chosen as one of the comparative models in this
paper.

Bidirectional Encoder Representations from Transformer
is a pretrained linguistic representation model that achieved
state-of-the-art performance in 11 distinct natural language

Table 4. Comprehensive feature set.

Feature name Composition Description

Filtered TF-IDF features / The set of important TF-IDF features

Review length / Normalized text length

Patient rating feature Efficacy satisfaction Very satisfied/satisfied/average/ unsatisfactory/very unsatisfactory

Attitude satisfaction Very satisfied/satisfied/average/ unsatisfactory/very unsatisfactory

LIWC features Function Total function words (e.g., the, to, and, I)

I-pronoun Impersonal pronouns (e.g., that, it, this, what)

You-pronoun 2nd person (e.g., you, your, yourself)

He-pronoun 3rd person (e.g., he, she, they)

Health Health related (e.g., medic, patients, physician)

Informal Informal terms

Compare Extent to which the text contains comparative language

Positive emotion posemo from LIWC (e.g., good, love)

Negative emotion negemo from LIWC (e.g., bad, hate)

Zhao et al. 7



processing tasks.56 The BERT model’s input layer consists of
three types of embeddings: Token Embeddings, Segment
Embeddings, and Position Embeddings. These embeddings
serve the purpose of converting words into fixed-dimensional
vectors, distinguishing sentence pairs, and encoding the
sequential nature of input sequences, respectively (Figure 3).

Experimental design and analysis

Experiment preparation. The experiment primarily relied on
Python 3.8, with the integrated development environment
Jupyter Notebook employed for development purposes.
The model construction was accomplished using the
scikit-learn and Pytorch frameworks. The hardware envir-
onment featured an Intel Core i5-7200U 2.50 GHz CPU
and 8GB of memory.

In evaluating binary classification models, Accuracy,
Precision, Recall, and F-Score are commonly used. These
metrics can be calculated using a Confusion Matrix.57

Given the objective of identifying fake medical reviews in
this study, the fake reviews were assigned as positive
cases, while the true reviews were designated as negative

cases for constructing the confusion matrix. In this study,
the detection of fake reviews focused on identifying as
many fake reviews as possible to minimize the impact of
fake reviews on patients’ choice of physicians. As a
result, the F2-Score evaluation index was constructed
with a higher weight value of recall R to better suit the
actual task. The weighted F2-Score is calculated accord-
ingly. The original F-Score is shown in equation (5):

F − Score = (1+ F2) ∗ Precision ∗ Recall
F2 ∗ Precision+ Recall

(5)

The F value was set to 2, and the formula used in this work
is shown in equation (6):

F2− Score = 5 ∗ Precision ∗ Recall
4 ∗ Precision+ Recall

(6)

Both machine learning and deep learning methods were uti-
lized to construct models, incorporating both filtered
TF-IDF features and comprehensive features. The dataset
used in this study consisted of a true review dataset com-
prising 4000 reviews collected from an online medical plat-
form, and a fake review dataset containing 400 reviews

Figure 3. Structure of BERT-based text classification model.
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constructed using the crowdsourcing method. To address
the imbalance between the true and fake review datasets,
we employed oversampling to increase the number of
fake reviews. This approach was chosen to mitigate the
class imbalance issue, which can adversely affect the per-
formance of machine learning models. Oversampling
helps to ensure that the models are not biased toward the
majority class, thus improving their ability to accurately
detect fake reviews.

To evaluate the models, a 10-fold cross-validation
approach was employed. In each validation iteration, 90%
of the data served as the training set, while the remaining
10% constituted the test set. This method ensures that
each review is used for both training and testing, providing
a robust evaluation of the model’s performance.

Experimental construction. Both machine learning and deep
learning models were used in this study to compare and
evaluate their performance. Four machine learning
methods, namely, LR, SVM, RF, and Ri, were applied to
the fake physician review detection task. Each machine
learning model was tested with multiple sets of feature set
inputs.

Convolutional Neural Network models were constructed
with an input layer, embedding layer, 1D convolutional
layer, 1D pooling layer, and fully connected layer using
Python. The training epochs were set to 6, and 30%
(1920/6400) of the data from the training set were discarded
to prevent overfitting. The CNN model was fine-tuned in
the pooling layer using two methods, MaxPool1D and
AveragePool1D, for pooling. The pooling window size
was adjusted to the number of rows of the word vector
matrix minus 3, 4, and 5, respectively. The experimental
settings are as follows: workers (the number of CPU
compute cores used for parallelized training)= 4, vector_si-
ze(word vector dimension)= 100, min_count(minimum
frequency of the considered words)= 3, and window(word
context window size)= 4.

Additionally, we constructed standard bidirectional RNN
and CNN models. The CNN model consisted of an input
layer, an embedding layer, a 1D convolutional layer, a 1D
pooling layer, and a fully connected layer. The RNN
model comprised an input layer, an embedding layer, a bidir-
ectional GRU layer, and a fully connected layer. These
models were combined using the concatenate method.

For the BERT model, only certain parameters were fine-
tuned, and the adjustable parameters based on the Chinese
pretrained BERT model are listed as follows. Considering
the mean value and distribution of review text length in
the dataset, the max_len parameter was set to 256, and
the fill_paddings method was used to complete the sentence
length. The batch_size parameter was set to 16, the learnin-
g_rate parameter was set to 2e-5, and the epochs parameter
was set to 3.

Results

Fake review detection models

The detection results of the machine learning models using
filtered TF-IDF features (FF) and comprehensive features
(CF), as well as the performance of the deep learning
models, are summarized in Table 5. Models with better per-
formance are highlighted in italics.

Table 5 demonstrates that the BERT model achieved
impressive results, with significantly higher precision and
accuracy compared to other methods. This highlights the
feasibility and effectiveness of the BERT model in detect-
ing fake physician reviews. Among the machine learning
models, the RF model exhibited the best performance
(90.27%), while the remaining models achieved moderate
performance (>70%) as evaluated by the F2-Score.
However, most models demonstrated poor performance
(<65%) in terms of precision and accuracy when using
only the filtered TF-IDF features. The incorporation of con-
structed features significantly enhanced the performance of
the machine learning model across all metrics, albeit result-
ing in a slight decrease in precision for the RF model.

Compared to the machine learning models, the deep learn-
ing models exhibited a more balanced performance across all
metrics, without any excessively low scores. Among the
deep learning models, BERT and CNN achieved the
highest performance (F2-Score > 90%), while the remaining
deep learning models showed more moderate performance.
Although machine learning models required less training
time and yielded satisfactory results, there is still consider-
able room for improvement in their detection performance
(F2-Score ranging from 79.82% to 90.27%). In contrast,
BERT showcased excellent performance across all metrics
and maintained a clear lead of approximately 7.7–18.15%
over other machine learning algorithms in the overall evalu-
ation metric, F2-Score. When compared to other deep learn-
ing models, BERT consistently outperformed them across all
metrics.

Feature importance

Fake review detection studies commonly employ two main
types of features: linguistic features of reviews and behav-
ioral features of reviewers. However, since the platform
hides users’ personal information, we were unable to
obtain the behavioral features of reviewers. Consequently,
in this study, we constructed two feature sets primarily
based on the linguistic features of reviewers as inputs for
the machine learning models. These feature sets include
the TF-IDF feature set filtered by RF (filtered TF-IDF fea-
tures) and the comprehensive feature set, which incorpo-
rates patient rating features, review length feature and
linguistic features extracted by LIWC into the filtered
TF-IDF features.
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For each machine learning model, we inputted these two
feature sets and adjusted the model parameters to obtain the
best-performing versions. Our experiments revealed that
when using the comprehensive feature set as input, each
machine learning model exhibited better performance. To
further examine the impact of each feature on the detection
performance of machine learning models, we employed the
SHAP plot58 for the RF model on the comprehensive fea-
tures. We employed the Python package SHAP to generate
value representation figures (Figure 4) for each feature in
the RF model. Figure 4 presents the variables listed in des-
cending order of importance. Each review is represented as
a data point in the plot, with the horizontal position of the
point indicating the correlation between the magnitude of
the feature value and the superiority of the model’s per-
formance. Notably, the RF model identified Review

Length as the most crucial variable, followed by Attitude
Satisfaction and the term “test.”

Distribution disparities between
true and fake reviews

To provide further insights into the differences between true
and fake reviews, we visually depicted the distribution of all
constructed features, as shown in Figure 5. Notably, the distri-
bution of text lengths exhibited a distinct pattern, with the
peak of fake reviews skewed toward longer text lengths com-
pared to true reviews (Figure 5(d) and (e)). Thisfinding corro-
borates previous research conducted by Jindal and Liu,6 who
discovered that spam tends to have significantly longer
lengths than normal emails. Similarly, Rout et al.59 found

Table 5. Model performance.

Model Precision Accuracy Recall F2-score

Machine Learning Methods SVM(FF) 54.78% 57.36% 76.82% 72.47%

SVM(CF) 81.79% 81.93% 80.57% 80. 80%

LR(FF) 61.94% 62.45% 76.75% 72.43%

LR (CF) 82.15% 81.05% 79.27% 79.82%

RF(FF) 90.20% 82.19% 71.45% 72.72%

RF(CF) 89.51% 90.19% 90.64% 90.27%

RI(FF) 61.85% 62.40% 76.82% 72.47%

RI(CF) 81.84% 81.93% 81.98% 81.94%

Deep Learning Methods CNN(maxpool,maxlen-4) 88.59% 88. 66% 90.58% 90.17%

CNN(maxpool,maxlen-5) 87.25% 86.43% 86.16% 86.38%

CNN(maxpool,maxlen-6) 92.41% 91.25% 90.09% 90.54%

CNN(averagepool,maxlen-4) 82.56% 81.25% 79. 94% 80.45%

CNN(averagepool,maxlen-5) 80.87% 83.48% 88.77% 87.07%

CNN(averagepool,maxlen-6) 82.04% 83. 75% 87.86% 86.63%

RNN 86.58% 81. 88% 76.02% 77.92%

Bi-GRU 76.48% 79.20% 83.23% 81.79%

RNN+ CNN(parallel) 83.78% 83.57% 82.65% 82.87%

RNN+ CNN(series) 82.71% 84.55% 88.28% 87.11%

BERT 98.36% 97. 88% 97.87% 97.97%
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that deceptive reviews tend to be lengthier than truthful
reviews. In our study, fake reviews exhibited text lengths
ranging between 30 and 300, while true reviews had a
broader range spanning from 1 to 4500 characters. Text
length is a widely employed feature in the detection of fake
reviews42 and has demonstrated its significance in the task
of distinguishing between genuine and deceptive reviews.60

Moreover, text length assists consumers in making more
informed judgments regarding the authenticity of reviews.

Furthermore, we examined the distribution disparities in
other characteristics. Specifically, in terms of Efficacy
Satisfaction and Attitude Satisfaction indicators, true

reviews displayed a higher concentration of the highest
ratings, while fake reviews exhibited a more even distribution
(Figure 5(a) and (b)). This observation can be attributed to the
tendency of patients to hold doctors in high regard and to post
their reviews on the platform only when they are highly satis-
fied with their experience.61 Additionally, the distribution of
other features revealed notable variations. For instance, we
observed a wider distribution interval for third-person pro-
nouns in true reviews, indicating a higher frequency of their
usage. This usage pattern may be positively correlated with
the authenticity of the comments.62 It is reasonable to infer
that an increased utilization of third-person pronouns signifies

Figure 4. Feature importance by SHAP.
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a closer proximity to an objective statement and a higher
degree of truthfulness.

Discussion

Dataset construction

Table 1 demonstrates that previous studies on fake review
detection have primarily been centered around fake
product reviews or fake hotel reviews, with limited research
conducted on fake physician reviews due to the scarcity of
established datasets in this domain. This issue was
addressed in 2014 when Li et al.7 constructed a dataset spe-
cific to fake physician reviews, a resource that has since
been utilized in numerous studies. However, a study by
Hao et al.24 highlighted the differences in review character-
istics between Chinese and American PRWs, implying that
the findings from existing studies may not be directly
applicable to the Chinese context. Consequently, the fake
online physician review dataset we have constructed
offers a valuable complement to research in this area.

With respect to dataset construction methods, many
studies have employed manual annotation to create fake

review datasets. However, identifying fake physician
reviews through manual annotation could be challenging.
To address this concern, we opted for the use of the crowd-
sourcing method. Furthermore, in terms of dataset compos-
ition, we invited both platform users and physicians to
participate during dataset construction, a practice that sets
our approach apart from some related studies that did not
specifically require participant expertise.36 This strategy
serves to enrich the data sources and enhances the dataset’s
resemblance to the actual scenario of reviews on PRWs.

Classification methods for online fake physician
review detection

Previous studies have extensively utilized both machine
learning methods and deep learning methods for fake
review detection tasks.63,64 Notably, RF, SVM, and CNN
have demonstrated commendable performance in fake
review detection tasks.65,66 RF is advantageous due to its
robustness and ability to handle large datasets with higher
dimensionality.67 It is less likely to overfit compared to

Figure 5. Distribution of each feature.
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individual decision trees, and it provides insights into
feature importance. However, RF can be computationally
intensive and may not perform well with very high-
dimensional sparse data, typical in text analysis. SVM is
known for its effectiveness in high-dimensional spaces
and its ability to find the optimal separating hyperplane
between classes. SVM is particularly effective when the
number of dimensions exceeds the number of samples.68

Nonetheless, it can be less effective with large datasets
and may require significant tuning of hyperparameters.

In this study, we selected four machine learning methods
(RF, LR, RI, and SVM) and three deep learning methods
(BERT, CNN, and RNN). The experimental results revealed
that BERT exhibited the best classification performance in
this task, surpassing the other methods employed in this
experiment. It aligns with previous studies on fake review
and fake news detection which have also demonstrated the
excellent performance of BERT,69,70 underscoring its ability
to effectively extract relevant features from text.

Conclusion
The rapid advancement of online healthcare platforms has
revolutionized the process of seeking and receiving
medical advice for patients. However, with the increasing
number of online reviews for physicians, the prevalence
of fake reviews has also risen, posing a threat to the percep-
tion of physicians’ quality and undermining trust in online
healthcare platforms. Therefore, the detection of fake
reviews is of utmost importance in maintaining the credibil-
ity of these platforms.

To address the need for effective fake review detection, we
employed a crowdsourcing approach to construct a dataset spe-
cifically designed for online medical platforms. The dataset
created throughcrowdsourcing exhibitedhigher accuracycom-
pared to datasets manually labeled or identified through pattern
detection methods. Subsequently, we developed a detection
model utilizing both classicalmachine learning and deep learn-
ingmodels. For evaluating theperformanceof themodels in the
context of online medical platforms, we utilized the F2-Score
evaluation index, which is particularly suitable for fake
review detection. Our experimental results revealed that the
deep learningmodel outperformed traditionalmachine learning
models in identifying fake physician reviews on onlinemedical
platforms. The deep learningmodel achieved a remarkable pre-
cision of 98.36% and an impressive F2-Score of 97.97%. This
represents an 8.16% improvement in precision and a 7.7%
increase in F2-Score compared to the traditionalmachine learn-
ing model. Therefore, our study makes a valuable contribution
by providing an effective fake physician review detection
model tailored for online medical platforms.

While this study advances the development of an effective
fake physician review detection model, there still remains
some limitations that need to be acknowledged. Firstly, one
primary limitation is the relatively small size of the fake

review dataset. Although oversampling techniques were
employed to mitigate this issue, the synthetic data may not
fully capture the complexity of real-world fake reviews.
Expanding the scale of the dataset would enhance the general-
izability of the model and its ability to detect fake reviews
across a wider range of scenarios. Additionally, the study’s
dataset is sourced from a single online medical platform,
which may limit the model’s applicability to other platforms
with different user behaviors and review characteristics.
Future research should consider collecting and integrating
datasets frommultiple platforms to ensure the model’s robust-
ness and generalizability across diverse contexts. Investigating
the differences in user behavior and review characteristics
across platforms can also provide valuable insights into how
these factors influence the detection of fake reviews. These
future endeavors hold the potential to further refine and
enhance the capabilities of the fake physician review detection
model on online medical platforms.
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