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Artificial intelligence (AI) is broadly defined as the 
seeming ability of a device to perform tasks that typically 
require human cognitive skills, such as reasoning, learn-
ing, and decision-making. At its core, AI is intended to 
embody the capacity to “do the right thing” in a given 
context by employing logic-based methods efficiently and 
safely.

Early AI systems were designed to achieve specific 
outcomes for well-defined tasks and are therefore often 
referred to as task-specific AIs. Typical examples are the 
early customer service chatbots, which relied on rigid 
rules to recognize specific keywords and generate pre-
programmed responses to these words. These simple sys-
tems relied on algorithms - mathematical constructs first 
formalized in the ninth century by the Persian mathema-
tician Muhammad ibn Musa al-Khwarizmi. Algorithms 

Introduction
In 2022, the US Food and Drug Administration (FDA) 
approved 139 medical devices incorporating artificial 
intelligence (AI) [1]. By August 2024, this number had 
surged to 950 AI or machine learning-enabled medical 
devices [2], highlighting the exponential growth of AI 
integration into medicine in general and clinical practice 
in particular [3].
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Abstract
The integration of artificial intelligence (AI) and machine learning-enabled medical technologies into clinical 
practice is expanding at an unprecedented pace. Among these, large language models (LLMs) represent a subset 
of machine learning designed to comprehend linguistic patterns, semantics, and contextual meaning by processing 
vast amounts of textual data. This educational primer aims to inform intensivists on the foundational concepts of 
LLMs and how to approach emerging literature in this area. In critical care, LLMs have the potential to enhance 
various aspects of patient management, from triage and clinical documentation to diagnostic support and 
prognostic assessment of patient deterioration. They have also demonstrated high appropriateness in addressing 
critical care-related clinical inquiries and are increasingly recognized for their role in post-ICU rehabilitation and 
as educational resources for patients’ families and caregivers. Despite these promising applications, LLMs still 
have significant limitations, and integrating LLMs into clinical workflows presents inherent challenges, particularly 
concerning bias, reliability, and transparency. Given their emerging role as decision-support tools and potential 
collaborative partners in medicine, LLMs must adhere to rigorous validation and quality assurance standards. As the 
trajectory toward AI-driven healthcare continues, responsible and evidence-based integration of LLMs into critical 
care practice is imperative to optimize patient outcomes while ensuring ethical and equitable deployment.
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define specific rules for specific outcomes and have been 
the foundation of decision-making models for centuries 
[4].

More recently, AI has gained an additional layer of 
sophistication - the ability to learn from vast datasets 
(i.e., big data). This progress has given rise to neural net-
works, which mimic the interconnected pathways of the 
brain to model complex relationships. Neural networks 
evaluate multiple possible pathways and select the most 
probable outcome (probabilistic reasoning). Bayesian 
statistics comprise a critical component of this process. 
Bayesian methods may be applied to all types of data, and 
they are typically used to calculate outcome likelihoods 
based on prior probabilities and new evidence. The resul-
tant outputs of these methods are ranges of confidence 
related to the likelihood of the outcome (i.e., confidence 
intervals) rather than a definitive answer (i.e., cutoff lev-
els). While highly effective, Bayesian approaches to data 
highlight a fundamental AI challenge - the need to bal-
ance statistical precision with uncertainty. Or, in other 
words, creative problem-solving.

Here enters generative AI, whose emergence marked 
another milestone in AI development. Generative AI 
models differ from earlier models in the production of 
outputs for new inputs, based on learned patterns rather 
than solely following predefined pathways. Generative AI 
models introduce an element of creativity, as they gener-
ate predictions (often also called insights) by synthesizing 
prior information that is frequently not overt. For exam-
ple, AI systems trained on extensive imaging datasets can 
identify new patterns and diagnose novel cases [5]. Such 
advancements fuel ongoing debates regarding the limits 
of AI and the delicate balance between creativity, trans-
parency, and replicability.

Of particular relevance to critical care is the AI field 
of machine learning (ML) that leverages vast datasets to 
train algorithms that infer logic and adapt to new scenar-
ios. Using electronic health records (EHRs) as the data 
source, granular and diverse clinical data are aggregated 
to enable predictive modeling using ML. As discussed 
below, these datasets can be leveraged to empower AI 
systems to anticipate clinical decisions, optimize patient 
care pathways, and improve medical decision-making. 
This educational primer aims to teach intensivists the 
foundational concepts of large language models and how 
to approach emerging literature in this area.

The building blocks of large language models
Large language models (LLMs) are a type of machine 
learning specifically designed to understand the relation-
ships between words and phrases [6]. LLMs learn the 
grammar, semantics, and contextual use of human lan-
guage by processing vast amounts of data from diverse 
sources. A key component of this learning involves 

creating embeddings, mathematical representations of 
words. These allow the model to group words with simi-
lar meaning close together in a kind of language map [7]. 
For example, the words “heart rate”, “blood pressure”, 
“temperature”, and ”respiratory rate” would be grouped 
in the map as “vital signs”. These relationships help 
the model understand how words are used in different 
contexts.

These models originate from natural language process-
ing (NLP), a field that employs computational techniques 
to represent text using algorithmic structures based on 
word co-occurrence frequencies within a given dataset 
[8]. Unlike traditional NLP models, which rely strictly 
on the data provided within a specific dataset, LLMs 
can incorporate contextual information and generate 
responses based on learned patterns. Table  1 presents 
key terms related to augmented intelligence and large 
language models.

A key distinction for understanding how LLM algo-
rithms function is the model distinction between words 
and tokens. Words are linguistic units that convey mean-
ing, while tokens are discrete symbols that comprise or 
represent these units (e.g., sub-words or even punctua-
tion marks). For instance, a simple word like “note” may 
be represented by a single token, while a longer or com-
pound word such as “hospitalization” might be broken 
into two tokens (e.g., “hospital”, “ization”). Each token 
is assigned a probability of appearing next in a sequence 
based on the tokens that preceded it. The model employs 
a mechanism called self-attention to evaluate all parts of 
the input simultaneously, allowing it to determine con-
textual relationships and generate coherent output. In 
other words, this mechanism is designed to evaluate the 
relevance of different parts of the input when generating 
a response. For example, when a physician prompts an 
LLM to generate an admission or discharge summary, the 
model may refer to the patient using both “the patient” 
and the pronoun “his/her.” In the sentence, “The patient 
was given his medications,” the model is able to associ-
ate “his” with “the patient” because it considers the entire 
sentence holistically, not just word by word. This process 
ultimately results in an output reflecting the most likely 
and contextually appropriate sequence of tokens [9] - a 
“predictive language assembly” that enables the model 
to form medically coherent and grammatically accurate 
responses (Fig. 1).

Translating words into tokens is called encoding, and 
translating these tokens back into text is called decoding. 
Embeddings are a critical component of LLM formula-
tion of the context, nuance, and subtle meanings of words 
and phrases that undergo decoding and encoding. These 
embeddings represent each token’s place in the map of 
language space. LLM inputs are first transformed into 
tokens and embeddings, and after being processed as a 
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series of layers in the model architecture, the output is 
created using the reverse process. This multi-layer archi-
tecture, known as a transformer encoder-decoder, allows 
the representations of tokens to be progressively refined. 
Each successive layer helps the model learn increasingly 
complex patterns, from basic grammar to more abstract 
semantic relationships. Statistical strategies are applied in 
the decoding process when the model selects one token 
over another based on learned probabilities - the likeli-
hood of each token appearing in a given context based 
on training data. As a result of this selection process, the 
model generates text. Figure 2 presents a simplified large 
language model processing algorithm.

Large language models in critical care
LLMs are still in their infancy concerning use in criti-
cal care, with very few clinically validated applications 
and a glaring lack of scientific consensus on their actual 
use. Today’s truths may be rapidly swept away by expo-
nentially improving technology. Yet, considering how 
these tools might be integrated into critical care could 

help frame the essential discussion on their future role in 
clinical decision-making. LLMs will likely be used across 
the critical care continuum to assist in triage and docu-
mentation, diagnosis and prediction of patient deteriora-
tion, and patient management. LLMs have demonstrated 
a high median score for appropriateness in addressing 
clinical questions related to critical care [10] and have 
also been proposed to support patient rehabilitation after 
discharge from the ICU [11, 12].

As of this writing, at least six additional papers are 
under review in prepublication databases that propose 
using LLMs in critical care for treatment planning, 
patient care management, and prediction of deterioration 
and mortality.

Triage
Early identification of patients at risk of rapid clini-
cal deterioration can improve triage and enable early 
response, including ICU admission and implementation 
of care interventions, which machine learning models 
aim to predict. Efforts are being made to improve the 

Table 1 Key terms related to artificial intelligence and large language models
Application Pro-
gramming Interface 
(API)

A framework that facilitates communication and data exchange between software applications, enabling integration of 
features and functionalities.

Artificial Intelligence 
(AI)

Computer systems that are designed to perform tasks that usually require human intelligence. These may be classified into 
narrow AIs focused on specific tasks like language translation or playing chess and general AIs capable of broader functions 
like learning, reasoning, and problem-solving.

Artificial Neural 
Network

Interconnected layers of computational units (neurons) that process information.

Bayesian Statistic A statistical framework that applies Bayes’ theorem to update probabilities based on new evidence. It is particularly suited for 
decision-making in circumstances of uncertainty, providing a probabilistic approach to data analysis and model inference.

Big Data Large datasets, distinguished by their size, diversity, and processing speed, that may facilitate advanced data analysis and 
pattern recognition essential for machine learning and AI applications.

Deep learning A subset of machine learning that uses artificial neural networks with multiple layers to model complex patterns. The term 
“deep” refers to the number of layers in the network, with deeper networks enabling the execution of more intricate tasks.

Embedding A mathematical representation of data (such as words, sentences, or images) in a dense, low-dimensional space. Embeddings 
capture semantic relationships between items, allowing AI systems to analyze similarity and contextual meaning efficiently.

Encoding and 
Decoding

Processes in machine learning and AI that transform input data into structured formats (encoding) and convert structured 
representations back into human-readable formats (decoding).

Generative Artificial 
Intelligence

A technology that produces content by identifying patterns within large datasets. Depending on the model, outputs may 
include text, images, music, and more.

Intelligence 
Augmentation

The ability of computer systems to enhance human capabilities and improve performance rather than merely automating 
tasks.

Large Language 
Model

A type of neural network-based AI capable of performing diverse linguistic tasks by analyzing large volumes of text data. 
LLMs identify relationships between token sequences and compute probabilities, enabling the performance of a variety of 
tasks such as language translation, summarization, and content generation.

Machine Learning 
(ML)

A practical subfield of computer science and AI based on statistical models. ML utilizes algorithms that allow systems to learn 
patterns from data without explicit programming. Through iterative learning from experience, these systems may improve 
performance over time.

Natural Language 
Processing

A field that employs computational techniques to represent text using algorithmic structures based on word co-occurrence 
frequencies within a given dataset.

Retrieval Augment-
ed Generation (RAG)

A framework that enhances LLMs by incorporating relevant and updated data from appropriate sources to produce more 
informed responses.

Tokens Discrete units of text (such as words, subwords, or characters) that are used by language models to process and analyze lan-
guage. Tokens are the building blocks for the computational understanding of text, allowing models to generate or interpret 
language.
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accuracy of ICU admission predictions, including inte-
grating NLP technology to enhance the quality of the 
data used for model development [13].

Retrieval-augmented generation (RAG) is a frame-
work that augments a Large Language Model (LLM) 
with updated data to generate more informed responses. 
The retrieval model accesses, selects, and prioritizes the 
most relevant documents and data from appropriate 
sources, transforms these into an enriched contextual 
prompt, and invokes the LLM through an application 
programming interface (API, see Table 1) to generate the 
response. This type of machine learning is comparable to 
stock traders’ use of publicly available historical financial 
information and live market data feeds to make decisions. 
Numerous approaches to integrating LLMs for patient 
triage into clinical practice are being explored, including 
a RAG approach. Yazaki et al. used Chat-GPT3.5 with 
RAG to enhance contextual understanding and achieved 
a 70% accuracy rate in triaging emergency cases from the 

Japanese National Examination for Emergency Medical 
Technicians [14]. A retrospective study used real-world 
data from seven hospitals to evaluate ChatGPT-4’s accu-
racy in predicting hospital admissions after Department 
of Emergency Medicine visits. When RAG was incorpo-
rated, the prediction accuracy was 81.3% [15].

Documentation
Documentation is essential to any clinical care process, 
starting from patient intake. LLMs have been proposed 
for creating clinical notes based on the assumption that 
such use may reduce physician burnout [16]. In the 
demanding field of critical care, where clinicians face sig-
nificant workload pressures, yet daily notetaking must 
cover most physiological systems, such use may be par-
ticularly beneficial.

Madden et al. highlighted the transformative potential 
of ChatGPT in processing and synthesizing real-time 
summaries from the daily free-text entries from ICU 

Fig. 1 Token-based processing of a large language model in a Clinical Context
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electronic health records [17]. These entries, authored 
by doctors, nurses, and allied health professionals, often 
contain critical information but are typically infor-
mal, abbreviated, and poorly structured. In their study, 
ChatGPT-4 generated concise, actionable summaries 
and responded to queries (e.g., provided timelines of 
administered medications). A pilot feasibility study also 
demonstrated the ability of LLMs to generate concise 
summaries of ICU admissions for discharge documenta-
tion [18]. Another single-blind trial found that the quality 
of discharge letters generated by Chat-GPT4 was compa-
rable to those written by junior clinicians [19].

Z codes (Z55-Z65) are the International Classifica-
tion of Diseases, Tenth Revision Clinical (ICD-10)
Modification diagnosis codes used to document social 
determinants of health data (e.g., housing, food insecu-
rity, transportation, etc.). Guevara et al. investigated the 
potential use of LLMs for extracting six social determi-
nants of health categories from narrative text in elec-
tronic health records, including employment, housing, 
transportation, and parental status. The best-perform-
ing models accurately identified 95.7% of patients with 
at least one mention of an SDoH category, compared to 
just 2.0% identified through structured Z-codes in the 
electronic health record during the same timeframe [20]. 
Early identification of poor social determinants of health 
could be invaluable for the prevention of ICU admissions 
as well as for planning for post-ICU rehabilitation, partic-
ularly in patients with complex medical conditions that 
are subsequently more likely to require such admission. 

Another study found that LLMs outperformed human 
coders in extracting ICD-10 codes from patient notes 
[21].

Informed consent is another critical domain of docu-
mentation. A cross-sectional study of surgical procedures 
revealed that LLM-based, chatbot-generated presenta-
tions of risk, benefit, and possible alternatives to sur-
gery outperformed those presented by surgeons in both 
composite completeness and accuracy scores, based on 
expert evaluation and readability assessments, compared 
to presentations by surgeons. Based on these results, the 
authors suggested that LLMs be integrated into elec-
tronic health records to provide personalized risk and 
benefit assessments before performing invasive proce-
dures [22].

Medication prescription and clinical documentation 
share similarities, requiring precise and detailed writing. 
Given the burden of work imposed on physicians, errors 
can occur in both processes. The “Healthy Technology 
Act of 2025,” a bill introduced in the 119 th Congress of 
the US House of Representatives (H.R.238), proposes 
permitting the use of AI for medication prescribing 
(albeit with precautions) [23]. This development intro-
duces a new dimension to the potential role of AI, includ-
ing LLMs, in this domain.

Finally, LLMs are used to summarize doctor-patient 
conversations during palliative care teleconsultations 
performed almost similarly in medical conversation sum-
marization. Chat-GPT4 balanced content understand-
ing and preserved structural similarity to the source 

Fig. 2 A simplified large language model processing algorithm
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somewhat better than other models, suggesting clinicians 
could use this LLM to generate medical summaries of 
such meetings. These summaries could then be given to 
the patient and/or their family, who may need to reflect 
on the content of the meeting [24].

Diagnostic support
Diagnostics is another field where LLMs can play a role 
in critical care. A randomized, double-blind crossover 
study compared the performance of the LLM tool AMIE 
(Articulate Medical Intelligence Explorer) to that of 
twenty primary care physicians during text-based con-
sultations modeled after an Objective Structured Clini-
cal Examination (OSCE). The study included 149 clinical 
vignettes evaluated by specialist physicians and patient 
actors. AMIE showed greater diagnostic accuracy and 
superior performance on 28 of the 32 axes assessed by 
the specialist physicians and 24 of the 26 axes evaluated 
by the patient actors [25].

Another retrospective cohort study conducted in a 
40-bed PICU demonstrated the capability of domain-
specific LLMs, such as those trained on specific medi-
cal data, to generate differential diagnoses. While their 
performance was inferior to that of human clinicians in 
terms of quality, pediatric critical care specialists gave 
them high evaluation scores [26].

In the complex diagnostic landscape of the ICU, the 
perspectives of family members and caregivers are 
often fraught with misinterpretations and unanswered 
questions. Scquizzato et al. evaluated the accuracy of 
ChatGPT in responding to non-professional questions 
about cardiac arrest. ChatGPT provided highly accurate 
answers, as assessed by clinicians and researchers spe-
cializing in out-of-hospital cardiac arrest, as well as by 
laypersons. Given the emotionally charged nature of sce-
narios such as cardiac arrest, which are integral to daily 
critical care practice, this suggests that leveraging the 
capabilities of LLMs to help address and clarify clinical 
situations for families has significant potential [27].

Imaging
The last decades have seen a surge in the use of diagnos-
tic imaging with a related increase in the need for an effi-
cient image interpretation and reporting process. This 
rising workload has led to concerns regarding decreased 
efficacy and a higher likelihood of mistakes due to system 
overload and radiology staff burnout. Radiologists are 
expected to handle substantial textual information - from 
diagnostic request forms, medical charts and summa-
ries, information from prior or other examinations, and 
the most updated medical literature. LLMs may be used 
to ameliorate this burden if used wisely. While this use 
may improve the efficiency of radiology services overall, 
those most likely to benefit are critically ill patients who 

often require frequent testing and rapid results. Medi-
cal imaging of critically ill patients poses unique chal-
lenges, including the need to meet stringent time frames 
and minimize complications stemming from redundant 
patient transfers. LLMs may be used to improve radiol-
ogy service efficacy and effectiveness in ways that may be 
particularly relevant for critically ill patients.

A study comparing human radiologists to Chat-GPT-4 
V and Gemini Pro Vision concluded that human radiolo-
gists still outperform these LLMs in diagnostic accuracy 
across various subspecialties (neuroradiology, gastro-
intestinal, genitourinary) but concluded that LLMs may 
potentially be used to support clinical decision-making 
[28]. Another model, CXR-LLaVa, which integrates an 
LLM with an image encoder, demonstrated 81% diag-
nostic accuracy in identifying six common clinical con-
ditions from test sets of X-ray images using the Medical 
Information Mart for Intensive Care (MIMIC) database 
[29].

These findings have been supported by an additional 
study that showed that ClotCatcher, a natural language 
model with data augmentation, can rapidly and accu-
rately identify venous thromboembolism (VTE) from 
radiology reports. The authors concluded that the model 
may improve the efficiency and accuracy of incident VTE 
adjudication in large databases [30].

Monitoring and early prediction of patient deterioration
Critically ill patients may rapidly deteriorate, a situa-
tion that requires early diagnosis and effective treatment 
decisions in complex clinical situations. Additional diffi-
cult decisions that typically need to be addressed in the 
critical care environment are those relating to patient 
preferences that must be made in conjunction with the 
families, often on behalf of patients unable to make deci-
sions themselves. Time constraints, cultural reluctance 
to address end-of-life issues, and clinician burdens may 
limit the ability to elucidate individual patients’ value 
judgments and preferences. A proof-of-concept study 
explored the potential of LLMs to integrate patient val-
ues into critical care decision-making for incapacitated 
patients. Automated extractions of the treatment in ques-
tion were accurate in 88% of scenarios. LLM treatment 
recommendations were rated by adjudicators with an 
average Likert score of 3.92 out of 5.00 for being medi-
cally plausible and reasonable and 3.58 out of 5.00 for 
reflecting documented patient values [31].

The possible use of LLMs to predict patient deteriora-
tion has also been explored in the context of respiratory 
failure and support. A machine learning model integrated 
with natural language processing, ARDSFlag, demon-
strated an overall accuracy of 89.0% in identifying ARDS 
cases [32]. Another small, prospective study found that 
Chat-GPT4 demonstrated an accuracy comparable to 
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that of specialized physicians in predicting the need for 
endotracheal intubation in patients receiving high-flow 
nasal cannula therapy for 48 h [33]. A third study used 
natural language processing to identify under-documen-
tation of ARDS in ICU discharge notes [34]. Such use has 
more than just research implications - it can also serve as 
an educational tool.

Sepsis remains a leading cause of ICU mortality [35], 
yet remains a significant diagnostic challenge in the ICU. 
The SERA algorithm is an AI-enabled tool that uses natu-
ral language processing of physicians’ clinical notes using 
structured electronic medical records (EMR) data. SERA 
had a high predictive accuracy for identifying sepsis 12 h 
before its onset, with an AUC of 94%. Compared to phy-
sician predictions, the SERA algorithm increased early 
detection of sepsis by as much as 32% while reducing 
false positives by 17% [36].

Acute kidney injury (AKI) affects 30–57% of critically 
ill patients and is associated with high morbidity and 
mortality [37]. Among patients discharged from the ICU 
with normal renal function after AKI, almost one in three 
will relapse into renal failure within 5 years [38]. One 
study evaluated the effectiveness of Chat-GPT4 in teach-
ing patients about AKI and continuous renal replacement 
therapy (CRRT). The model demonstrated a 97–98% 
overall accuracy, consistent performance across question 
types, and no significant differences between AKI and 
CRRT responses [39].

Management of treatment
Critical care involves providing a broad spectrum of 
treatment regimens tailored to diverse clinical scenarios. 
Integrating LLMs into this process may optimize time 
and efficiency in care delivery. Howard et al. explored 
whether ChatGPT (version unspecified) may be used to 
provide antimicrobial treatment recommendations in 
eight hypothetical infection scenarios. While limitations 
were noted in addressing complex cases, ChatGPT dem-
onstrated an overall ability to suggest appropriate anti-
microbial spectra and regimens for the diagnoses and 
recognized the implications of clinical responses [40].

Delirium occurs in approximately 30% of ICU patients, 
with rates rising to 90% among mechanically ventilated 
patients [41]. Delirium is also associated with increased 
mortality after ICU admission. One of the studies still 
in preprint, suggests that DeLLirium - an LLM-based 
prediction model - achieved better results than other 
deep-learning models in predicting delirium from elec-
tronic health records [42]. Although this tool is primar-
ily intended for critical care research rather than clinical 
practice, its potential for detecting delirium through con-
versations with patients or relatives may enable early 
identification of at-risk individuals. Alternative models 

may be developed for predicting post-ICU depression 
among patients and caregivers.

LLMs may also become an essential educational 
resource for families and caregivers after discharge 
from the ICU. For example, non-professional caregiv-
ers rarely have the training or preparation required for 
this challenging role. The quality of post-ICU care and 
the degree of caregiver strain may both be affected by 
poor preparation. The CaLM (caregiver large language 
model) has been proposed as a tool for teaching caregiv-
ers. The developers of this model aimed to provide care-
givers with at least some of the knowledge they require 
to undertake this challenging role. They showed that by 
incorporating retrieval-augmented generation (a method 
used for improving model performance through connec-
tion with external knowledge bases), a valuable support 
tool tailored to specific caregiver scenarios could be cre-
ated [43].

Patients recovering from ICU admission often require 
a lengthy and multidisciplinary rehabilitation process. 
A study that evaluated individualized exercise recom-
mendations generated by an AI chatbot found them to 
be 41.2% comprehensive and 90.7% accurate. The chat-
bot could not provide complete and precise recommen-
dations. Still, chatbots are early precursors of the LLMs 
existing at the time of this writing, and this study repre-
sents the potential for supporting rehabilitation efforts 
through such tools [44].

Figure 3 shows a timeline of patient management in the 
ICU with the potential application of LLMs at each treat-
ment point.

While the examples presented illustrate potential 
directions for integrating LLMs into critical care daily 
practice, these remain exploratory. Figure  4 offers one 
possible roadmap from model development to clinical 
integration.

The challenges and limitations of large Language 
models
Since the introduction of ChatGPT by OpenAI in 
November 2022, the public adoption of virtual assistants 
powered by large language models (LLMs) has grown 
rapidly. The interest in their application in healthcare, 
including critical care settings, highlights their potential, 
as shown above. This article summarizes a rapidly evolv-
ing technology whose clinical impact remains hypotheti-
cal. LLMs are still at the stage of isolated experiments in 
exploratory studies (for assessment of the studies pre-
sented above, refer to Table 2) with limited incorporation 
of real-world patient care data; a recent systematic review 
by Bedi et al. found that only 5% of studies use such data 
[45]. There is no robust clinical validation, and the wide-
spread use of these tools has also brought attention to 
their limitations and associated challenges [46, 47].
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A critical consideration in incorporating LLMs into 
clinical practice is their susceptibility to various biases, 
among them sycophancy bias, which may lead to out-
puts reinforcing clinicians’ preexisting beliefs, potentially 
increasing errors [48]. Our knowledge of such biases 
highlights the need to recognize and address how they 
may influence outputs and the importance of ongoing 
vigilance when integrating LLM-generated recommenda-
tions into clinical decision-making.

Another broader concern regarding the use of AI in 
general (not limited to LLMs alone) is the phenomenon 
of overreliance. Clinicians may trust AI-generated diag-
noses even when the model produces inaccurate results 
(Supplementary A) [49]. One study investigated whether 
providing explanations alongside model-generated diag-
noses could help clinicians discern and disregard incor-
rect outputs. Paradoxically, adding explanations did not 
improve decision-making accuracy, and reliance on the 
AI model persisted [50].

Finally, the hurdle of integrating LLMs into clini-
cal workflows remains. These models often function 
as “black boxes,” with limited transparency regarding 
their internal decision-making processes - a challenge 
that extends even to their developers and is particularly 
pronounced among clinicians without even the basic 
appropriate training. This lack of clarity, coupled with 
insufficient familiarity among physicians regarding the 
known capabilities and limitations of these tools, impairs 

their ability to engage with LLMs in a safe, informed, 
and clinically meaningful manner. Physicians in family 
medicine, internal medicine, and emergency medicine 
exhibited better diagnostic performance on their own 
compared to when assisted by an LLM. This was assessed 
based on the accuracy of differential diagnoses, the rel-
evance of supporting and opposing clinical factors, and 
the appropriateness of the diagnostic evaluation process. 
The authors interpreted this finding as highlighting “the 
need for technology and workforce development to real-
ize the potential of physician-artificial intelligence col-
laboration in clinical practice“ [51].

AI tools are rapidly transitioning from simple tools to 
assistants and potentially even collaborative partners in 
medicine. They should, therefore, be upheld to similarly 
rigorous quality assurance standards. The Transparent 
Reporting of a Multivariable Model for Individual Prog-
nosis Or Diagnosis for LLMs (TRIPOD-LLM) framework 
has recently been proposed for reporting clinical predic-
tion models developed using large language models [52]. 
Several critical care leaders have also called for action on 
AI technologies, emphasizing the need to address tech-
nical, ethical, social, and practical issues posed by these 
tools. Their call highlighted the importance of ensuring 
that AIs, who may someday be viewed as equal partners 
to physicians, meet the same ethical and professional 
standards expected of humans. LLMs must uphold integ-
rity, foster trust in clinical environments, and support 

Fig. 3 A timeline of patient management in the ICU with the potential application of LLMs at each treatment point
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Fig. 4 Proposed LLM implementation pathway
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their physician colleagues while maintaining the highest 
standards of care [53].

Conclusion
The integration of LLMs into critical care is an evolving 
process that may become transformative in the future. As 
these models may increasingly permeate various aspects 
of patient management, it is imperative to avoid over-
optimism by emphasising that current results are still 
far from actual application. That said, if developed and 
implemented correctly, these models could potentially 
improve clinical decision-making, alleviate the cognitive 
and administrative burdens on healthcare professionals, 
and improve patient and caregiver comprehension of the 
complexities associated with critical illness during and 
after hospitalization. The trajectory towards leveraging 
LLMs for improving patient care and possibly outcomes 
is increasingly evident, highlighting the need for respon-
sible and evidence-based integration of these tools into 
critical care practice.
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