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Abstract

Motivation: Building calibrated and discriminating predictive models can be developed through the direct optimiza-
tion of model performance metrics with combinatorial search algorithms. Often, predictive algorithms are desired in
clinical settings to identify patients that may be high and low risk. However, due to the large combinatorial search
space, these algorithms are slow and do not guarantee the global optimality of their selection.

Results: Here, we present a novel and quick maximum likelihood-based feature selection algorithm, named
GameRank. The method is implemented into an R package composed of additional functions to build calibrated and
discriminative predictive models.

Availability and implementation: GameRank is available at https://github.com/Genentech/GameRank and released
under the MIT License.

Contact: hennegc1@gene.com or jpaulson@psu.edu

1 Introduction

Current models used for predicting clinical outcomes of patients
should demonstrate three statistical properties: calibration, discrim-
ination and clinical utility. Calibration ensures that predicted and
observed outcomes are in agreement. Discrimination reveals if a
model can distinguish between outcomes, e.g. patients requiring a
therapeutic intervention or not. Clinical utility often requires con-
firmation by an external body of evidence, for example, a random-
ized controlled clinical trial that the application of the predictive
model leads to superior clinical outcomes (Austin et al., 2020;
Crowson et al., 2016; van Calster et al., 2019; Walsh et al., 2017).

Often, measures for calibration are among the first evaluated
when building clinical predictive models. For regression-based models,
this includes the mean squared error, for binomial and survival models
the measures entail percentiles of the mean absolute difference be-
tween observed and predicted probabilities, or quantile measures like
EC50, EC90 or even Emax and the integrated calibration index (ICI).
All of these require either estimation by cross-validation, bootstrap or
being evaluated on a hold-out validation dataset.

Finally, a model built on as few clinical variables as possible is
often desirable for practical applications may be severely limited by the
greater the number of variables. Careful variable selection and variable
construction is essential for successful predictive clinical modeling.

Broadly variable selection methodologies can be categorized into
three approaches: wrapper algorithms, filter and embedded methods
(Guyon and Elisseeff, 2003). Wrapper algorithms perform a
combinatorial optimization process by searching according to

pre-defined rules and sets of parameters at each step. Well-known
search approaches include forward selection, backward selection,
and random search. We’ve enabled user-defined model fitting and
evaluation functions to be flexibly parameterized to automatically
build calibrated and discriminative predictive clinical models.

Filter methods often employ thresholds on statistics estimated
from statistical tests or distributional estimation procedures.
Examples of statistical tests include parametric or non-parametric
tests, such as the t-test or Wilcoxon-Rank Sum test, and variable en-
tropy estimation is one approach for a distributional procedure.

Embedded methods include decision trees, random forests, sup-
port vector machines with recursive feature elimination, shrinkage
estimators, i.e. LASSO, or gradient boosting models where model
fitting is intertwined with variable selection. None of these
approaches directly aims to optimize calibration measures.

Here, we present an R package consisting of a framework for clinic-
al variable selection that includes a novel algorithm, GameRank, which
has been previously applied to building a clinical predictive model for
the prediction of chemotherapy tolerability (Harris et al., 2022).

2 GameRank algorithm

While most algorithms explore the search space by a strategy, e.g.
adding or removing features in a sequential process, until reaching
an optimum.

The idea of GameRank is to first explore the search space by
evaluating pairs of feature combinations of fixed size against each
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other. The predictive contribution of each feature can be quantified
followinfg multiple combinations are evaluated.

GameRank first generates a feature learning dataset by randomly
sampling feature combinations of size t and comparing them for r
rounds on random 50:50 splits of the input data. One split is used to
generate the model for the feature selection, the other is used to evalu-
ate the model. The better model receives a positive score. Note, a
model can be better by means of the objective function or by producing
a reliable model. The rounds stop if every feature has been evaluated at
least k times or after a defined maximum number of iterations.

All of these comparisons are then used to estimate the maximum
likelihood (ML) model for ranking individuals by team comparisons
published by Huang et al. (2008).

The log-likelihood function applied is:
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where v is a vector of ranking scores, nþi , n�i ; respectively denote the
number of times the Tþ or T�-team wins and m denotes the number
of matches.

Due to the ML approach of this ranking model, it is possible to
obtain standard errors and confidence intervals per feature, quanti-
fying the uncertainty in the ranking. Using the Delta method, it is
also possible to calculate confidence intervals for the strength of any
feature selection of interest. This ranking estimate will be asymptot-
ically consistent, such that the size of the feature learning dataset
determines the quality of the ranking in the long run.

3 R package and its usage

Aside from GameRank, our R package implements a standard set of
algorithms for feature selection, including random search. These algo-
rithms make use of at least one training and validation split in deter-
mining selections. For all algorithms, two functions need to be
provided: one that fits the model to given training data, and one that
evaluates the metric on given validation data. We provide standard
implementations for these functions for regression, binary response
and survival use cases. For binary and survival outcomes, calibration
is estimated using methods comparing observed to predicted probabil-
ities, as described in Austin et al. (2020) and Crowson et al. (2016).

Before variable selection makes sense, a thorough review of
each included variable is essential. From our experience, Harris

et al. (2022), clinical variables can be degenerate, show high distri-
bution skew or may even be multi-modal. Therefore, we provide
methods to evaluate variable transformation (sqrt, cube root, log),
e.g. if a transformation increases Normality. We provide Box-Cox
transformations for regression and binary outcome scenarios
and detect multi-modality through Gaussian Mixture-Modeling
with automatic model selection via the Akaike Information
Criterion. If any distribution is found to be multi-modal, cut
points are determined and categorical variables are constructed
automatically. For post-processing the selection, we have supple-
mented the package with functionality to determine influential
observations.

4 Results

We evaluated the GameRank algorithm on the real-world dataset
used in Harris et al. (2022) We compared the time, performance as
measured by area under the ROC curve and bias between hold-out
and validation sets for GameRank, random, forward, backward and
the bidirectional selection algorithms for feature selection (Table 1).
We observed that GameRank, while being slower than random search
and forward selection for very small variable sizes, maintains a very
stable runtime independent of the number of features selected.
Backward and bidirectional search require long runtimes and even
further reduction of the selection problem to 100 input variables for
backward selection. Performance-wise backward selection achieved
the best result, especially for smaller combinations, however, is unable
to run with large >100 variable sets. Random search and GameRank
are comparable for larger selection sets. With regards to bias, we can
see that GameRank achieves a relatively small and constant bias be-
tween the performance on the validation and the predictions on the
hold-out set. This is similar to backward selection but achieved with a
much shorter computation time.

5 Conclusions

The GameRank package is designed to to successfully and efficiently
building clinical predictive models. It includes steps for variable con-
struction, variable selection, and model checking. It is supplemented
by a novel wrapper algorithm that achieves robust selections with
short computation time through a model-based approach. All features
are accompanied with examples and all model building steps are
described in an easy-to-run vignette.

Table 1. Benchmark results of GameRank algorithm

m Random GameRank Forward Backward Bidirectional

5 [1.7, 1.9, 2.2; n¼ 100] [32.5, 36.3, 39.3; n¼ 100] [10.2, 45.7, 64.5; n¼ 100] [923.9, 1153.4, 1377.7;

n¼ 76]

[1087.0, 1200.7, 1313.1;

n¼ 100]

10 [3.3, 3.4, 3.9; n¼ 100] [34.5, 36.7, 41.7; n¼ 100] [34.8, 42.7, 84.2; n¼ 18] [923.0, 1149.2, 1312.9;

n¼ 74]

NA

25 [7.3, 8.1, 12.5; n¼ 99] [35.4, 36.9, 39.0; n¼ 100] NA [853.8, 1113.0, 1362.9;

n¼ 78]

NA

m Random GameRank Forward Backward Bidirectional

5 0.6978 (0.0146; n¼ 100) 0.6349 (0.0514; n¼ 100) 0.7307 (0.0174; n¼ 100) 0.7756 (0.0200; n¼ 76) 0.7383 (0.0181; n¼ 100)

10 0.7307 (0.0118; n¼ 100) 0.6813 (0.0368; n¼ 100) 0.7613 (0.0170; n¼ 18) 0.7759 (0.0201; n¼ 74) NA

25 0.7787 (0.0190; n¼ 99) 0.7478 (0.0247; n¼ 100) NA 0.7797 (0.0182; n¼ 78) NA

m Random GameRank Forward Backward Bidirectional

5 0.0068 (0.0175; n¼ 100) 0.0035 (0.0253; n¼ 100) �0.0094 (0.0228; n¼ 100) 0.0136 (0.0247; n¼ 76) �0.0097 (0.0237; n¼ 100)

10 0.0218 (0.0155; n¼ 100) 0.0036 (0.0217; n¼ 100) �0.0036 (0.0276; n¼ 18) 0.0136 (0.0250; n¼ 74) NA

25 0.0544 (0.0227; n¼ 99) 0.0020 (0.0185; n¼ 100) NA 0.0185 (0.0215; n¼ 78) NA

Note: Time, performance and bias for feature selection algorithms. m, size of the feature selection; NA, not available, due to time out (after 3 days of computa-

tion) or otherwise. GameRank results are from team size of 10 and 30 rounds being the most stable. n, number of iterations successfully completed.

GameRank 4841



Financial Support: none declared.

Conflict of Interest: none declared.

References

Austin,P.C. et al. (2020) Graphical calibration curves and the integrated cali-

bration index (ICI) for survival models. Stat. Med., 39, 2714–2742.

Crowson,C.S. et al. (2016) Assessing calibration of prognostic risk scores.

Stat. Methods Med. Res., 25, 1692–1706.

Guyon,I. and Elisseeff,A. (2003) An introduction of variable and feature selec-

tion. J. Mach. Learn. Res., 3, 1157–1182.

Harris,W. et al. (2022) TRAIL score: a simple model to predict immunoche-

motherapy tolerability in patients with diffuse large B-cell lymphoma. JCO

Clin. Cancer Inform., 6, e2100121.

Huang,T.-K. et al. (2008) Ranking Individuals by Group Comparisons. J.

Mach. Learn. Res., 9, 425–432.

van Calster,B. et al.; Topic Group ‘Evaluating diagnostic tests and prediction

models’ of the STRATOS initiative. (2019) Calibration: the Achilles heel of

predictive analytics. BMC Med., 17, 230.

Walsh,C.G. et al. (2017) Beyond discrimination: a comparison of calibration

methods and clinical usefulness of predictive models of readmission risk.

J. Biomed. Inform., 76, 9–18.

4842 C.Henneges and J.N.Paulson


	tblfn1

