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Introduction
Gait is a complex, whole-body movement, as each subject has 
its own biological characteristics, and a deviation in the pat-
terns of walking can be an indication of various diseases.1-3 
Studying and analyzing gait in a medical context can contrib-
ute to the diagnosis of pathologies that affect gait.4,5 However, 
marker-based gait analysis requires a dedicated gait lab with 
specialized equipment, such as high-speed cameras, the avail-
ability of instrumented walkways, or specific wearable sensors 
such as inertial measurement units (IMUs).6-8 In addition, col-
lecting, processing, and interpreting the motion data requires 
extensive training and experience to ensure accuracy and relia-
bility.9,10 For patients who are unable to wear such sensors due 
to injuries at the wrists, markerless vision-based gait tracking 
can create a nonintrusive means to monitor their safety.11 
Automatic diagnosis of musculoskeletal and neurological dis-
orders using machine learning (ML) and deep neural networks 
(DNNs) technologies are capable of providing a cost-effective 
solution for the estimation of stick images or readily accessible 
devices (e.g. smartphones) and then gait assessment.

Gait metrics, such as walking speed, stride time, cadence, 
symmetry, and joint angles are valuable clinical measurements 
that are routinely used as part of diagnostics and treatment 
planning for pathological gait and many other disorders,10 
including Duchenne muscular dystrophy (DMD)12 stroke,8 
Parkinson’s disease (PD),4 cerebral palsy,13 multiple sclerosis,14 

Alzheimer’s disease,15 dementia,16 osteoarthritis,17 and patients 
suffering from different functional gait disorders.9,18

Recent advancements in deep learning have produced sig-
nificant progress in markerless human pose estimation (HPE), 
making it possible to estimate anatomical landmarks from 
digital videos without the need for reflective markers and spe-
cialized labs equipped with motion capture (MoCap) systems. 
Such algorithms have the potential to quantify clinically the 
gait metrics from videos or images recorded with a handheld 
camera. Human pose estimation19-21 reformats input data 
either images or videos to locate human body parts and con-
struct a graphical representation of the human body, such as a 
skeletal model.16,22,23 This study aims to develop a pathological 
gait classification model based on HPE methods in combina-
tion with DNN techniques for diagnosis of DMD.

Duchenne muscular dystrophy is a devastatingly severe, rare 
genetic condition distinguished by childhood-onset muscle 
weakness.24 Duchenne muscular dystrophy almost affects boys, 
given that the x-chromosome contains the gene that encodes 
for dystrophin.12,25 On average, around the globe, the existing 
incidence is estimated to be between 1 in 3500 and 1 in 5000 
live male births. Duchenne muscular dystrophy progression 
starts in early childhood and affects the health-related quality 
of life of both DMD subjects and their carers, which influences 
their preferences. The disorder results in a steady increase in 
muscle inflammation, harm, and loss of power and ability, 
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initially impacting the muscles near the center of the body and 
subsequently affecting the muscles further away as the disease 
progresses.26,27 The main objective of this study is to develop 
and test a novel approach for distinguishing between healthy 
subjects and those with gait impairments, including DMD 
patients. Although we did not provide detailed information on 
the level of impairment of the DMD subjects, we believe that 
our approach using a combination of 2D and 3D pose estima-
tion data, with extracted relevant spatiotemporal and kinematic 
gait features, and ML algorithms still has value in the diagnosis 
and monitoring of DMD. Our method is designed to be appli-
cable to a wide range of impairment levels, including mild and 
moderate impairments. While simple statistical analysis could 
potentially be used for persons with severe impairments, our 
complex model allows us to achieve a higher level of accuracy. 
Therefore, our system provides a powerful tool for diagnosing 
and monitoring various gait disorders. Regarding data 
anonymization, we have taken several measures to ensure the 
privacy of the individuals involved, particularly the DMD chil-
dren. First, all the videos used in our study were collected from 
public sources, and we made sure not to use any personally 
identifiable information. Any potential identifiers, such as faces 
or names, were blurred or removed from the videos. Second, we 
implemented a strict data anonymization process. All the data 
collected from the videos were anonymized and de-identified 
before analysis. This means that the data could not be traced 
back to the individuals involved. Third, this study was con-
ducted in compliance with ethical standards and followed the 
guidelines for the protection of human subjects.

The contributions can be summarized as follows:

•• Proposing a spatiotemporal feature-analysis model that 
extracts clinical gait features from raw video sequences 
and classifies pathological DMD gait.

•• Computing time-distance variables including (gait 
speed, stride time, step length, and cadence) and biome-
chanical joint angles including (hip, knee, and knee flex-
ion angles) to investigate neuromuscular disorders.

•• Developing a hybrid network architecture composed of 
long short-term memory (LSTM) and convolutional 
neural networks (CNNs) in combination with 2D and 
3D HPE approaches.

•• Proposing a quantitative and low-cost automated tool for 
early prediction and effective diagnosis based on 3D 
motion data (typically developed children) and DMD 
children (raw YouTube videos).

The remainder of this article is organized as follows: Section 
“Related work” surveys some related features and the most 
recent trends of markerless gait analysis techniques. Section 
“Proposed method and model architecture” introduces the 
methodology and explains dataset acquisition. Implementation, 
experimental results, and discussion are all presented and ana-
lyzed in Section “Implementation details and experiments.” 

Finally, Section “Conclusion” concludes the article and pro-
poses an outlook on future work.

Related Work
In recent years, there has been a growing interest in developing 
low-cost solutions for gait analysis, particularly in rehabilitation 
centers and home health care settings. One such solution pro-
posed by Alanazi et al28 who presents a novel method for human 
gait analysis that combines the micro-Doppler spectrogram and 
skeletal pose estimation based on the Kinect V2 sensor and mil-
limeter wave (MMW) radar for human activity recognition 
(HAR). The authors developed a multilayer CNN to recognize 
and classify 5 different gait patterns with an accuracy of 95.7% 
to 98.8% using MMW radar data. Khokhlova et al11 calculated 
kinematic gait parameters using skeleton joint orientation data 
and design an LSTM ensemble method for unsupervised gait 
classification. They achieved an accuracy of 94% and 91% on 
their proposed multi-modal gait symmetry (MMGS) dataset 
for ensemble model and single LSTM, respectively.5 Classify 
pathological gaits by inputting skeletal information and exploit-
ing Kinect v2 and a GRU classifier which showed 90.1% per-
formance when the entire skeleton was used and 93.67% when 
only the leg joints were used as input. Zhu et  al9 proposed a 
2-stream CNN (2s-CNN) for the prediction of neurological 
disorders from small data. The 2s-CNN method involves train-
ing 2 separate neural networks, with one learning from the time 
series of joint position and the other from the time series of 
relative joint displacement. As a binary classification, Zheng 
et al29 collected gait parameters from 200 patients with a PD 
and 100 healthy controls (HCs) through the wearable sensors. 
Using SVM and feature selection methods, they achieve classi-
fication accuracy reaches 96.7%. Ramli et  al30 extracted tem-
porospatial clinical gait features (CGFs) and employed artificial 
intelligence (AI) tools to classify DMD and typically developed 
(TD) peers using extracted features and raw data with an accu-
racy exceeding 91%. D’Angelo et al25 investigated the gait pat-
tern of 21 DMD patients against 10 HCs through 3D gait 
analysis. Romano et al26 approached 3D gait analysis on 19 boys 
with DMD and evaluated gait features using the 6-Minute 
Walking Test (6MWT). They proved that the DMD gait pat-
tern is distinguished by increased anterior pelvic tilt and ankle 
plantar flexion.

The combination of CNN and LSTM had shown promis-
ing results and gradually gathered more attention in the 
research community. Gao et al2 proposed an algorithm based 
on LSTM and CNN (LCWSnet) to detect certain abnormal 
gait including hemiplegic, tiptoe, and cross-threshold gait with 
accuracy reaching 93.1% on the best. Albuquerque et al31 com-
bined both VGG-16 CNN and a bidirectional LSTM for the 
extraction of spatiotemporal features from gait sequences rep-
resented by a selection of binary silhouette keyframes with an 
overall accuracy of 91.4% using the GAIT-IT dataset.

Researchers have recently begun to extend deep learning 
methods and HPE for pathological gait analysis. Rahil et al7 
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examined 3D HPE and DNN to automatically recognize 
related gait problems which are classified into 4 different 
classes including healthy, PD, poststroke, and orthopedic with 
an overall accuracy reaching 71%. Kim et  al 32 proposed a 
graph-CNN model for pathological gait classification and 
diagnosis of sarcopenia. Ng et  al16 employed gait features 
extracted from the tracked pose information for recorded vid-
eos of older adults with dementia. Guo et  al6 presented an 
RGB-D-based mobile 3D gait analyzer for tracking both 3D 
lower limb pose and 6D camera in a canonical coordinate 
system.

For further progress, this study introduces a new method 
that integrates both 2D and 3D HPE which are then com-
bined with ML and DNN for pathological gait analysis. This 
study aims to propose a low-cost automated tool to identify 
patterns that distinguish DMD gait disturbances from normal 
gait patterns. The model was trained specifically on gait data 
from healthy children and children diagnosed with DMD. Our 
model achieved a high-prediction accuracy in this binary clas-
sification task and has 3 key features. First, it allows early inter-
vention clinical care before the disorders develop into bigger 
health issues. Second, the method is fully automated, with no 
additional equipment or extra sensors on the patient’s body, no 
calibration, and no manual intervention. Third, it supports 
therapists in making a more robust diagnosis by providing a 
computer-aided indicator and helps them effectively monitor 
patients’ health conditions.

Proposed Method and Model Architecture
This section begins with a detailed description of the overall 
framework and further introduces the underlying key 

technologies. Figure 1 signifies the fundamental structure of 
the suggested methodology. It first reads a video sequence and 
feeds it to the 2D estimator, OpenPose33 which generates 2D 
joint positions in the JSON format. Then, the 3D pose estima-
tor, MeTRAbs34 is customized to estimate 3D joint positions 
by inferring the depth information. Finally, MediaPipe frame-
work is used for skeleton detection and extraction. After esti-
mators successfully predict the joint positions in 2D and 3D, a 
gait cycle extractor starts identifying the gaits to extract CGFs. 
It is also observed that most of the existing works only apply 
DNN on individual joint features such as the time series of 
joint positions. As a consequence, sub-optimal results are usu-
ally obtained by applying such methods, especially on smaller-
scale medical datasets. Therefore, we extracted 9 spatiotemporal 
clinical characteristics from the raw videos such as distance-
time parameters including (stride time, step time, stride length, 
step length, cadence, and speed) and flexion low-limb angles 
including (knee, knee flexion, and hip angles).

Now, the methodology has 2 different paths, the first one, is 
to use CGFs extracted from time-series joint positions to be 
classified with SVM. Eventually, SVM was used for classifica-
tion as it has great usability in clinical routines without neces-
sitating complex apparatus.1 The second path exploits DNN 
with the spatiotemporal changes of key joint positions in a gait 
cycle for binary classification. The proposed pathological gait 
classification framework combines LSTM and CNN for fea-
ture extraction and classification. Since DMD symptoms 
appear in early childhood, our thrust was to target the problem 
of diagnosis and classification of DMD. Therefore, we have 
been acquiring a new benchmark about DMD conditions and 
comparing against recorded 3D MoCap from the overground 

Figure 1.  Proposed framework. CNN indicates convolutional neural networks; LSTM, long short-term memory; RBF, radial basis function; SVM, support 

vector machine; FC, fully connected.
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walking of TD peers. Finally, the model performance was eval-
uated on a held-out test set as well as unseen data collected 
from YouTube about some DMD subjects.

2D and 3D key joints estimation

Pose estimation has been used to study human locomotion22,35 
and provide spatiotemporal measures (e.g. gait speed, step 
length, and step time) and kinematic measures (e.g. lower limb 
joint angles). Each frame in the raw video is processed through 
different HPE algorithms as demonstrated in Figure 2 to com-
pute joint positions, which are then corrected to remove outli-
ers and inconsistencies.

2D HPE.  Specifically, OpenPose33 framework was utilized to 
extract joint positions from 2D RGB video data since it sup-
ports 2D real-time keypoint detection. As such, each frame is 
represented by 25 predefined joints, along with an associated 
confidence score for prediction. Every joint j  is represented as 
p x yj j j

T= [ , , ]c  where [ , ]x yj j  are the 2D  pixel coordinates 
and c  indicates the prediction probability of this joint. Exam-
ples of possible extracted joints include the ankle, knee, hip, 
wrist, elbow, shoulder, foot (e.g. heel, big and small toe), hand, 
and face parts as presented in Figure 3. The 2D pose estimator 
of OpenPose can be saved in the JSON file format. It should be 
considered that these estimates of 2D planar projections are 
too noisy and biased because of manually annotated ground 
truth and planar projection errors.10 So, some corrections are 
needed.

3D HPE.  A particularly challenging task is monocular 3D 
HPE. In contrast to previous approaches that exhibit a 2-step 
approach for 3D HPE, it has been proven that the most 

straightforward way for 3D HPE is to design an end-to-end 
network to predict the 3D coordinates of joints.20 Instead of 
being aligned with image space, MeTRAbs34 is used for 3D 
HPE where all dimensions are expressed in metric 3D space. It 
is a method for estimating absolute 3D human poses from 
RGB images using metric-scale truncation-robust heatmaps. 
MeTRAbs is designed to estimate complete, metric-scale 
poses without relying on anthropometric heuristics, such as 
bone lengths, or having test-time knowledge of distance. Given 
only a single image, a person’s anatomical landmarks are directly 
sought in 3D space, that is, in millimeters instead of pixels. As 
a consequence, the input is an RGB image I Rw h∈ * *3  depict-
ing a person and the desired output is a 3D skeleton, consisting 
of j  joint coordinates A i j j

T J
j= ={( , , ) }∆ ∆ ∆X Y Z 1  in mil-

limeters, up to arbitrary translation.

Skeletal detection.  Generally, the skeleton model is widely 
investigated in 2D HPE and can be extended to 3D. The raw 
skeletal data are a sequence of vectors that represent the 2D or 

Figure 2.  Tracking and 3D reconstruction. HPE indicate human pose estimation.

Figure 3.  The joint index numbers of the OpenPose.
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3D coordinates of human keypoints.36 It can be represented as 
a tree structure that contains many keypoints of the human 
body and connects natural adjacent joints using edges.20 
Inspired by the study proposed by Han et al,37 the marker posi-
tion-based format is converted into a skeletal format, such that 
we can focus on the movement of joints instead of body 
surfaces.

The conversion to a skeletal format is facilitated by the 
MediaPipe (https://pypi.org/project/mediapipe/) framework. 
The skeletal definition we adapted consists of 33 joints corre-
sponding to real-human joint positions, as shown in Figure 4. 
MediaPipe Pose is one of the ML solutions in the MediaPipe 
framework which is a bottom-up multiperson pose estimation 
model.

Data correction.  To ensure consistency throughout the pipe-
line, the exported joint data are preprocessed prior to feature 
extraction. Such preprocessing involves remapping anomalous 
key joint positions caused by self-occlusion or inaccuracies dur-
ing the joint estimation process. We first qualitatively guaran-
tee that there is alignment between the predicted joint positions 
and the associated confidence scores. Then, the predicted con-
fidence scores are used to calculate a confidence threshold by 
taking the average confidence score and subtracting 5% per 
joint. In practice, we ignore all joints that did not super pass the 
confidence threshold.13 As such, the confidence threshold value 
ti  for joint i  can be expressed as

t
n

ci

j

n

i j=












=
∑1 95
1

, * %

where n  is the total number of frames, ci j,  is the confidence 
score of joint i  at frame j  returned by the estimator. For 
joints that are identified as outliers, we calculate a revised joint 
position based on the coordinates of the joint in the nearest 
neighboring frames with confidence scores higher than the 
confidence threshold. In addition, all values were scaled by 
dividing by the Euclidean distance between the right hip and 
the right shoulder. Finally, to illustrate the detected pose, the 
keypoints are connected. Next, these signals are fed into ML 
and DNN that extract clinically relevant metrics.

Extraction of clinical gait features

Several spatiotemporal and kinematic gait features were 
extracted from both the 2D and 3D HPE data as part of our 
study. These features were carefully chosen and designed to be 
relevant to the diagnosis of DMD. Some of the spatiotemporal 
features we extracted included stride length, stride time, and 
gait speed, which were calculated from the 2D and 3D pose 
estimation data. These features were selected based on recom-
mendations from previous studies25,30 that have studied gait in 
DMD diagnosis. In addition to spatiotemporal features, we 
also extracted kinematic features, such as joint rotation angles 
including knee flexion and extension.12 These features were 
chosen to provide information on the range and quality of joint 
movements during gait.

The gait cycle can be defined as the period between 2 suc-
cessive foot contacts of the same limb28 and can be divided into 
2 main phases: the stance phase and the swing phase. The first 
begins when the foot makes contact with the ground and ends 
when the toe lifts off. It represents approximately 60% of the 
gait cycle.31 The second phase begins after the toe-off and con-
tinues until the next heel strike. It represents approximately 
40% of the gait cycle.38 The definition of gait phases typically 
involves identifying specific events in the gait cycle, such as 
heel strike, toe-off, and mid-stance, among others. These events 
are used to break down the gait cycle into different phases or 
subphases, each of which has distinct gait features and charac-
teristics. In our study, the reference event for the definition of 
the gait cycles is indeed the heel strike as shown in Figure 5. 
This is a common practice in gait analysis as it marks the 
beginning of a new gait cycle. However, we acknowledge that 
this might not be applicable to all patients, especially those 
who strike the ground with the forefoot first. We used 25 
frames per second to create videos of walking at normal speed. 
It is worth mentioning that the Kinect captures 25 frames per 
second for the overground walking of TD children. Hence, the 
time interval between each frame is 1/25 (0.04 s).

•• Stride time (s) or cycle time is the time taken by the sub-
ject to complete a gait cycle. If f1  and f2  are the frame 
numbers at the start and end of the gait cycle respectively, 
then stride time can be computed as

Figure 4.  The skeleton construction.

https://pypi.org/project/mediapipe/
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Stride time f f Time interval= −( )1 2 *

•• Step time(s) is the time elapsed between the heel strike 
of one leg to the heel strike of the alternate leg. Step time 
is considered to be half of the stride time as there will be 
2 steps for each stride

Step Time
Stride Time

 
 

=
2

•• Stride length (m) can be defined as the distance traveled 
by the subject in one gait cycle. So, the displacement of 
the ankle from f1  to f2  is calculated by the Euclidean 
distance. If ( , )x y1 1  are the coordinates of the ankle in 
frame f1  and ( , )x y2 2  are the coordinates of ankle (same 
leg) in frame f2 , then the Euclidian distance is given by

Stride length = − + −( ) ( )x x y y2 1
2

2 1
2

•• Step length (m): anterior-posterior distance between the 
right heel to the left heel39 (heel-to-heel distance).24 
Normally, step length is considered to be half of the 
stride length.

Step Length
Stride Length

 
 

=
2

•• Cadence: The number of steps per unit of time.4 Since 
each stride has 2 steps, cadence is given by

Cadence
Stride time

=
2

 

•• Gait speed (m/s): was computed based on the absolute 
distance (m) traveled by the anterior superior spine 
marker divided by time (s).30 Gait speed can be consid-
ered as the distance traveled by the subject in unit time 
and can be calculated using stride length and stride time

Speed
Stride Length

Stride Time
=

 

Moreover, flexion low-limb angles are widely used by clini-
cians to evaluate human gait. We calculated the sagittal plane 
hip, knee, and ankle angles of the left and right legs using esti-
mated coordinates. The sagittal plane is used for lower limb 
joint calculations as depicted in Figure 6. The flexion and 
extension of the hip and knee are determined by applying the 
dot product.

•• The knee angle θknee  can be computed from the coordi-
nate of hip, knee, and ankle joints10 (0° is vertical, flexion 
is positive, extension is negative). So, θknee  can be com-
puted by the thigh and shank vectors6 as the dot product 
of a


 and 


b , where a  begins at the hip and ends at the 

Figure 5.  Gait cycle and terminologies.38

Figure 6.  Planar model of the lower limb.
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knee while 

b  begins at the knee and ends at the ankle as 

drawn in Figure 6.

θknee
a b

a b
=











−cos 1
r r

uru u ru
.

| | | |

where   

a knee coordinate x y Hip coordinate x y= −( , ) ( , )


b Ankle coordinate x y Knee coordinate x y= −  ( , ) ( , )

•• Knee flexion angle at maximum extension is considered 
a key biomechanical parameter within the gait cycle in 
clinical decision-making. It is the angle formed by the 
extension line connecting the hip and knee, and the line 
connecting the knee and ankle, as shown in Figure 7.

θ θknee Flex knee_ = −180

•• The hip angle θHip  is formed by the position of the back 
and the thigh. θHip  was the vector between hip and knee 
(0° is vertical, flexion is positive, extension is negative) as 
shown in Figure 8.

θHip
a b

a b
=











−cos 1
r r

uru uru
.

| || |

where �

a = ( , )0 1


b Ankle coordinate x y Knee coordinate x y= −  ( , ) ( , )

It should be considered that the global coordinate system 
used in this study was based on a standard anatomical frame 
of reference, defined by the International Society of 
Biomechanics.40 The origin of the global coordinate system 
was set at the midpoint of the ankle joint between the 2 feet, 
and the positive x-axis was oriented in the forward direction 
of walking. The positive y-axis was oriented perpendicular to 

the ground plane and pointing upward, while the positive 
z-axis was oriented along the vertical direction and pointing 
upward.

Classif ication using SVM

We first adopt the nonlinear SVM as the classifier using 
10-fold cross-validation for binary classification (TD or 
DMD). In general, SVM is one of the most common ML 
approaches used for gait classification which can map the data 
to a higher dimensional space. It is a feature-based classifier 
utilized to establish hyperplane borders that maximize the 
margin between distinct classes. Such hyperplanes are optimal 
boundaries that can classify new sets of data and maximize the 
margin among classes in the training data.1 In this experiment, 
the radial basis function (RBF) kernel is used which plots a 
single data item in an M-dimensional space (where M is sev-
eral attributes), with the value of each attribute being the value 
of a particular coordinate.

Deep network model

Once we have obtained 3 different time series, the final stage is 
classifying those time series to detect a health problem. Instead 
of feature engineering and heavy data preprocessing, we feed 
the raw time series directly to the deep network which auto-
matically learns complex feature representations. Deep learn-
ing allows multilevel abstractions of the raw data due to its 
deep architecture of nonlinear hidden layers which facilitates 
the automatic diagnosis of neurologic damage.9 The proposed 
network concatenates both LSTM and CNN for the complete 
extraction of spatial and temporal features of the gait cycles. 
The depth network contains 2 LSTM layers ( L1  and L2 ) fol-
lowed by 3 1D convolutional layers (C1 , C2  and C3 ). These 
convolutional layers are separated by 2 pooling layers ( P1  and 
P2 ), and the final prediction is then generated by a fully con-
nected layer ( F1 ) and Softmax layer.

Figure 7.  Knee and knee flexion angles determination.
Figure 8.  Hip angle determination.



8	 Bioinformatics and Biology Insights ﻿

LSTM.  Recurrent neural networks (RNNs) learn dependen-
cies between inputs in a time series and are suitable for extract-
ing temporal features from a video sequence.6,31 LSTM 
network is an improved RNN proposed by Hochreiter and 
Schmidhuber.41 Since human gait is bipedal using forward 
propulsion of the center of gravity (CoG) of the body, a certain 
pattern is repeated during the movement. Hence, LSTM can 
significantly capture the period of the gait cycle due to the 
periodicity of the gait signals. It solves the issue of weight 
explosion and gradient disappearance caused by the recursion 
under long-term time-dependent conditions. The depth net-
work contains 2 LSTM layers with 64 units.

CNN.  A 1D convolution was investigated as shown in Figure 9 
where only a 1D convolution kernel is used. The feature extrac-
tion of a convolution layer mainly comes from the interaction 
between the convolution core and the input, that is, the convo-
lution core can be considered as the feature extractor.

Deep neural network, on the contrary, takes the output 
value of L2  as input to a CNN through dimension change, 
and the number of convolution kernels of C1 , C2,  and C3  is 
set to 128, 144, and 156; the size of the convolution kernels is 
1 × 3, and the convolution step is 1. The parameters of the 
maximum pooling layers of P1  and P2  are the same. The 
stride length and pooling size are both 2. The network is con-
nected to the fully connected layer F1  which outputs a 2D 
vector representing the probability that the sample belongs to 
a certain class (TD or DMD). Then, the pooling layer (the 
max pooling) is used to select key features for classification2 
followed by the log softmax function as the activator which 
maps the feature vector extracted by LSTM and CNN to the 
output vector. To avoid overfitting and improve the generali-
zation, we employ dropout with a rate of 0.5 in this layer. The 

following cross-entropy loss function is applied for the evalu-
ation of training and testing:

L log= −
=

−

∑
i

E

i iy p
0

1

( )

where p  = [ p0 , . . ., pE−1 ] is a probability distribution, pi  rep-
resents the probability that a sample belongs to class i . 
y = −[ , . . ., ]y yE0 1    is the one-hot representation of class labels, 
and E  is the number of classes.

The following Algorithm 1 expresses the steps involved in 
extracting gait parameters from videos using HPE methods and 
then employing ML and DNN techniques for classification. 
The algorithm provides a detailed and formal representation of 
the method, including the conversion of the input video into a 
sequence of frames, the application of HPE to each frame, the 
representation of each joint with its 2D-pixel coordinates and 
3D in millimeters and prediction probability, the calculation of 
the confidence score for each joint, the extraction of gait param-
eters from the HPE results, and the performance of classifica-
tion on the extracted gait parameters using ML and DNN 
techniques. The results of the ML and DNN classification are 
then compared for the gait classification of the 2 predefined 
groups (DMD or TD).

Figure 9.  A sample 1D CNN configuration with 3 CNN and 2 pooling 

layers. CNN indicate convolutional neural networks.

Algorithm 1 DMD diagnosis and classification.

Input: Video file or RGB image I Rw h∈ * *3

Output: Classified as DMD or TD children

1. Convert the input video into a sequence of frames 

[ , ],.....F F Fn1 2  where n is the number of frames

2. For each frame in the sequence:

a) �Apply OpenPose and MediaPipe as 2D HPE

For each joint j :

p x yj j j
T= [ , , ]c  where x yj j,  are the 2D  pixel 

coordinates and c  is prediction probability

End For

b) Apply MeTRAbs as 3D HPE

For each joint j :

  A i j j
T J

j= ={( , , ) }∆ ∆ ∆X Y Z 1

End For

c) �Calculate the confidence score

t
n

ci

j

n

i j=
=
∑( ),
1

95
1

* %

 

where n  is the number of frames, ci j,

is the confidence score of joint i  at frame j .

End For

3. Calculate gait parameters from the HPE landmarks.

4. Diagnose DMD child

5. Classify DMD or TD using ML and DNN models

6. Compare and return the classification results.
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Materials and dataset acquisition

The absence of data is a big obstacle in clinical gait research as 
privacy protocols necessitate all videos to be stored on servers 
dedicated to the hospital, which means having to deal with 
high traffic and therefore slow data transfers.16 Normal gait is 
more prevalent bacause several benchmarks can be used from 
different domains such as gait recognition. However, there are 
very few examples of abnormal gait publicly available for 
reuse.11 Compared to the number of gait studies that have been 
conducted over the years, there are very few publicly available 
gait benchmarks. Even if the benchmarks are available, they 
commonly suffer from many limitations (e.g. few subjects, little 
gait cycles, absence of raw data, no metadata, lack of standard 
formats) and the most influential one is restrictive licensing.42

Ground truth data acquisition for healthy children.  Therefore, the 
public benchmark dataset created by Senden et  al42 was 
employed for training and classification. The TD (https://osf.
io/3xqew/) dataset records the gait data of HC peer children 
(24 boys/31 girls). The average age was 9.38 years, the average 
body mass was 35.67 kg, the average leg length was 0.73 m, and 
the average height was 1.41 m walking at different walking 
speeds (slow—comfortable- fast). Such a dataset has many 
advantages as raw and processed data were presented for each 
child separately. Besides, the children’s demographics and the 
results from the physical examination are given. So, we can 
select TD children from the database to create a matched 
group, based on specific parameters (e.g. sex, mass, and speed). 
Our funding creates a subdataset from this data filtered based 
on sex (males are selected) as well as the type of speed (normal 
gait speed is preferred).

YouTube-DMD dataset.  Unfortunately, large datasets are often 
not available in medical video/image analysis due to the restric-
tions on sharing data publicly in this domain.9 Moreover, rare 
diseases make the process of obtaining a dataset problematic 
and a major impediment. So, we further train our proposed 
methods on various DMD videos collected from YouTube. For 
DMD body parsing, we select 21 various clips from the You-
Tube dataset. Twelve videos are used for extraction of CGFs 
and classification while 9 videos are for explaining symptoms. 
The average length of each video is about 400 frames. The 
underlying DMD dataset is diverse and challenging, as it 

includes children and teenagers of different races, poses, and 
appearances. Although we have a limited number of videos, 
they contain varying background scenes, viewpoints, and dif-
ferent lighting conditions. They also cover most DMD symp-
toms. The verification of DMD diagnosis in the videos was 
conducted through a 2-step process. First, the video content 
was examined. The individuals featured in the videos or their 
caregivers often explicitly state their diagnosis in the video or 
the video description. This provides an initial confirmation of 
the DMD diagnosis. Second, to ensure accuracy, each video 
was reviewed by a medical expert specializing in neuromuscular 
disorders. The expert assessed the symptoms and movements 
shown in the video, which are characteristic of DMD, thereby 
providing a secondary layer of verification. Meanwhile, we 
affirmed that we took several measures to address privacy con-
cerns and protect the children’s privacy as much as possible. We 
made sure not to use any identifying information of the chil-
dren featured in the videos, such as names or locations, and 
blurred any faces in the videos to conceal their identities and 
opt for videos that focused on the affected body parts or move-
ments. We also used a strict data protection policy, ensuring 
that the data collected was kept confidential and only accessed 
by authorized individuals.

HPE for diagnosis of DMD

Diagnosis typically begins in early childhood after suggestive 
signs and symptoms are noticed, such as weakness and clumsi-
ness. By the age of 3, some problems are noticed. The patient 
can find difficulty with stair climbing as in Figure 10. A Gowers’ 
sign (climbing up himself ) begins to appear as in Figure 11. A 
6-year-old finds walking more difficult and the child tends to 
walk on his toes due to the shortening of the Achilles tendon 
as in Figure 12.

Seven years old struggles to keep up with his friends as in 
Figure 13. Every day, life can be very difficult. In 8 years, the 
characteristic DMD Trendelenburg sign (waddling gait) 
appears, where children are walking on their toes with an 
arched lower back as shown in Figure 14. By 9 years, strength 
continues to fade. Ten is the average age when walking is no 
longer possible as in Figure 15. Soon after the arms muscles 
begin to weaken as in Figure 16. Scoliosis (curvature of the 
spine) will occur in 90% of boys and surgery will be needed as 
in Figure 17. At 14 years, it is difficult to bring hand to mouth, 

Figure 10.  Trouble climbing stairs.

https://osf.io/3xqew/
https://osf.io/3xqew/
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Figure 12.  A tip-toe walking.

Figure 13.  Trouble running.

Figure 14.  Waddling or Myopathic Gait.

Figure 15.  Using of wheelchair.

Figure 11.  A Gowers’ sign (joins estimated by MediaPipe).
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and muscle damage can lead to paralysis as in Figure 18. Over 
time, DMD patients often require assistance with eating and 
breathing in the later stages of the disease. Cough assist 
machines are needed to clear the lungs. Bipap machines help 
older boys breathe at night.

For all figures, the first column is the ground truth frame, 
the second one represents the extracted 2D landmarks which 
are overlaid on the original frame, the third column shows the 
same frame with 3D pose estimation and finally, and the last 
one gives the skeletal formatting. The underlying pose estima-
tion methods and the preprocessing techniques used in this 
study were specifically robust to variations in clothing, lighting, 
and background clutter.

Implementation Details and Experiments
This section mainly lists and discusses the detailed experimen-
tal settings, hyperparameters, and results. Furthemore, com-
parisons and analyses of the proposed models are conducted to 
prove the robustness of the system at the end of this section.

Experimental setup

Python with support of the Keras framework using TensorFlow, 
was installed on a laptop computer with the Intel Core i7- 
7660U CPU 7th Generation Processor 2.5 GHz and 16 GB of 
memory. The computing environment used during experiments 

is shown in Table 1. All other computations were done on a 
virtual machine (VM) on Google Cloud with 8 cores and 16 
GB of RAM. The computation environment did not acquire 
GPU acceleration which means that the VM did not have a 
Graphics Processing Unit (GPU) attached to it. We conduct 
our experiments based on the open-source Python libraries 
TensorFlow (https://www.tensorflow.org/), Scikit-learn (scikit-
learn.org), Keras (keras.io), and SciPy (scipy.org). To extract 
time series of anatomical joints, OpenPose proposed by Cao 
et al33 was employed as a real-time pose estimator. OpenPose is 
used to obtain the 2D coordinates of 25 keypoints correspond-
ing to the full body. For each video, there was a 25-dimensional 
time series of keypoints that were tracked across all frames.

Once the set of coordinates of each video frame has been 
obtained, the OpenCV (https://opencv.org/) library is used to 
draw and join the 2D coordinates. The coordinates of each key 

Figure 16.  Progressive arm and shoulder weakness.

Figure 17.  Scoliosis.

Figure 18.  Difficulties in bringing hand to mouth.

Table 1.  Environmental settings.

Parameter Configuration information

CPU Intel Core i7- 7660U

RAM 16 GB DDR4

Operating System 64-bit Windows 10

Abbreviations: CPU, central processing unit; RAM, random access memory.

https://www.tensorflow.org
https://opencv.org/
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point of the body are connected to form a digital skeleton. 
Then, MeTRAbs34 pose estimator network estimates a 3D 
body pose for each frame of the video and constructs the cor-
responding time series. The SVM model was trained using an 
RPF kernel and then classified the input data into 1 of the 2 
predefined groups (TD or DMD). CGFs including joint 
angles at a different moment in a phase of a gait cycle were fed 
to DNN for training and classification. The LSTM-CNN net-
work was trained and model performance was evaluated on a 
held-out test set. ReLU  (rectified linear unit, defined as 
f x x( ) =max ( , )0  is used as an activation function after each 

convolutional layer, instead of using a traditional hyperbolic 
tangent function tanh ReLU.  exhibits a strong ability to 
inhibit the varnishing gradient and facilitates the training pro-
cess of the network. Furthermore, it introduced sparsity in the 
network, which weakened the interdependence of the param-
eters and avoided over-fitting effectively.

The LSTM has 64 units. There are 3 1D convolutional lay-
ers (C1 , C2 , and C3 ), and 2 pooling layers ( P1  and P2 ). It is 
observed that employing stochastic-gradient descent (SGD) 
frequently leads to a local minimum on the error. Therefore, 
the DNN is trained in an end-to-end manner with an (adap-
tive moment estimation) Adam optimizer to control the learn-
ing rate. The hyper-parameters epoch, batch size, and learning 
rate are set as 100, 128, and 5 *10−3 respectively as indicated in 
Table 2. A hundred epochs were used because we do not have 
a very big dataset, and input features are low-dimensional. The 
evaluation is performed by 10-fold cross-validation, and the 
averaged outcome for all cross-validations is given as the final 
result.

Experimental results

For each frame in a video, OpenPose33 returns (1) JSON files 
for every frame containing pixel coordinates of each detected 
landmark and (2) a new video file in which a stick figure that 
represents the extracted joints is overlaid on the original video. 
MeTRAbs34 pose estimator network detects 3D body pose for 
video frames and constructs corresponding time series. 

MediaPipe Pose is a multiperson pose estimation model has 
been used for skeletal extraction. Then, CGFs are calculated for 
DMD subjects and compared against those of TD children. To 
validate the accuracy, a few additional steps were investigated:

1.	 Data Preprocessing: Since the 2 datasets are different, it is 
crucial to ensure that they are comparable. This could 
involve normalizing and interpolating missing data points.

2.	 Pose Estimation Validation: For the DMD dataset, we 
validate the accuracy of the pose estimation algorithm by 
comparing its output with manually annotated key points 
in the video.

3.	 Comparison with Healthy Data: Once we have validated 
the pose estimation algorithms, we then compare the gait 
characteristics of the DMD patients with those of TD 
children. This would involve extracting similar features 
from both datasets (such as stride length, cadence, etc.) 
and comparing them.

4.	 Statistical Analysis: Finally, a statistical analysis was per-
formed to determine if the differences in gait character-
istics between DMD conditions and healthy children are 
statistically significant. Table 3 shows the mean and 
standard deviation (SD) for some extracted features of 
DMD children and their TD peers.

Participants with DMD have a longer stride time, while 
their cadence and gait speed were slower compared to the TD 
group. This is due to the progressive muscle weakness and 
reduced motor control associated with the condition. The 
stride time for the DMD group has a larger SD compared to 
the TD group, suggesting more variability in the time it takes 
for individuals in the DMD group to complete a stride. In 
agreement with earlier observation,26,30 compared to TD chil-
dren, DMD conditions had significantly shorter stride length 
values. This suggests that children with DMD take considera-
bly longer to complete a gait cycle compared to their TD peers. 
Duchenne muscular dystrophy individuals exhibit knee flexion 
angles of approximately 15° to 23° at initial contact. Individuals 

Table 2.  DNN initialization parameters.

Parameter name Parameter Value

Train Epoch Epoch 100

Batch size Batch 128

Learning rate Ƞ 0.005

L2 regularization λ 0.01

Convolutional kernel C 1X3

LSTM layers L 2

LSTM units P 64

Abbreviation: DNN, deep neural networks; LSTM, long short term memory.

Table 3.  Descriptive statistics of DMD and control.

Group DMD TD

Metrics Mean SD Mean SD

Stride time 1.81 0.84 1.08 0.067

Stride length 1.39 0.16 1.57 0.1

Cadence 1.1 0.05 1.85 0.02

Gait speed 0.77 0.1363 1.45 0.15

The knee angle 20 5.76 15 3.87

The hip angle 64.03 5.67 58.8 2.3

Abbreviations: DMD, Duchenne muscular dystrophy; SD, standard deviation; 
TD,Typically Developed.
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with DMD may exhibit knee hyperextension or reduced knee 
flexion, which can affect their walking patterns and overall 
mobility. A normal knee pattern for healthy individuals is pre-
sented in Figure 19A. Abnormal left and right knee patterns 
are indicated in Figure 19B and C, respectively. The DMD 
group has a larger hip angle compared to the HC. This is 
because the weakness in the hip extensor muscles can cause 
compensatory movement patterns, and DMD patients may use 
increased hip flexion and abduction during the swing phase to 
lift the leg off the ground and advance it forward.

To evaluate different classifiers, ML and DNN are used to 
infer 2D and 3D key joint positions in 2D video image 
sequences. Receiver operating characteristics (ROC) curves 
show true-positive (sensitivity) and false-positive rates (1—
specificity) for the 3 different feature sets. In particular, SVM 
in combination with 3D HPE performs well by delivering an 
accuracy of 96.2%. This demonstrates that the extracted CGFs 
carry important information for gait classification compared to 
the absolute values of patient keypoints features. Three-
dimensional HPE (using MeTRAbs) restores the missing 
depth dimension more than 2D HPE (using OpenPose). The 
key joint positions in 3D HPE are inherently viewpoint invari-
ant so that they are also free from occlusion. Figure 20 displays 
ROC plots of RBF kernels when CGFs are used as inputs to 
train the SVM classifier. Two-dimensional HPE achieves 89% 
which is reflected in the shape of the ROC plots. Clearly, both 
3D and 2D HPE showed better performance compared to the 
skeletal information which gives 75% classification accuracy. 
Since the skeleton data contain only coordinates of the human 
key joints, which is highly abstract information, many connec-
tions for these coordinates are missed. As a result, CGFs 
extracted from skeletal joint positions extracted by the 
MediaPipe framework were not accurate enough to classify 
individuals based on their gait features.

Afterward, the estimated 2D and 3D key joint positions 
with CGFs extracted from the foot, knee, and hip were used as 
inputs. The batch size was 128, the number of epochs was 100, 

and Adam optimizer was employed for model optimization. 
The model accuracy, loss graphs, and ROC curves are demon-
strated in Figure 21 for MeTRAbs 3D HPE, Figure 22 for 
OpenPose 2D HPE, and finally, Figure 23 for skeleton detec-
tion using MediaPipe.

Three-dimensional HPE has the lowest training and valida-
tion loss (0.1002 and 0.0998), indicating that it is performing 
the best among the 3 models. In addition, the highest validation 
accuracy of 93.1% is achieved with MeTRAbs in combination 
with DNN. The training accuracy is 93% while the area under 
the curve (AUC) is 97% which indicates that the model is per-
forming better and can classify accurately between DMD and 
TD peers. MediaPipe framework when integrated with LSTM-
CNN, the validation accuracy became 89.7%, the training loss 
was 0.12, and validation loss was 0.13 whereas the training 
accuracy was 89.3% and the AUC was 95%. Finally, 2D HPE 
extracted by OpenPose has the lowest validation accuracy of 
89.6% and equal values of training loss and validation loss of 
0.12. The training accuracy is 90% and the AUC is 96%. Overall, 
MeTRAbs seems to be performing the best among the 3 mod-
els based on its low loss values, high accuracy values, and high 

Figure 19.  (A) Normal knee pattern over one gait cycle. (B) Left knee pattern for some DMD subjects. (C) Right knee pattern for some DMD subjects. 

DMD indicate Duchenne muscular dystrophy.

Figure 20.  ROC curves for SVM classification. AUC indicates area under 

the curve; ROC, receiver operating characteristics; SVM, support vector 

machine.
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AUC value. MediaPipe and OpenPose are performing similarly, 
considering that MediaPipe has slightly better validation accu-
racy, and OpenPose has slightly better training accuracy. 
Furthermore, 3D HPE can sometimes locate body joints out-
side the image boundaries, which can result in complete esti-
mates for truncated images. However, these methods are 
affected by pose-estimation performance and are, therefore, 
computationally expensive. For instance, 2D HPE by using 
OpenPose is computationally more demanding than 3D HPE 
by using MeTRAbs. Training time was greatly reduced for the 
skeleton-based extraction as the frame has an empty back-
ground and only a few keypoints with their connections pro-
ceeded. Although the MediaPipe framework gives fewer results, 
it is fast, lightweight, and very simple.

Such results show that gait parameters like knee flexion/
extension angle can be accurately measured using pose estimation 

techniques. Therefore, 2D video gait analysis is possible by 
obtaining anatomical landmarks using 2D and 3D pose estima-
tion techniques which in turn can be used to measure CGFs eas-
ily without the use of any markers. The 2D HPE was successful 
in extracting body parts from a small and blurred subject in an 
image or video. Even though, 3D HPE gives the best objective 
and quantitative information about the anatomical gait parame-
ters and the deviations due to the muscular situation of DMD 
subjects. Although neural network achieves a higher accuracy, we 
believe that increasing the number of training data will enhance 
NN performance. Neural network typically requires a larger 
amount of training data and therefore performs suboptimally on 
smaller clinical databases. The proposed method demonstrates 
the workflow on DMD children and specifically defines a set of 
gait metrics. However, the same method can be customized to 
any patient population (e.g. Becker muscular dystrophy) and 

Figure 21.  Accuracy, loss, and ROC curves for 3D HPE with DNN. DNN indicates deep neural networks; HPE, human pose estimation.

Figure 22.  Accuracy, loss, and ROC curves for 2D HPE with DNN. DNN indicates deep neural networks; HPE, human pose estimation.

Figure 23.  Accuracy, loss, and ROC curves for MediaPipe with DNN. AUC indicates area under the curve; DNN, deep neural networks.
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employ other metrics including gait deviation index (GDI), hip 
flexion, metabolic expenditure, and others.

Discussion

This study presents a novel framework for vision-based gait 
analysis, which has shown promising results in the quantita-
tive assessment of gait impairments. The framework lever-
ages advanced ML and deep learning techniques to extract 
and analyze spatiotemporal and sagittal kinematic gait fea-
tures from 2D and 3D HPE trajectories. The proposed 
method introduces a cost-effective approach to gait analysis, 
relying on recorded RGB video data instead of traditional 
MoCap systems. This could potentially democratize access to 
gait analysis, making it more accessible to clinics and hospi-
tals that may not have the resources for expensive MoCap 
equipment. In the development and application of the pro-
posed framework, we are acutely aware of the sensitive nature 
of health-related data. We would like to emphasize that the 
privacy of all individuals involved in the study. The underly-
ing dataset have been anonymized to ensure the privacy of the 
participants. Identifiable information was removed during 
the data preprocessing stage, and all analyses were conducted 
on de-identified data. This process ensures that the individu-
als’ identities remain protected while allowing for meaningful 
analysis of gait patterns. The study compares the effectiveness 
of different pose estimation techniques, including OpenPose, 
MeTRAbs, and MediaPipe, in extracting clinically relevant 
metrics. The results indicate that MeTRAbs, an end-to-end 
network for estimating complete, metric-scale poses from 

RGB images using metric-scale truncation-robust heatmaps, 
outperforms OpenPose and MediaPipe. The study also high-
lights the importance of using 3D HPE for gait analysis, as it 
provides more objective and quantitative information about 
anatomical gait parameters and deviations due to muscular 
situations in DMD subjects. It is worth mentioning that 
MediaPipe can be employed also for 2D pose estimation as 
presented in Figure 24.

Moreover, MeTRAbs can be used as a 2D pose estimator 
from RGB images and complete the missing area in the image 
as predicted in Figure 25. That is, the output of MeTRAbs 
includes both 2D poses in pixel space as well as 3D poses in 
metric space. Different types of CGFs usually reflect meaning-
ful and better classification results. This method does not rely 
on a particular view angle, but video clips must be long enough 
to have multiple gait cycles. While the current model has dem-
onstrated high prediction accuracy in distinguishing between 
healthy subjects and those with DMD, it is important to note 
that the current model is capable of distinguishing between 
healthy subjects and those with DMD, but not specifically 
between DMD patients and patients with other gait impair-
ments. This is an area for future research and development. The 
framework could potentially be adapted to analyze other types 
of gait impairments, given the appropriate training data.

This method has the potential to be widely investigated not 
only in medicine and welfare but also to predict the decline of 
gait function in healthcare, training, and skill evaluation in 
gyms, and sports facilities, and accurate projection of human 
movements onto an avatar by integrating with virtual reality 
systems.

Figure 24.  2D HPE using MediaPipe for DMD subjects. DMD indicates Duchenne muscular dystrophy; HPE, human pose estimation.
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Conclusion
This study presents a novel, cost-effective framework for 
vision-based gait analysis, leveraging advanced ML and deep 
learning techniques to extract and analyze spatiotemporal and 
sagittal kinematic gait features from 2D and 3D HPE trajec-
tories. The results demonstrate the efficacy of the proposed 
method, with SVM in combination with 3D HPE delivering 
an accuracy of 96.2%, and deep learning with 3D HPE achiev-
ing an impressive accuracy of 97%. The framework’s potential 
extends beyond DMD to potentially include other types of gait 
impairments, given the appropriate training data. This study 
also highlights the importance of privacy and ethical consid-
erations in handling sensitive health-related data. All data used 
in the study have been anonymized, and the research complies 
with all relevant ethical standards.

Future work could involve refining the model to distinguish 
between different types of gait impairments, expanding the 
benchmark dataset to include more diverse patient profiles, and 
conducting more research to validate the clinical applicability 
of this framework. We also aim to improve the proposed meth-
odology to create specific models of different pathological 
gaits. This includes, but is not limited to, choreiform, hemiple-
gic, and diplegic gaits. By developing these specific models, we 
hope to enhance the precision and applicability of our frame-
work for a wider range of gait impairments.
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