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Background: Advances in smartphone technology have allowed people to access mental healthcare via digital
apps from wherever and whenever they choose. University students experience a high burden of mental health
concerns. Although these apps improve mental health symptoms, user engagement has remained low. Studies
have shown that users can be subgrouped based on unique characteristics that just-in-time adaptive interventions
(JITAIS) can use to improve engagement. To date, however, no studies have examined the effect of the COVID-19
pandemic on these subgroups.

Objective: Here, we sought to examine user subgroup characteristics across three COVID-19-specific timepoints:
during lockdown, immediately following lockdown, and three months after lockdown ended.

Methods: To do this, we used a two-step machine learning approach combining unsupervised and supervised
machine learning.

Results: We demonstrate that there are three unique subgroups of university students who access mental health
apps. Two of these, with either higher or lower mental well-being, were defined by characteristics that were
stable across COVID-19 timepoints. The third, situational well-being, had characteristics that were timepoint-
dependent, suggesting that they are highly influenced by traumatic stressors and stressful situations. This sub-
group also showed feelings and behaviours consistent with burnout.

Conclusions: Overall, our findings clearly suggest that user subgroups are unique: they have different charac-
teristics and therefore likely have different mental healthcare goals. Our findings also highlight the importance of
including questions and additional interventions targeting traumatic stress(ors), reason(s) for use, and burnout in
JITAI-style mental health apps to improve engagement.

1. Introduction

Over the past decade, advances in digital technology have driven
rapid changes in the way mental health care is accessed and delivered. In
particular, improvements in smartphone technology have afforded op-
portunities to design mental health applications (‘apps’) that can be
accessed wherever and whenever a user chooses, and that can deliver
strategies in situ to assist users in coping with stressors as they occur in
real time. As they are easily and rapidly accessible by anyone with a
smartphone, smartphone-based mental health apps overcome many of
the barriers individuals encounter when trying to access face-to-face
mental health services, including long wait times for appointments,
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high cost, lack of time, and concerns about privacy (Torous et al., 2018).
As a result, smartphone-based mental health interventions have grown
in popularity in recent years, yet our understanding of who uses these
interventions, and why, remains limited.

Given the wubiquity of smartphones among young adults,
smartphone-based mental health apps have received considerable in-
terest as a means for addressing the mental health needs of university
student populations. University students experience a disproportionate
burden of common mental health symptoms, such as anxiety and
depression, compared to both age-matched peers and to the general
population (Sheldon et al., 2021; Gunnell, 2018; Storrie et al., 2010;
Yorgason et al., 2010). Recent studies indicate that the number of
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university students experiencing common mental health conditions rose
substantially during the COVID-19 pandemic (Chen and Lucock, 2022;
Kaparounaki et al., 2020; Salmela-Aro et al., 2022; Savage et al., 2020;
Wang et al., 2020). Although most universities provide on-campus
counselling and other mental health services, the demand for these
services far exceeds service availability, meaning that most university
students with mental health conditions go untreated.

Several smartphone-based apps have been shown to improve symp-
toms of depression and anxiety and increase well-being in university
students (Donker et al., 2013; Wang et al., 2018). However, a common
shortcoming of these apps is that user engagement is often low (Torous
et al., 2018; Firth et al., 2017; Linardon et al., 2019; Huckvale et al.,
2020). Although tailoring app content can improve app engagement,
even tailored apps have been found to have substantial rates of attrition
(Huckvale et al., 2020), suggesting that other factors may need to be
considered in order to enhance app engagement.

University students access mental health apps for a range of different
reasons (Kern et al., 2018) and one relatively underexplored factor that
may determine levels of app engagement is an individual's motivation
for app use. Although the body of evidence is still limited, research
characterizing the distinctive features of subgroups of mental health app
users indicates that there are typically four subgroups of users that can
be differentiated based on sex, likelihood of having mental health
problems and accessing mental health services, engagement in health-
related behaviour (e.g. fruit consumption), and type of mental health
concern (e.g. depression vs. distress) (Simo et al., 2018; Di Benedetto
et al., 2019). Prior studies have shown that information about these user
subgroups can provide a valuable means for enhancing engagement with
mental health apps. For example, in a sample of university students who
took part in online mental health screening, subgroup-tailored mental
health feedback — personalized using cluster analysis on multidimen-
sional aspects of mental health — was found to increase university stu-
dents' engagement with their feedback and boost their mental health
literacy (Lee et al., 2022).

Despite the clear benefits of subgrouping users, most studies to date
have focused on subgrouping individuals using data on personal char-
acteristics (e.g., age, gender, symptoms). However, situational factors,
such as acute environmental stressors, can also have a powerful influ-
ence on an individual's motivation to engage with mental health treat-
ment (Barrett et al., 2008), and further work is needed to better
understand how user-specific situational factors can be used to tailor
smartphone-based mental health interventions. The COVID-19
pandemic and its associated lockdowns have significantly affected the
mental health of people around the world and particularly university
students. University students reported to experience significant in-
creases in depression, anxiety, suicidal thoughts, and perceived stress
along with a worsened quality of life and mental well-being (Chen and
Lucock, 2022; Kaparounaki et al., 2020; Savage et al., 2020; Wang et al.,
2020). Further, COVID-19 lockdowns have been identified as a universal
traumatic stressor (Bridgland et al., 2021). This presents a unique op-
portunity to examine both the stability of mental health app user sub-
groups and how a stressor influences these subgroups. More specifically,
by comparing profiles of app users across the stages of COVID-19 lock-
downs (i.e. during lockdown, immediately after lockdown, and well
after lockdown) we can identify if major life stressors affect user sub-
group characteristics. In doing so, we may be able to further improve the
personalization of mental health apps thereby increasing user
engagement.

In this study, we identified the effects of the COVID-19 pandemic and
the associated stages of lockdown on the characteristics of university
student mental health app user subgroups in Australia. We aimed to (1)
determine and characterize different subgroups of university student
mental health app users based on their responses to psychological sur-
veys, (2) identify subgroups of users that are consistently accessing a
mental health app, and (3) examine the influence that the COVID-19
pandemic had on the stability and characteristics of these user
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subgroups. To address this, we used a combination of unsupervised and
supervised machine learning to identify user subgroup-defining char-
acteristics across three COVID-19 pandemic timepoints: lockdown,
immediately post-lockdown, and normal (at least 3 months past the
lifting of lockdown restrictions).

2. Method
2.1. Study design and participants

The present analysis was performed using participant screening data
collected in the context of an adaptive trial of a smartphone-based
program (‘Vibe Up’) that delivers brief mental health interventions to
Australian-based university students (Huckvale et al., 2023). Using an
Artificial Intelligence (AI)-driven response adaptive randomization
design, the trial used a series of sequential ‘mini trials’ to identify which
of four, two-week smartphone interventions (mindfulness, physical ac-
tivity, or sleep hygiene, with a mood monitoring intervention used as an
active control condition) was the most effective for reducing symptoms
of psychological distress in university students. All screening data was
included irrespective of whether the participant went on to enroll in
and/or complete the study. The study was approved by the University of
New South Wales Human Research Ethics Committee, approval no.
HC200466.

Participant screening data from the trial was divided into three
separate datasets according to their COVID-19-related situational cir-
cumstances at the time of screening. The first dataset represented par-
ticipants who were in COVID-19 lockdowns in Australian cities at the
time of screening (lockdown timepoint). The second dataset consisted of
participants who were screened immediately after the cessation of the
COVID-19 lockdowns (post-lockdown timepoint). The third dataset
represented those who were screened at least three months past the
COVID-19 lockdowns (normal timepoint).

2.2. Psychological surveys used to identify user characteristics

Prospective participants completed a battery of self-report ques-
tionnaires in the Vibe Up smartphone application as part of screening,
and scores on these questionnaires were used as the features on which
our machine learning models were trained. The questionnaires included
the Abridged NIDA-Modified ASSIST Drug Screening Tool (AOD) (Na-
tional Institute on Drug Abuse, 2020), EuroQuol-5D 5-level version (EQ-
5D-5L) (Herdman et al., 2011), Kessler Psychological Distress Scale 10-
item version (KTEN) (Kessler et al., 2002), Use of Mental Health Care
Services (MHS) (Burgess et al., 2009), Perceived Stress Scale (PSS)
(Cohen et al., 1994), Physical and Mental Health (MED) (Huckvale et al.,
2023), Suicidal Ideation Attributes Scale (SIDAS) (van Spijker et al.,
2014), and Short Warwick Edinburgh Mental Well-being Scale (WBS)
(Stewart-Brown et al., 2009) (see Supplementary Methods for further
details). Scores on all questionnaires were standardized by converting to
z-scores prior to analyses. A series of demographic questions were also
asked including self-identified gender, sex at birth, and sexual
orientation.

2.3. Analytic approach

A complete overview of the analytical approach adopted for the
present study is shown in Fig. 1.

2.3.1. Unsupervised machine learning

K-means clustering was used to characterize participants, identify
the degree of heterogeneity within the population, and to identify how
many clusters there were in each timepoint. The k-means clustering
algorithm, specifically, was selected as it has been previously used by
studies examining the mental health of university students (Di Benedetto
et al., 2019; Bavolar and Bacikova-Sleskova, 2020; Liu, 2021; Nelsen
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Fig. 1. Summary of the method, statistical, and machine learning approaches used in the present study.

et al., 2021). The optimal number of the k-means clusters was deter-
mined using a Silhouette score and distance metric chosen was
Euclidean distance. A principal component analysis (PCA) was then used
to visualize the clusters over time, determine the potential correlations
of the separate features (questionnaire responses), and the contribution
of these features to the clustering of prospective participants. This was
an important step to ensure that features that were strongly correlated
with one another were not used in the supervised machine learning
model as this affects the performance, even if the algorithm is robust
(Tolosi and Lengauer, 2011). To ensure that our analyses provided a
clear overview of the entirety of the data (i.e. a mix of continuous,
nominal, and some binary features), we did not perform any dimen-
sionality reduction. Importantly, a 2D PCA (with an x- and y-axis) was
used to facilitate tracking of cluster movement across timepoints. A 3D
plot would not allow for tracking movement with high resolution. In all
PCAs, components 1 and 2 always explain the most and second most,
respectively, amount of variance in the datasets therefore our use of
these two clusters capture the majority of explained variance. Clustering
and PCA were performed in RStudio with R (3.6.3) using base and fac-
tominer/factoextra packages, respectively.

2.3.2. Supervised machine learning

To identify whether any of the features predicted cluster (subgroup)
membership, we performed supervised machine learning using both
shrinkage discriminant analysis (SDA) and classification and regression
trees (CART). The use of supervised machine learning also allows for the
identification of clusters that are generalizable across the time points
and therefore indicative of consistent users of a mental health app. We
then performed model training/validation and testing on each of the
three separate participant datasets (i.e., lockdown dataset, post-
lockdown dataset, normal dataset), alternating which of the three
datasets was used for training/validating or testing, such that all
possible iterations were used (e.g., model 1: training = lockdown
dataset, testing = post-lockdown dataset; model 2: training = post-
lockdown dataset, testing = normal dataset, etc.). In every iteration, we
used a 3-fold cross-validation repeated 5 times, a number shown to in-
crease the precision of the model while limiting bias (Kuhn and Johnson,
2013). To address an imbalance of classes in the output variable in the
training data, upsampling was used. Here, the less represented classes
(clusters 2 and 3) were randomly sampled to make the number of
samples equal to the more represented class. This was applied to the
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training dataset for these clusters (i.e. all features that went into the
model) within each timepoint, respectively. For both supervised ma-
chine learning models (SDA and CART) a grid method was used for
hyperparameter tuning. Here, all possible combinations of hyper-
parameters within pre-determined ranges were estimated. For CART,
this included a complexity parameter between 0.01 and 1, in increments
of 0.01. For SDA, this was a diagonal (true or false) and A (0.001 to 1 in
increments of 0.001). We used four metrics to assess the models' per-
formance: F1-score, recall, precision, and area under the curve (AUC).
F1-score is the harmonic mean of the model's precision and recall. Recall
defines the model's overall performance. Precision indicates how well
the model discriminates the target of interest, in this case, the distinct
cluster of prospective participants. The AUC indicates the model's ability
to distinguish between participant groups.

Following the use of our decision tree algorithm, we estimated the
relative importance of features using recursive feature elimination
(RFE). This algorithm starts with all features in a dataset and in every
step removes one feature, refits the model, and recalculates the accu-
racy. As a result, each feature in a dataset can be ranked by its relative
importance for model performance. Supervised machine learning was
performed in RStudio with R (3.6.3) using the caret package.

2.3.3. Inferential statistics

Inferential statistics were used to compare the questionnaire re-
sponses between the participant clusters. Wilcoxon tests were used for
two-sample comparisons and Kruskal-Wallis tests followed by a post-hoc
Dunn test were used for three sample comparisons. For all multiple tests,
a Benjamini-Hochberg multiple correction was applied to adjust the p
values and reduce the risk of a false positive. All inferential statistics
were performed in RStudio with R (3.6.3) using the packages base and

fsa.

2.3.4. Final dataset comparisons

Following all analyses, we compared the three datasets in order to
identify the strength of the similarities and/or differences between them
as well as how they changed over time. To do this, we first calculated the
centers of the clusters for all three datasets and used a single graph to
visualize the migration of the cluster centers to examine changes across
the various stages of COVID-19 lockdown. We then calculated the
Euclidean distances between datasets and built a hierarchical dendro-
gram. These analyses were performed in RStudio with R (3.6.3) using
packages base, and factominer/factoextra.

3. Results
3.1. Dataset characteristics

Demographic characteristics of participants screened as part of the
study are shown in Table 1. All participants screened were university

students located in one of three Australian cities: Sydney, Melbourne, or
Brisbane. The average age of participants screened was 22 (range 18 to

Table 1
Demographics of participants screened.
Lockdown Post- Normal
(n = 308) lockdown (n=181)
(n=84)
Age (average, + SEM, and 22.0 £ 3.2 22.6 = 4.2 23.0 + 4.0
range) (18-38) (18-47) (18-44)
Sex at birth 91 % female 85 % female 91 % female
Identify as LGBTQIA+ 23 % 35% 38 %
Speak English at home 94 % 96 % 88 %
Domestic student 93 % 96 % 93 %
Previous mental health 55 % 53 % 55 %
diagnosis
Used online mental health 32% 30 % 22 %

service in the past 12 weeks
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47), the majority identified their sex at birth as female, spoke English at
home, and were domestic students. Approximately half had a previous
mental health diagnosis. Between 20 and 30 % of users had used online
mental health services in the past 12 weeks (Table 1). One-way ANOVA
and Chi-Squared analyses indicated that there were no significant dif-
ferences in the overall demographics recorded between the three
COVID-19 timepoints (data not shown).

3.2. General characterization of mental health app users shows three
unique subgroups of users across lockdown, post-lockdown, and normal
timepoints

To perform an initial characterization of the participants within the
three timepoints, and the level of heterogeneity within the population,
we employed unsupervised machine learning. We first determined the
optimal number of k-means clusters using a Silhouette score, which
indicated that three clusters were optimal across all three timepoints
(Fig. 2).

The k-means clustering followed by PCA demonstrated that each
timepoint was characterized by three distinct clusters of participants
(Fig. 3).

Given that k-means clustering demonstrated the consistent presence
of three clusters of app users across all timepoints, we then sought to
establish if the features within each cluster were stable and could
therefore be used to predict cluster membership. We used SDA for
multiclass classification and alternated the training and testing datasets
for each model. This demonstrated that cluster 1 was able to be pre-
dicted and had stable F1 and precision metrics irrespective of the
timepoint used to train or test the model (performance metrics for each
cluster are shown in Table 2). Cluster 2 was also able to be predicted
across the various iterations of training and testing datasets. Unlike
cluster 1, however, the model using post-lockdown as a training dataset
and lockdown as a testing dataset performed poorly, showing an F1 of
0.62 and precision of only 0.53. This suggests that although cluster 2 is
largely stable across the timepoints, there may be some subtle differ-
ences in defining features of this cluster between lockdown and post-
lockdown. Compared to clusters 1 and 2, almost all the shrinkage
discriminant analysis models had very poor performance, highlighting
that cluster 3 was unable to be predicted. Here, only 2/6 models showed
an adequate performance. Both models used combinations of lockdown
and normal datasets for training and testing, respectively, suggesting
that features defining cluster 3 may be similar across these two time-
points. The metrics of the remaining 4/6 showed that these models
perform at, or below, chance levels.

Given that the shrinkage discriminant analysis models for predicting
cluster 3 performed poorly and that the PCA (Fig. 3) showed a slight
tendency for clusters 2 and 3 to merge, we decided to re-run the
shrinkage discriminant analysis but remove cluster 3 as a predictive
target. Importantly, this would indicate if the model metrics for pre-
dicting cluster 2 were negatively influenced by cluster 3 and the possible
closer relationship between these two clusters relative to cluster 1.
Repeating the shrinkage discriminant analysis indeed demonstrated that
this was the case. Here, both the F1 and precision metrics significantly
increased to about 0.90 for all iterations of training and testing datasets
(Table 3).

3.3. Cluster 1 and cluster 2 of mental health app users represents two
distinct groups of users who have either high or low mental well-being

Given that we found that clusters 1 and 2 were generalizable (i.e.
could be predicted irrespective of the timepoint), and therefore suggests
that two types of users consistently accessed the app, we sought to
identify the specific variables that characterize the app users in each
cluster. To do this, we combined all three timepoint datasets into one,
removed cluster 3, and used a Wilcoxon test with a Bonferroni correction
to identify significant differences between the groups. Of the 46
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Fig. 2. The optimal number of k-means clusters for each timepoint was determined using a Silhouette score. (A) lockdown, (B) post-lockdown, and (C) normal.

included measures, 31 were significantly different between the two
groups (Supplementary Table 1). Overall, cluster 1 was made up of users
who self-identified as having high mental well-being. These users had
low depression and suicidal ideation, a healthy quality of life, high well-
being, and had a high level of perceived social support from family,
friends, and significant others. They were also more likely to be female,
have a paying job and high socioeconomic status, and more likely to
identify their sexual orientation as heterosexual. Cluster 2, on the other
hand, represented userswho self-identified as having low mental well-
being. They were more depressed and suicidal, had a poor quality of
health, low well-being, and low levels of social support across all three
domains. They were also more likely to be male, not have a paying job,
low socioeconomic status, and more likely to identify as being
LGBTQL+.

3.4. Characterization of the unique features of cluster 3 of mental health
app users

An interesting finding was that cluster 3 was not only poorly pre-
dicted but also that its removal from all three timepoints led to improved
model performance for binary classification between clusters 1 and 2. As
such, we then sought to identify the unique features that defined cluster
3 and how they may differ across timepoints. To do this, we first merged
all three datasets (lockdown, post-lockdown, and normal) into a single
dataset. We then narrowed down the features by determining the
respective Pearson correlations between them and removing features
with a r > 0.75. Removing highly correlated features is an important
step to reduce noise, therefore increasing computational power of the
model, and increase the stability of the model. The correlation calcula-
tions indicated that six features met the criteria for exclusion: PSS1,
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Table 2

Prformance metrics of the shrinkage discriminant analysis for multiclass classification of the three clusters of mental health app users. Metrics reported include F1,

precision, and AUC.

Training dataset Testing dataset Cluster 1 Cluster 2 Cluster 3

F1 Precision AUC F1 Precision AUC F1 Precision AUC
Lockdown Post-lockdown 0.75 0.70 0.91 0.67 0.76 0.81 0.45 0.47 0.67
Lockdown Normal 0.85 0.92 0.89 0.85 0.88 0.89 0.71 0.62 0.59
Post-lockdown Lockdown 0.78 0.94 0.78 0.62 0.53 0.89 0.34 0.23 0.59
Post-lockdown Normal 0.75 0.97 0.86 0.73 0.69 0.87 0.41 0.27 0.65
Normal Lockdown 0.83 0.84 0.86 0.74 0.61 0.85 0.64 0.74 0.78
Normal Post-lockdown 0.79 0.78 0.91 0.69 0.65 0.81 0.49 0.52 0.69

Table 3 (PSS7 and PSS9), and family (PSS4) subscales. Importantly, the exclu-

able

Performance metrics of the shrinkage discriminant analysis for binary classifi-
cation of clusters 1 and 2 of mental health app users. Metrics reported include F1
and, in brackets, precision.

Training dataset Testing dataset Cluster 1 vs. Cluster 2

F1 Precision AUC
Lockdown Post-lockdown 0.92 0.84 1
Lockdown Normal 0.97 0.97 0.99
Post-lockdown Lockdown 0.91 1.0 0.99
Post-lockdown Normal 0.93 1.0 0.96
Normal Lockdown 0.91 0.95 0.99
Normal Post-lockdown 0.90 0.91 0.99

PSS2, PSS4, PSS7, PSS9, and PSS10 (Supplementary Fig. 1). All six
features are questions from the Perceived Social Support scale and
comprise part of the significant other (PSS1, PSS2, and PSS10), friends

sion of these specific questions did not lead to the exclusion of the entire
subscale for any of these measures.

After exclusion of the highly correlated features, 40 features
remained. To estimate the contribution of features to the classification
and regression trees (CART) model characterizing cluster 3, we per-
formed recursive feature elimination (RFE). Here, the quality of the
model was estimated on its ability to predict cluster 3 as a negative
predictive value (NPV). Importantly, this method allows us to establish
which, if any, features reliably predict cluster 3 membership irrespective
of timepoint (i.e. are stable features of cluster 3). In doing so, we can also
then identify those features that are not predictors, thereby establishing
features of cluster 3 that may be unique to specific timepoints and
warrant further investigation.

The RFE showed that using all 40 features, the CART model pre-
dicting cluster 3 had a high negative predictive value, suggesting that
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cluster 3 can indeed be predicted (Fig. 4). Specifically, the RFE showed
that 11 features are critical for the prediction of cluster 3. This is further
confirmed by the fact that after 12 features, there is a clear plateau of
NPV with a limited growth rate.

To further confirm our finding, we then performed two CARTS: one
on the first 11 features and the second on the remaining 29 that fall after
the initial plateau. Indeed, the first model with 11 features showed
higher performance metrics relative to the second model (Table 4).
Importantly, the NPV of the second model was 0.55, confirming our
conclusion that the remaining 29 features are not important contributors
to the overall prediction of cluster 3.

The 11 features that are critical for predicting cluster 3, irrespective
of timepoint, were EQ-5D-5 L6, KTEN, MED2, PSS3, PSS5, PSS6, PSS11,
PSS12, WBS2, WBS3, and WBS7. We then used a Kruskall-Wallis fol-
lowed by Dunn test to compare the 11 variables between cluster 3 and
clusters 1 and 2 (Supplementary Table 2). Relative to the healthy cluster
1, cluster 3 had significantly higher depression, lower self-perception of
health, mental health history, and poor well-being. They did, however,
report similar levels of perceived social support to cluster 1, except that
they rated family as less willing to help. Interestingly, despite cluster 3
having the same levels of depression and self-perception of health as the
unhealthy cluster 2, they reported higher levels of social support. Cluster
3 users, however, were more likely to have a history of mental health
concerns than those in cluster 2.

We then investigated the nature of the 29 remaining features for
cluster 3 across the three individual timepoints, again using a Kruskall-
Wallis test followed by a Dunn test for pairwise comparisons (Table 5).
Strikingly, this showed that cluster 3 was almost identical to the un-
healthy cluster 2 during lockdown, with only one variable, PSS8,
reaching a very small statistically significant difference (p = 0.048)
between the two groups. In the normal timepoint, however, cluster 3
was identical to healthy cluster 1 on all 29 variables. Statistical analysis
of cluster 3 during post-lockdown revealed a unique group that fit
somewhere in between cluster 2 and 3. Relative to cluster 2, cluster 3
users were more likely to be male, drink alcohol, smoke tobacco, and
talk about problems with their family. Relative to cluster 1, cluster 3
were more likely to have previous contact with hospitals and clinics for
mental health services, take prescribed medicine for mental health, and
smoke tobacco. They were also less likely to have a paying job, engage
with online mental self-help resources, and feel that they were dealing
with problems and thinking clearly.
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Table 4

Performance metrics of the classification and regression trees (CART) for two
models: one comprising 11 features identified by the recursive feature elimi-
nation (RFE) as being important and one comprising the remaining 29 features
that were identified by the RFE as being unimportant. PPV: positive predictive
value; NPV: negative predictive value.

Metric Model 1 (11 features) Model 2 (29 features)
Sensitivity (recall) 0.88 0.80
Specificity 0.68 0.48
PPV (cluster 1&2) (Precision) 0.86 0.75
NPV (cluster 3) 0.71 0.55
F1 0.87 0.78

3.5. Characterization of cluster 3 across COVID-19 timepoints

The characterization of cluster 3 mental health app users indicated
that there were some stable features of cluster 3. Most of their features,
however, alternated between being similar to the other clusters in
lockdown and normal timepoints, respectively, and to having very
unique features post-lockdown. As such, we suspected that this may
underlie our inability to predict cluster 3 in our initial machine learning
model. To confirm this, we performed a PCA of the three timepoints to
determine how they compared to one another based on user charac-
teristics (Fig. 5A). The PCA demonstrated that users' characteristics in
each of the three clusters were more similar to one another in the
lockdown and normal timepoints and that the post-lockdown timepoint
was different for all users. We further confirmed the PCA finding with a
cluster dendrogram analysis that also showed that lockdown and normal
timepoints are more similar to one another than post-lockdown (Fig. 5B;
Supplementary Table 3).

4. Discussion

Using the screening data from a novel mental health app, we were
able to identify that there were three distinct subgroups of users that
differed in their demographic and mental health characteristics. A
combination of k-means clustering and PCA indicated that all COVID-19
timepoints were consistently characterized by two of the three sub-
groups: lower mental well-being and higher mental well-being. These two
distinct subgroups of app users were consistent across all the COVID-19
timepoints, suggesting that significant external life stressors (e.g.
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Fig. 4. Plot showing the change in negative predictive value (NPV) based on the results of the recursive feature elimination (RFE). Here, we used RFE to estimate the
contribution of features to the classification and regression trees (CART) characterizing cluster 3.



A. Shvetcov et al.

Table 5

Pairwise comparisons of the 29 features for cluster 3 across the three individual
timepoints. Orange color indicates statistically significant and blue indicates no
statistically significant effect.

Variable Lockdown Post-lockdown Normal
Cl3v.Cl Cl3v. Cl3v. Cl3v.Cl Cl3v. Cl3v.Cl
1 Cl2 Cl1 2 Cl1 2
MED1 0.042 0.105 0.817 0.362 0.757 0.298
SIDAS <0.001 0.540 0.262 0.627 0.226 <0.001
DEM1la 0.275 0.450 0.352 0.007 0.220 0.424
DEM3a <0.001 0.925 0.819 0.234 0.757 0.269
PCQ2 0.033 0.882 0.041 0.362 0.299 0.787
MHS3 0.604 0.657 0.013 0.252 0.757 0.910
MHS5 0.042 0.517 0.089 0.166 0.220 <0.001
MHS6 0.010 0.444 0.050 0.439 0.578 0.012
MHS8 0.496 0.495 0.006 0.056 0.736 0.279
MHS9 0.938 0.925 0.006 0.362 0.878 0.453
MHS10 0.538 0.561 0.117 0.621 0.757 0.748
MHS11 0.553 0.793 0.180 0.805 0.294 1.000
MHS12 0.676 0.327 0.352 0.362 0.757 0.811
MHS13 0.111 0.487 0.008 0.362 0.220 <0.001
EQ-5D-5 0.001 0.281 0.817 0.200 0.757 0.298
L1
EQ-5D-5 <0.001 0.128 0.574 0.252 0.670 0.093
L2
EQ-5D-5 <0.001 0.194 0.054 0.591 0.878 0.057
L3
EQ-5D-5 <0.001 0.105 0.189 0.849 0.478 0.709
L4
EQ-5D-5 <0.001 0.777 0.008 0.857 0.137 <0.001
L5
SES1 <0.001 0.327 0.817 0.4779 0.372 0.631
AODDb1 0.525 0.181 0.262 0.0069 0.757 0.153
AODDb2 0.042 0.793 0.041 0.007 0.878 0.298
AODb3 0.001 0.181 0.116 0.362 0.757 0.631
AODb4 0.010 0.194 0.378 0.200 0.757 0.453
WBS1 <0.001 0.793 0.054 0.857 0.757 0.153
WBS4 0.002 0.612 0.028 0.948 0.971 0.748
WBS5 0.005 0.622 0.002 0.737 0.757 0.545
WBS6 <0.001 0.264 0.640 0.056 0.284 0.120
PSS8 <0.001 0.048 0.574 0.002 0.757 0.015

lockdown) had a limited effect on changing the fundamental
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characteristics that defined these subgroups. The lower mental well-
being subgroup was characterized by users with higher depression and
suicidality, poorer health, and lower levels of social support. Users in
this subgroup were more likely to be male and identify as being
LGBTQIA+, not have a paying job, and have a lower socioeconomic
status. These characteristics are well-documented as known factors to be
associated with poor mental health outcomes in young people (Patel
et al., 2007; Eres et al., 2021).

An interesting, and somewhat unexpected, finding of the current
study was the subgroup of users who had consistently higher mental
well-being. The higher mental well-being subgroup was made up of
users with lower depression and suicidal ideation, healthier quality of
life, and higher level of perceived social support. These users were also
more likely to identify as heterosexual females, have a paying job and
high socioeconomic status. To our knowledge, there is no literature
examining the use of health apps among people who may already have
higher levels of mental well-being or health. Further, there is some
contention about whether healthier people should even use health
intervention apps. While healthier people may benefit from encour-
agement and advice about remaining healthy, they may become more
anxious about their health from using an intervention app, resulting in a
paradoxical effect of the app decreasing health and well-being (Husan
and Spence, 2015). Our finding highlights the possibility that there may
be a subgroup of mental health app users who are seeking to maintain
their current mental well-being, rather than having ongoing issues that
they are seeking to remedy. Further, these users may have different goals
and requirements to someone with current mental health concerns,
suggesting that JITAI apps and personalized interventions need to
address this.

Future research, therefore, would benefit from including questions
that assess whether a user may be interested in simply maintaining their
mental well-being. It is worth noting, however, that the higher mental
well-being subgroup may still have poorer mental health and well-being
relative to someone who does not access a mental health app. This
highlights the importance of including a group of people who choose not
to access mental health apps in future research. In doing so, we will be
able to assess the status of this higher mental well-being subgroup
relative to both the lower mental well-being subgroup and those who do
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Fig. 5. Analysis of cluster 3 characteristics across the three COVID-19 timepoints. (A) Principal component analysis (PCA) dot plot. (B) Cluster dendrogram.
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not need, or chose to use, these apps.

Although there was a third subgroup of users identified in all three
timepoints, our supervised machine learning was unable to predict
them, highlighting that the characteristics of this group were highly
influenced by COVID-19. Our CART and RFE identified that only 11
characteristics were stable across time in this subgroup: low self-rated
health, high depression, higher likelihood of having mental health his-
tory, and low mental well-being. Interestingly, this subgroup reported
consistently high levels of perceived social support except that they
rated family as less willing to help. The remaining characteristics of this
subgroup were variable across the COVID-19 timepoints. During the
COVID-19 lockdown, these users were identical to the lower mental
well-being subgroup. Three months after the COVID-19 lockdown
(normal timepoint), this subgroup's remaining characteristics became
identical to the higher mental well-being group. This third subgroup,
however, fit somewhere in between the higher and lower mental well-
being subgroups during the period immediately following the COVID-
19 lockdown (post-lockdown timepoint). Relative to the lower well-
being subgroup, these users were more likely to be male, drink
alcohol, smoke tobacco, and talk about problems with their family.
Relative to the higher mental well-being subgroup, these users were
more likely to report previous contact with hospitals and clinics for
mental health services, take prescribed medicine for mental health, and
smoke tobacco. They were also less likely to have a paying job, engage
with online mental self-help resources, and feel that they were dealing
with problems and thinking clearly. These findings suggest that this
subgroup's mental well-being is determined by the situation, and we
therefore entitled this group the situational mental well-being subgroup.

Based on our results, it appears that this situational mental well-
being subgroup specifically is highly influenced by traumatic stressors
and stressful situations. In situations of high stress (COVID-19 lock-
down) this subgroup mirrors the lower mental well-being subgroup. In
situations of low stress (normal timepoint), this subgroup bears greater
resemblance to the higher mental well-being subgroup, although they do
still report symptoms of depression, low mental well-being, and poor
health, albeit to a lesser extent than the lower subgroup. In the period
immediately after the traumatic stressor (post-lockdown), the situa-
tional mental well-being subgroup has high depression and low mental
well-being. They appear to engage in more maladaptive coping behav-
iours, including increased drinking and smoking, as well as report
increased use of psychiatric medication. They also report that they feel
they are not dealing with problems and thinking clearly and report that
they are talking about their problems with family. This set of behaviours
and feelings are associated with burnout in university students.

Burnout is characterized by the presence of exhaustion, cynicism,
and inefficacy, and is associated with symptoms including depression
and low mental well-being (Stoeber et al., 2011; Frajerman et al., 2019).
Studies have reported that burnout in university students is highly
associated with smoking, problem drinking, and substance use/abuse
(Erschens et al., 2018; Farrell et al., 2019; Cecil et al., 2014). Further,
another study found that in addition to these behaviours, university
students were also more likely to seek out support from their family
(Erschens et al., 2018). To date, there has been little research into the
effects of different COVID-19 stages on mental health and burnout in
university students and no research on how this affects mental health
app users. Generally, studies have pointed to increased burnout in uni-
versity students across the COVID-19 pandemic (Salmela-Aro et al.,
2022; Azzi et al., 2021; Fernandez-Castillo, 2021). One study suggested
that burnout rates occurred in those students with higher levels of
existing depressive symptoms, a finding that supports our own (Azzi
et al., 2021). Interestingly, another study found that burnout progres-
sively increased across a one-year period of COVID-19 (Salmela-Aro
et al., 2022). This may account for our finding that post-lockdown was
associated with symptoms indicative of burnout and suggests that the
effects (burnout) of a prolonged traumatic stressor persist after the
stressor is removed. The presence of the situational mental well-being

Internet Interventions 34 (2023) 100666

subgroup that appears to be susceptible to burnout highlights that
future studies on mental health apps would benefit from including a
measure for burnout, such as the Maslach Burnout Inventory for Stu-
dents (MBI-SS) (Schaufeli et al., 2002). It may also be the case that those
accessing mental health apps for burnout symptoms have different needs
and is therefore an important consideration for JITAI-style personalized
interventions.

Despite the strengths of the paper, there are some limitations. First,
there were differences in the number of users who completed screening
for the app across the three COVID-19 timepoints. Specifically, there
were more users during the COVID-19 lockdown and therefore more
datapoints in the lockdown dataset relative to the other two timepoints.
Studies have reported that during COVID-19 lockdowns, mental health
app usage increased as people sought out pandemic-related stress coping
techniques (Wang et al., 2021). Despite this, we still found that irre-
spective of COVID-19 timepoints, two subgroups had stable user char-
acteristics, which were further validated with machine learning and
alternating training and testing datasets. This suggests that the imbal-
ance in the number of users between the datasets had little impact on the
study results and conclusions. It is also important to note that the users
of our mental health app do not report formal clinical diagnosis for their
mental health concerns (e.g. clinician diagnosed depression). Future
research, therefore, would also benefit from examining how a formal
mental health diagnosis may affect user characteristics. There is, how-
ever, still an important need for people to access mental health irre-
spective of formal diagnoses. For example, university students may
experience a brief period where they have poor mental well-being and
high distress and need a brief self-help intervention to help them address
this. Our study highlights that even in this self-help-directed user group,
there are still unique characteristics that may need to be catered for in
JITAI mental health apps.

5. Conclusion

Smartphone-based mental health interventions have significantly
grown in popularity and have been shown to improve user mental
health, especially among university students. Despite this, overall user
engagement has remained low. In an effort to combat this, recent studies
have shown that users can be subgrouped based on specific character-
istics (e.g. gender). To date, however, no studies have examined how the
extreme environmental stressors of the COVID-19 pandemic and its
associated lockdowns have influenced these subgroups. Using machine
learning, we demonstrated that there are three unique subgroups of
university students who access mental health apps. Two of these, the
higher well-being and lower well-being groups, were consistent over the
COVID-19-related timepoints, suggesting that they are both stable
groups of users irrespective of external environmental factors. The
characteristics of the third subgroup (situational well-being), however,
were highly dependent on the COVID-19 timepoint and showed feelings
and behaviours consistent with burnout. This suggests that the situa-
tional well-being subgroup is highly influenced by traumatic stressors
and stressful situations. Overall, these findings clearly demonstrate that
users have different characteristics and therefore likely have different
goals from mental health app use. Although this highlights the impor-
tance of JITAl-style personalized intervention apps, it may also be
important for these apps to include explicit questions asking the user
why they are using the app when allocating them to a particular inter-
vention. Further, these apps may also benefit from including assess-
ments of, and interventions for, burnout and its associated symptoms.
Overall, these approaches are likely to improve mental health app user
engagement among university students.
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