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Introduction

Molecular simulations are nowadays readily used as comple-
ments to wet-lab experiments and can be used to understand 
atomistic-level interactions as well as to calculate thermo-
dynamic and kinetic quantities. Applications particularly 
relevant for the current study are the estimation of phar-
macokinetics of novel drug candidates and the accumu-
lation of small molecules in the biota [1, 2]. The basis of 
molecular simulations is a physical model of the system of 
interested that is propagated with either molecular dynamics 
(MD) or Monte Carlo methods [3]. The model is typically 
a molecular mechanics force field that allows the system to 
be simulated at sufficient detail and simultaneously allow-
ing the simulations to reach appropriate time scales. How-
ever, there is still a hierarchy of different models to choose 
from within the molecular mechanics framework. The most 
detailed models are the all-atom (AA) models that treat each 
atom individually, thus providing a high degree of accuracy 
in theory but with the caveat that these models become too 
costly for large systems at long time scales. To circumvent 
this caveat, coarse-grained (CG) models have been devel-
oped that group atoms into pseudo-particles or beads [4, 5]. 
This drastically reduces the number of particles that needs 
to be propagated and at the same time smoothens the energy 
landscape and thereby further speeding up the simulations 
[6]. Although CG models have been used in numerous appli-
cations, they are inherently less accurate than AA models. 
It is for instance impossible to distinguish between similar 
small compounds [7] and problems with retaining a proper 
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protein structure have been reported [8], which can be solved 
by applying an elastic network model [9]. Therefore, hybrid 
AA/CG models have been suggested that combines an AA 
model of the most important molecule(s) with a CG model 
for the majority of the molecules (the solvent molecules) 
[10–15]. Such models retain the accuracy of the AA model 
for the most important part but potentially enjoy the speed 
of the CG model.

The MARTINI model is one of the most widely used 
CG  models and has parameters for e.g., proteins, lipids, 
sugars and nucleic acids [6, 16]. In addition, a program to 
automatically parameterize small, organics molecules was 
recently presented [7]. The CG model is based on a 4:1 
mapping, i.e. on average four heavy atoms are mapped to 
a single CG bead, except for ring structures were only two 
heavy atoms are mapped to a CG bead [6]. A hybrid AA/CG 
model has been presented [12, 17, 18] and extended to an 
adaptable AA/CG border [19], but the model has not been 
extensively used or tested. The AA/CG model of a solute 
combines the atoms from the AA model with CG beads that 
are represented as virtual sites, mapped on top of the atoms 
(see Fig. 1) [12]. A recent large-scale test of solvation free 
energies in octanol and water found considerable errors in 
the MARTINI CG estimates [7], and a hybrid AA/CG model 
could be a solution to these deficiencies. Alternatives to the 
MARTINI AA/CG model exist such as the GROMOS and 
ELBA models [13, 15]. The latter model has for instance 
been used to simulate proteins and membrane permeability 
[20]. In contrast to the MARTINI AA/CG model, the ELBA 
AA/CG model has been extensively benchmarked on solva-
tion free energies and partition coefficients, showing promis-
ing results [21, 22].

In this paper, we perform large-scale benchmark calcu-
lations of solvation free energies and partition coefficients 
using the MARTINI model, which is a common approach to 
validate a force field [23–25]. We investigate if the estimates 
of the CG model can be improved by using a hybrid AA/CG 
model of the solutes. Furthermore, we compare estimates 
with two different MARTINI water models, one non-polar-
izable and one polarizable. Finally, we also compare our 
results to earlier benchmarks with the MARTINI CG and 
ELBA AA/CG models [7, 21].

Methods

Models

Solute molecules were selected from the Minnesota solva-
tion database (version 2012) [26], containing experimentally 
determined solvation free energies in a range of solvents. We 
selected solutes that had a determined solvation free energy 
in water, octanol or hexane. Furthermore, we limited the 
set of solutes to those that had at most ten heavy atoms and 
excluded hydrogen, water and tetramethylsilane in order to 
make the set identical to the benchmark set used to evalu-
ate the ELBA AA/CG model [21]. In addition, we had to 
exclude methane, naphthalene, trimethylphosphate due to 
problems of generating automatic coarse-grained (CG) mod-
els and acetophenone, nitrobenzene, 2-methyl-1-nitroben-
zene, methyl benzoate and 2,6-dichlorobenzonitrile due to 
instabilities with the automatic CG models. This leaves the 
total number of unique molecules to 160.

In order to setup the models and calculations for this 
amount of solutes, a semi-automatic procedure was 
implemented:

1.	 SMILES strings [27] were retrieved from the chemi-
cal names using the ChemSpider server [28]. For a few 
solutes this failed and the SMILES had to be manually 
corrected.

2.	 Using the SMILES string as input, a CG model of the 
solute was created with the auto_martini program [7]. 
This will also create a coordinate file for the all-atom 
(AA) model and a mapping from CG to AA.

3.	 Using the AA coordinates as input, an AA model of the 
solute is created with the antechamber and parmcheck 
programs [29]. The AA model is thus described by the 
general Amber force field (GAFF) with AM1-BCC 
charges [30, 31].

4.	 Combining the AA and CG models to a hybrid AA/
CG model using the parmed libraries [32]. A MAR-
TINI AA/CG model consists of the AA model plus the 
CG model represented as virtual sites (VS) [12]. The 
VS sites are mapped on a set of heavy atoms and only 

Fig. 1   The MARTINI AA/CG model of methylcyclohexane. The AA 
model is shown as sticks and the CG model is shown as yellow semi-
transparent balls. In the simulations, the CG beads are represented as 
virtual sites (VS) that are mapped on a set of atoms
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interact with solvent beads, not with each other. This is 
illustrated in Fig. 1.

5.	 Solvating either the CG or AA/CG solutes using pre-
equilibrated boxes with CG solvent molecules. The 
length of the box for the solvated system was 3.5 nm.

To summarize the hybrid model: the solute is modeled 
at both a CG and atomistic level, with the CG beads rep-
resented as virtual sites (see Fig. 1). All solvent molecules 
are CG. The scripts to setup the simulations are publicly 
available from Github (http://www.github.com/sgenheden).

We used two CG models of water: the standard, non-
polarizable MARTINI water model and the polarizable PW 
model [33]. The non-polarizable model consists of a single 
bead, representing four real water molecules. The bead is 
uncharged and is of the P4 atom type [6]. The PW model 
also represents four real water molecules but consists of 
three sites: the central site is uncharged and is of the special 
POL atom type. The two sites bonded to this are charged 
but do not interact through a Lennard–Jones potential. The 
polarizability of the model comes from the angle potential 
connecting the beads and the constrained bond lengths [33]. 
The MARTINI octanol model represents one real octanol 
molecule and consists of two uncharged beads, one polar (P1 
type) and one apolar (C1 type). A MARTINI hexane model 
is publicly unavailable, so for this solvent we used a model 
consisting of two uncharged and apolar beads (C1 type), 
which represents one real hexane molecule. This model has 
a liquid density of 610.8 g/L compared to the experimental 
density of 660.6 g/L [34], and an enthalpy of vaporization 
of 33.7 kJ/mol compared to an experimental enthalpy of 
31.6 kJ/mol [35], thereby showing its suitability.

In the CG simulations, the standard MARTINI non-
bonded functional form (see Table 1) was used. However, 
in the AA/CG simulations, tabulated potentials were used to 
allow different non-bonded functional forms for the different 

types of pair interactions [12, 17]. For the AA/CG simula-
tions with the polarizable water model, we used a suggested 
electrostatic coupling scheme with an internal dielectric con-
stant of 1.45 [17]. In all cases a 1.2 nm cut-off was used. The 
functional forms used are summarized in Table 1.

Simulations

The solvated systems were minimized with 1000 steps of 
steepest descent, followed by 1.5 ns equilibration in the NPT 
ensemble. The timestep was 20 and 2 fs in the CG and AA/
CG simulations, respectively. For some solutes, the timestep 
had to be decreased to 1 fs in the AA/CG simulations due 
to system instabilities. The temperature and pressure were 
controlled with weak-coupling algorithms [36]. The relaxa-
tion time was 1 and 12 ps for the thermostat and barostat, 
respectively. Two independent equilibrated systems for each 
solute were created in this way by translating the solute in 
the box prior to solvation and by assigning different initial 
velocities to the particles.

The equilibrated systems were subjected to free energy 
simulations, in which the solute was step-wise decoupled 
from the environment, by introducing a coupling parameter 
that scales the interaction between the solute and the envi-
ronment [37]. This was accomplished with 21 windows, 
evenly distributed from 0 to 1, the electrostatics and van 
der Waals interactions were decoupled simultaneously and 
softcore potentials [38, 39] were used. At each value of the 
coupling parameter, the system was simulated for 2.5 ns in 
the NPT ensemble. The initial 500 ps were considered to 
be equilibration and the sampling frequency was 5 ps. The 
settings were otherwise identical to the equilibration simu-
lation. From these simulations the solvation free energies, 
ΔGsolv, were estimated with the Bennet acceptance ratio 
(BAR) method [40] as the negative of the decoupling free 
energy.

Table 1   Summary of non-
bonded potentials used in the 
simulations

First the electrostatic function is given and then, if it is different from the former, the van der Waals func-
tion
RF = reaction field electrostatics with solvent dielectric equal to infinity. Shifted LJ = shifted Lennard–
Jones from 0.9 to 1.2 nm. Cut-off = plain cut-offs. Zero = interaction is zero everywhere. ε is the internal 
dielectric constant

Pair type CG simulations Polarizable CG 
simulations

AA/CG simulations Polarizable AA/CG 
simulations

AA–AA – – Cut–off (ε = 1.0) Cut–off (ε = 1.0)
AA–CG – – Zero RF (ε = 1.45)/Shifted LJ
AA–VS – – Zero Zero
CG–CG RF (ε = 15)/Shifted LJ RF (ε = 2.5)/

Shifted LJ
RF (ε = 15)/Shifted LJ RF (ε = 2.5)/Shifted LJ

CG–VS – – RF (ε = 15)/Shifted LJ Zero/Shifted LJ
VS–VS – – Zero Zero

http://www.github.com/sgenheden
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Error analysis

The agreement between the experiments and the compu-
tational estimates were quantified by calculating the mean 
absolute deviation (MAD), Pearson’s correlation coefficient 
(R), Kendall’s τ and the slope of the correlation curve.

The BEDROC (Boltzmann-enhanced discrimination of 
receiver-operating characteristic) metric was computed for 
different chemical groups as outlined previously [41, 42]. 
The Checkmol program [43] (version 0.5) was used to clas-
sify the compounds and the BEDROC values were com-
puted with the CROC python package [44] (version 1.1). 
The uncertainties of the BEDROC values were estimated 
using 500 iterations of bootstrapping.

Results and discussion

CG models

We used a recently published program [7] to produce the CG 
models necessary for the solvation free energy calculations. 
As described in the previous section, there are 160 unique 
solutes and these are mapped to only 40 unique CG models. 
A majority of the solutes (103) are mapped to a single bead, 
which of course is an effect of the limit on the molecular size 
of the solutes in the test set. In fact, 16 solutes were mapped 
to the C5 type, a non-polar bead. Furthermore 49 solutes are 
mapped to two beads and eight solutes to three beads. These 
numbers already highlight a drawback of the CG approach, 
and a potential use of a hybrid AA/CG approach. However, 
the necessity to create a coarse-grained (CG) model for each 
solute is potentially a drawback of the MARTINI hybrid 
model, because the quality of the CG model of the solute 
will affect the simulations. This is in contrast to for instance 
the GROMOS and ELBA hybrid models, where the coupling 
between the AA and CG parts is direct and there is no need 
to make a CG model.

Solvation free energies

The calculated solvation free energies (ΔGsolv) are plotted 
against experiments in Fig. 2 and quality metrics are listed 
in Table 2. Full results can be found in the supplementary 
material. In Table 2, we have also listed the number of solute 
molecules that have experimental data in the different sol-
vents, which ranges from 51 for hexane to 160 for water. It 
should be noted that we computed the solvation free energies 
in anhydrous octanol, a common and well-proven approxi-
mation in the literature [7, 42, 45].

Starting with the pure coarse-grained (CG) simulations 
for hexane, there is a considerable difference between the 
calculations and experiments as shown by the mean absolute 

deviation (MAD) of 12 kJ/mol. However, the relative perfor-
mance is rather good: the correlation coefficient (R) is 0.75 
and significant, and Kendall’s τ is 0.54, indicating that most 
of the calculated ΔGsolv of the solutes are correctly ordered. 
Still, as can be seen from the correlation plot in Fig. 2, the 
slope is close to zero (0.06). This partly stems from the fact 
that many of the solutes are mapped to the same CG repre-
sentation as discussed above. This is shown as the horizontal 
smears in the correlation plot, i.e. although the experimental 
ΔGsolv is different the calculated ΔGsolv is identical for a 
range of solutes. Thus there seems to be no systematic error 
that can be fixed by for instance scaling the solute–solvent 
interactions, which has been a successful strategy to improve 
hybrid models [14, 21].

The situation is similar for CG estimates in octanol: 
the MAD of 12 kJ/mol indicates a considerable difference 
between calculations and experiments, but the R of 0.59 and 
τ of 0.46 indicates a decent correlation and ranking. How-
ever, the horizontal smear is more pronounced in the cor-
relation plot in Fig. 2, due to the larger number of solutes for 
this solvent and the slope is again close to zero (0.09). For 
the CG solutes in water the estimated ΔGsolv is more evenly 
spread around the ideal correlation line, although the MAD 
is 11–12 kJ/mol and the τ of 0.36 is considerably worse 
than for hexane and octanol. For completeness, we also 
computed hydration free energies with a polarizable water 
model. However, this model was developed to deal with bad 
screening in the water phase, and hence we do not expect 
any difference at all between the two water models because 
the benchmark set consists of neutral solutes. Correctly, we 
also observe a MAD between ΔGsolv calculated with the 
non-polarizable model compared to the polarizable to be 
only 0.6 kJ/mol, and probably not statistically significant. 
Therefore, for small and neutral organic molecules, there 
is no point of using the slightly more expensive polarizable 
model.

The results discussed above agree well with a recent 
benchmark of computed solvation free energies in water and 
octanol [7]. For 354 compounds in water, R was 0.56 and 
MAD 11.2 kJ/mol and for 69 compounds in octanol, the R 
was 0.51 and MAD was 12.1 kJ/mol. The error was partly 
attributed to the limited fluidity range of the Lennard–Jones 
potential that is the basis of the MARTINI model, and partly 
to an apparent non-additivity of the solvation free energy for 
individual beads [7]. It was also pointed out in one of the 
earliest MARTINI publications that the model performed 
badly when predicting solvation free energies [6].

As a potential remedy to the deficiency of the pure CG 
model, we sought to estimate the solvation free energies with 
the AA/CG hybrid model. Furthermore, an AA/CG hybrid 
model has the potential to be particularly useful as all the 
solutes will be technically distinguishable. However, as can 
be seen from the results in Table 2 and Fig. 2, there is very 
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little difference between the estimates with the CG and the 
AA/CG models. The AA/CG models result in MAD that 
ranges between 10 and 12 kJ/mol, R between 0.55 and 0.67, 
and τ between 0.38 and 0.47, in the different solvents. This 
is very similar to the results with the CG models and the 
small individual differences for the different solvents are 
probably not statistically significant. The individual differ-
ences between the estimates with CG and AA/CG solutes are 

further quantified in Table 3. The MAD over all the solutes 
ranges between 2 and 4 kJ/mol, with a small systematic com-
ponent as seen from the mean signed deviation (MSD) of −1 
to −3 kJ/mol (indicating that the hybrid AA/CG estimates 
are more positive than the CG estimates). The correlation is 
very strong between the two sets of estimates with R > 0.95 
for all solvents. The only clear and interesting difference 
is seen for the estimates with the polarizable water model. 

Fig. 2   Correlation between experimental and calculated solvation free energies for a CG solutes and b AA/CG solutes. The solvent is indicated 
in the upper-left corner. The dashed lines indicate a perfect correlation line and the filled lines indicate the observed correlation

Table 2   Statistics of the 
performance for the solvation 
free energy (ΔGsolv) and 
partition coefficient (log P) 
calculations

a Defined as the percentage of estimate with the correct sign

N solutes ΔGsolv log P

MAD [kJ/mol] R τ Slope MAD R Accuracya (%) Slope

CG solutes
 Hexane 51 11.8 0.75 0.54 0.06 0.87 0.87 84 0.61
 Octanol 158 11.6 0.59 0.46 0.09 0.67 0.86 92 0.44
 Water 160 11.4 0.55 0.36 0.14
 Pol. water 160 11.6 0.55 0.36 0.14

AA/CG solutes
 Hexane 51 11.1 0.67 0.47 0.06 0.90 0.87 86 0.57
 Octanol 158 10.7 0.55 0.43 0.09 0.71 0.86 92 0.40
 Water 160 10.4 0.56 0.38 0.17
 Pol. water 160 11.4 0.64 0.42 0.15
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Here, we have chosen the electrostatic coupling suggested 
in a previous study [17] where the charged beads of the CG 
water are directly interacting with the charges on the atoms 
of the solute, while the van der Waals interaction is still 
between the CG solvent beads and the virtual sites of the 
solutes. This leads to a direct coupling between the CG and 
AA levels and as can be seen in Fig. 2b leads to a decrease 
in the horizontal smear in the correlation plot, i.e. similar 
solutes are truly distinguishable. In the other solvents, the 
interaction between the AA and CG levels is indirect through 
the virtual sites and hence basically on the CG level. The 
CG–VS interactions are also the ones being decoupled in the 
free energy simulations and therefore, it is not entirely sur-
prising that the CG and AA/CG estimates are very similar. 
Thus it seems that a polarizable solvent, or at least one with 
some electrostatics is preferable when coupling to an AA/
CG hybrid solute model. This also illustrate the usefulness 
of the polarizable water model as compared to the pure CG 
simulations, where there was virtually no difference between 
the two water models (as expected).

The hybrid AA/CG results are significantly worse than 
what was achieved with the hybrid ELBA model [21]. For 
168 solutes in water, the MAD in ΔGsolv was 4 kJ/mol and 
R 0.93. Similar results were obtained with 166 solutes in 
octanol and 54 solutes in hexane; the MAD was 4 and 3 kJ/
mol for octanol and hexane, respectively, with R values 0.91 
and 0.78. The ELBA AA/CG model couples the interaction 
(both van der Waals and electrostatics) between the CG sol-
vents and the AA solute directly through standard potentials 
[15], which again indicates that a direct AA–CG interaction 
is preferable.

Partition coefficients

Using the solvation free energies in water and octanol or 
hexane, we can form partition coefficients as in

where S is either octanol or hexane, R is the gas constant and 
T the absolute temperature. Here we have chosen to use the 
hydration free energies estimated with the non-polarizable 
water model, as this water model has a similar theoretical 

logP =
ΔGsolv(water) − ΔGsolv(S)

2.3RT

underpinning as the octanol and hexane models. In fact, 
using the polarizable water model does not affect the results 
much (not shown) as expected from the very similar free 
energy estimates with the two models. The correlation plots 
are shown in Fig. 3 and quality metrics are listed in Table 2.

In contrast to the solvation free energies, the computed 
partition coefficients agree well with experiments. For the 
CG solutes, the MAD is less than 0.9 log units and the cor-
relation is 0.87 and 0.86 for water/hexane and water/octanol, 
respectively. The accuracy, here defined as the percentage 
of solutes with correctly predicted sign is 84 and 92% for 
the water/hexane and water/octanol partition coefficients, 
respectively, indicating that most of the estimated coeffi-
cients have the correct sign. Finally, as can be seen from the 
correlation plot in Fig. 3, the slope is considerably closer to 
one for both solvents, when comparing to the solvation free 
energies. These results are not entirely surprising, and are 
in fact a re-confirmation of the automatic parameterization 
procedure that is based on a rough estimate of the water/
octanol partition coefficients. The same report that presented 
the parameterization procedure showed an R of 0.91, a MAD 
of 0.57 log units and an accuracy of 98% for the estima-
tion of water/octanol partition coefficients for 653 neutral 

Table 3   Comparison between the CG and AA/CG estimates in the 
different solvents

MAD [kJ/mol] MSD [kJ/mol] R

Hexane 3.0 −2.6 0.98
Octanol 2.2 −1.6 0.98
Water 3.3 −1.7 0.96
Pol. water 4.2 −0.9 0.95

Fig. 3   Correlation between experimental and calculated partition 
coefficients for a CG solutes and b AA/CG solutes. The partition 
coefficient is between water and the solvent indicated in the upper-left 
corner. The dashed lines indicate a perfect correlation line and the 
filled lines indicate the observed correlation
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compounds [7]. Still, this shows that there is a considerable 
cancellation of errors in the calculations: it appears that we 
might obtain correct answers for the wrong reasons. The far 
from unity slope of the solvation free energies shows that 
there is some physics in the MARTINI model that is not 
captured correctly but this error is almost entirely cancelled 
when taking the difference between two solvents.

Given that the solvation free energies were so similar 
when comparing the CG and AA/CG solutes, it is natu-
ral that also the partition coefficients are very similar. The 
MADs are slightly higher for the AA/CG solutes, but the dif-
ferences are probably not significant. The R and the accuracy 
are also very similar. Again, this shows that the majority 
of the physics is determined by the interaction between the 
CG solvent beads and the VS on the solutes, and that the 
underlying AA model affects the results very little. The per-
formance of the hybrid model is similar to the hybrid ELBA 
model that gave a MAD of 0.86 and 0.66 log units for water/
octanol and water/hexane partitioning, respectively, and an 
accuracy of 92 and 80% [21].

Error analysis

In order to obtain a deeper understanding of the errors, we 
performed a BEDROC analysis on the hybrid AA/CG pre-
dictions of the solvation free energies in octanol and water. 
The number of solutes with data for hexane was too low to 
make a detailed analysis. Based on a grouping of the error 

distribution, a BEDROC analysis determines if a group per-
formed worse than the other groups [41]. Here, we divided 
the compounds into groups based on what chemical groups 
they contain or what chemical classes they belong to. For 
the compounds with experimental solvation free energies 
in either octanol or water, we identified 16 such groups that 
contained at least five compounds, as seen in Table 4. The 
largest group is the aromatic compounds with 36 compounds 
whereas the groups of aldehydes, carboxylic acids and nitro 
compounds only contain five compounds.

For each of these groups, we computed the BEDROC 
value (listed in Table 4) and compared it to an analytical 
estimate that assumes a uniform predictive performance 
for all groups. For the predictions of ΔGsolv in octanol, we 
observe a BEDROC value larger than the analytical value 
for aromatic compounds, carboxylic acids and heterocyclic 
compounds. These groups also show a large systematic 
deviation as shown by the MSD between 15 and 19 kJ/mol. 
Interestingly, the systematic deviation for carboxylic acids 
is positive, indicating that the estimates are too positive 
compared to the experimental data, whereas the aromatic 
and heterocyclic compounds show a negative MSD, indi-
cating that those estimates are too negative compared to the 
experimental data. Similar trends are seen for the non-polar-
izable water, with the addition that also the alcohols have 
an observed BEDROC that is significantly larger than the 
analytical value. The alcohols display, similarly to the car-
boxylic acids, a positive MSD (10.9 kJ/mol). Encouragingly, 

Table 4   BEDROC analysis and 
mean signed deviation (MSD) 
in kJ/mol for identified chemical 
groups

The observed BEDROC value is shown and the values that are significantly larger than the value from an 
analytical, uniform distribution are marked in bold
a The uniform, analytical BEDROC value
b Group of carboxylic acid esters contain eight compounds in octanol and ten in water

N Uniforma Octanol Water Pol. water

BEDROC MSD BEDROC MSD BEDROC MSD

Alcohol 16 0.43 0.53 9.1 0.62 10.9 0.44 7.8
Aldehyde 5 0.42 0.39 1.8 0.45 7.4 0.22 −3.1
Alkane 17 0.44 0.17 0.5 0.24 0.5 0.36 5.6
Alkene 10 0.43 0.26 −2.8 0.32 −3.1 0.35 −0.9
Alkyl bromide 10 0.43 0.32 −3.0 0.28 −1.5 0.32 −1.4
Alkyl chloride 6 0.42 0.18 −0.6 0.25 0.3 0.27 −0.6
Amine 12 0.43 0.51 0.6 0.44 0.6 0.53 2.7
Aromatic compound 36 0.46 0.85 −18.9 0.66 −14.0 0.69 −17.4
Carboxylic acid 5 0.42 0.66 15.3 0.73 16.4 0.50 9.5
Carboxylic acid ester 8/10b 0.43 0.19 −2.7 0.28 −4.4 0.40 −9.7
Ether 15 0.43 0.44 −4.1 0.41 −2.5 0.49 −1.8
Halogen derivative 16 0.43 0.41 −2.4 0.46 −1.3 0.41 −3.2
Heterocyclic compound 14 0.43 0.78 −17.7 0.83 −18.9 0.85 −21.4
Ketone 9 0.43 0.31 2.6 0.37 5.5 0.32 0.9
Nitro compound 5 0.42 0.25 2.9 0.10 −1.1 0.14 −2.5
Phenol 7 0.43 0.39 −5.7 0.34 −0.3 0.28 −7.5
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the MSD is much smaller for alcohols and carboxylic acids 
when we analyze the errors made with the polarizable water 
model. Furthermore, these groups do not have an observed 
BEDROC value that is significantly larger than the ana-
lytical value. This indicates that estimates of some highly 
polar compounds are improved when using a direct cou-
pling between the AA and CG levels. Still, the aromatic and 
heterocyclic compounds show large MSD and have a high 
BEDROC value.

Thus this analysis reveals that ring compounds are par-
ticularly difficult to estimate with the AA/CG model (and 
with the CG model as well, not shown). We can arrive at a 
similar conclusion by repeating the BEDROC analysis and 
instead grouping the compounds by which beads they consist 
of (see supplementary material). For compounds containing 
the SNa and SN0 beads (intermediate polar beads used in 
ring compounds) the MSD is lower than −20 kJ/mol for both 
octanol and the two water models. These poor estimates are 
shown in Fig. 2 as the estimates below the correlation line in 
the lower-right corner. Such poor estimates were also seen 
in the correlation plots in the previous benchmark study and 
were mainly attributed to the non-additivity of the solva-
tion model for individual beads [7]. Here, we identify a re-
parameterization of ring compounds as a potential avenue 
to improve the MARTINI CG model.

Conclusions

In this report we presented estimates of solvation free ener-
gies in hexane, octanol and water along with estimated 
water/hexane and water/octanol partition coefficients. 
These estimates were produced with free energy simulations 
employing a MARTINI CG or MARTINI AA/CG model of 
the solutes and a CG representation of the solvent molecules. 
Here we used a semi-automatic parameterization and setup 
procedure, which although might not be the most accurate 
approach offers many advantages in screening campaigns 
of for instance putative drugs. Thus, the current study offers 
some insight how well such an approach can predict essen-
tial quantities.

In a previous benchmark of the MARTINI CG model, 
considerable errors were observed for the estimates of solva-
tion free energies, whereas estimates of the partition coef-
ficients were excellent [7]. Therefore, one of the aims of this 
study was to investigate if the results could be improved by 
using a hybrid AA/CG model. From the results presented 
herein, the answer is unfortunately ‘No’. The estimates of 
solvation free energies in hexane, octanol and the non-polar-
izable water model differ very little when comparing the 
usage of CG or AA/CG solutes (see Table 2; Fig. 2). Using 
all three models, we obtain mean absolute deviations larger 
than 10 kJ/mol and slopes close to zero. This shows that 

there is some underlying physics that is missing in the MAR-
TINI model, which is not entirely surprising considering the 
simplicity of the model. The only slight improvement is seen 
when using a polarizable water model, where especially the 
estimates of polar compounds are improved (see Table 4), 
although the MAD is still larger than 10  kJ/mol. This 
improvement can be traced to the direct electrostatic interac-
tion between the CG solvent and the AA solute model, mak-
ing both all solutes distinguishable and improving upon the 
description of electrostatics that is especially important for 
polar solutes. However, as shown by the BEDROC analysis 
(see Table 4), the poorest estimates are observed for cyclic 
compounds. Here a re-parameterization is probably neces-
sary, although it is unclear whether the improvement should 
be made on the automatic small-molecule parameterization 
procedure or on the MARTINI bead model. When designing 
the automatic parameterization procedure there were some 
unresolved issues on how to best weight the individual atoms 
in cyclic compounds, which affects the selection of bead 
types [7] and thus it seems that this weighting scheme is 
worth investigating further. Furthermore, it would be advan-
tageous to work on a direct coupling of the van der Waals 
interactions, to improve the estimates of solutes in hexane 
and octanol. As it is now, only the water model is polarizable 
and thus directly coupled to the AA solute model.

Another aim of this work was to compare the MARTINI 
AA/CG model to the ELBA AA/CG model that previously 
has been extensively benchmarked on solvation free ener-
gies and partition coefficients [21, 22]. On this point, we 
find that the ELBA AA/CG model clearly outperforms the 
MARTINI AA/CG model on the estimation of solvation 
free energies; for instance, the MAD is at most 4 kJ/mol 
when predicting solvation free energies with the ELBA 
model. However, both models perform equally well on 
partition coefficients with a MAD less than one log units 
and with more than 80% of the estimates having the cor-
rect sign. This shows that there is a considerable degree of 
error cancellation with the MARTINI model that provides 
excellent results in this situation, but perhaps not in oth-
ers. Therefore, it seems that the MARTINI AA/CG model 
still could have a potential usage, although improvements 
are necessary and probably possible. On the technical 
side, the MARTINI AA/CG model could be improved by 
implementing a multiple timestep integrator, separating 
the CG–CG forces and the other forces, allowing a larger 
timestep and more efficient simulations. Such an imple-
mentation was accomplished for the ELBA AA/CG model 
with good performance as a result [20]. To summarize, we 
conclude that the hybrid MARTINI model could become 
useful in simulating interesting (bio)chemical phenomena, 
but improvements to efficiency, direct coupling between 
the CG and AA levels and re-parameterization of cyclic 
compounds are necessary.



875J Comput Aided Mol Des (2017) 31:867–876	

1 3

Acknowledgements  The Wenner-Gren foundations are kindly 
acknowledged for funding and PDC at the Royal Institute of Technol-
ogy is acknowledged for computational resources. Leif A Eriksson is 
acknowledged for critically commenting on the first draft.

Open Access  This article is distributed under the terms of the 
Creative Commons Attribution 4.0 International License (http://crea-
tivecommons.org/licenses/by/4.0/), which permits unrestricted use, 
distribution, and reproduction in any medium, provided you give appro-
priate credit to the original author(s) and the source, provide a link to 
the Creative Commons license, and indicate if changes were made.

References

	 1.	 Seddon AM, Casey D, Law RV, Gee A, Templer RH, Ces O 
(2009) Drug interactions with lipid membranes. Chem Soc Rev 
38:2509–2519

	 2.	 Endo S, Escher BI, Goss K-U (2011) Capacities of membrane 
lipids to accumulate neutral organic chemicals. Environ Sci Tech-
nol 45:5912–5921

	 3.	 Mura C, McAnany CE (2014) An introduction to biomolecular 
simulations and docking. Mol Simul 40:732–764

	 4.	 Bond PJ, Holyoake J, Ivetac A et al (2007) Coarse-grained molec-
ular dynamics simulations of membrane proteins and peptides. J 
Struct Biol 157:593–605

	 5.	 Saunders MG, Voth GA (2013) Coarse-graining methods for com-
putational biology. Annu Rev Biophys 42:73–93

	 6.	 Marrink SJ, Risselada HJ, Yefimov S et al (2007) The MARTINI 
force field: coarse grained model for biomolecular simulations. J 
Phys Chem B 111:7812–7824

	 7.	 Bereau T, Kremer K (2015) Automated parametrization of the 
coarse-grained MARTINI force field for small organic molecules. 
J Chem Theory Comput 11:2783–2791

	 8.	 Genheden S, Essex JW, Lee AG (2017) G protein coupled recep-
tor interactions with cholesterol deep in the membrane. Biochim 
Biophys Acta Biomem 1859:268–281

	 9.	 Periole X, Cavalli M, Marrink S-J, Ceruso MA (2009) Combining 
an elastic network with a coarse-grained molecular force field: 
structure, dynamics, and intermolecular recognition. J Chem 
Theory Comput 5:2531–2543

	10.	 Izvekov S, Voth GA (2005) A multiscale coarse-graining method 
for biomolecular systems. J Phys Chem B 109:2469–2473

	11.	 Michel J, Orsi M, Essex JW (2008) Prediction of partition coeffi-
cients by multiscale hybrid atomic-level/coarse-grain simulations. 
J Phys Chem B 112:657–660

	12.	 Rzepiela AJ, Louhivuori M, Peter C, Marrink SJ (2011) Hybrid 
simulations: combining atomistic and coarse-grained force fields 
using virtual sites. Phys Chem Chem Phys 13:10437–10448

	13.	 Riniker S, van Gunsteren WF (2012) Mixing coarse-grained and 
fine-grained water in molecular dynamics simulations of a single 
system. J Chem Phys 137:44120

	14.	 Renevey A, Riniker S (2017) Improved accuracy of hybrid atom-
istic/coarse-grained simulations using reparametrised interactions. 
J Chem Phys 146:124131

	15.	 Orsi M, Ding W, Palaiokostas M (2014) Direct mixing of atom-
istic solutes and coarse-grained water. J Chem Theory Comput 
10:4684–4693

	16.	 Marrink SJ, Tieleman DP (2013) Perspective on the Martini 
model. Chem Soc Rev 42:6801–6822

	17.	 Wassenaar TA, Ingólfsson HI, Priess M et al (2013) Mixing MAR-
TINI: electrostatic coupling in hybrid atomistic-coarse-grained 
biomolecular simulations. J Phys Chem B 117:3516–3530

	18.	 Yan XC, Tirado-Rives J, Jorgensen WL (2016) Hydration prop-
erties and solvent effects for all-atom solutes in polarizable 
coarse-grained water. J Phys Chem B 120:8102–8114

	19.	 Zavadlav J, Melo MN, Cunha AV et al (2014) Adaptive resolu-
tion simulation of MARTINI solvents. J Chem Theory Comput 
10:2591–2598

	20.	 Genheden S, Essex JW (2015) A simple and transferable all-
atom/coarse-grained hybrid model to study membrane pro-
cesses. J Chem Theory Comput 11:4749–4759

	21.	 Genheden S (2016) Predicting partition coefficients with a 
simple all-atom/coarse-grained hybrid model. J Chem Theory 
Comput 12:297–304

	22.	 Genheden S, Essex JW (2016) All-atom/coarse-grained hybrid 
predictions of distribution coefficients in SAMPL5. J Comput 
Aided Mol Des 30:969–976

	23.	 Shirts MR, Pitera JW, Swope WC, Pande VS (2003) Extremely 
precise free energy calculations of amino acid side chain ana-
logs: comparison of common molecular mechanics force fields 
for proteins. J Chem Phys 119:5740

	24.	 Guthrie JP (2009) A blind challenge for computational solva-
tion free energies: introduction and overview. J Phys Chem B 
113:4501–4507

	25.	 Shivakumar D, Harder E, Damm W et al (2012) Improving the 
prediction of absolute solvation free energies using the next gen-
eration OPLS force field. J Chem Theory Comput 8:2553–2558

	26.	 Marenich AV, Kelly CP, Thompson JD, Hawkins GD, Chambers 
CC, Giesen DJ, Winget P, Cramer CJ, Truhlar DG (2012) Min-
nesota Solvation Database—version 2012. University of Min-
nesota, Minneapolis

	27.	 Weininger D (1988) SMILES, a chemical language and informa-
tion system. 1. Introduction to methodology and encoding rules. 
J Chem Inf Comput Sci 28:31–36

	28.	 Pence HE, Williams A (2010) ChemSpider: an online chemical 
information resource. J Chem Educ 87:1123–1124

	29.	 Salomon-Ferrer R, Case DA, Walker RC (2013) An overview of 
the Amber biomolecular simulation package. Wiley Interdiscip 
Rev Comput Mol Sci 3:198–210

	30.	 Wang J, Wolf RM, Caldwell JW et  al (2004) Development 
and testing of a general amber force field. J Comput Chem 
25:1157–1174

	31.	 Jakalian A, Jack DB, Bayly CI (2002) Fast, efficient generation 
of high-quality atomic charges. AM1-BCC model: II. Param-
eterization and validation. J Comput Chem 23:1623–1641

	32.	 Swails J ParmEd. http://github.com/ParmEd/ParmEd
	33.	 Yesylevskyy SO, Schäfer LV, Sengupta D, Marrink SJ (2010) 

Polarizable water model for the coarse-grained MARTINI force 
field. PLoS Comput Biol 6:e1000810

	34.	 Lide DR (2004) CRC Handbook of Chemistry and Physics, 85th 
edn. CRC Press, Cleveland

	35.	 Majer V, Svoboda V (1985) Enthalpies of vaporization of 
organic compounds: a critical review and data compilation. 
Blackwell Scientific Publications, Oxford

	36.	 Berendsen HJC, Postma JPM, van Gunsteren WF et al (1984) 
Molecular dynamics with coupling to an external bath. J Chem 
Phys 81:3684

	37.	 Mobley DL, Bayly CI, Cooper MD et al (2009) Small molecule 
hydration free energies in explicit solvent: an extensive test of 
fixed-charge atomistic simulations. J Chem Theory Comput 
5:350–358

	38.	 Beutler TC, Mark AE, van Schaik RC et al (1994) Avoiding sin-
gularities and numerical instabilities in free energy calculations 
based on molecular simulations. Chem Phys Lett 222:529–539

	39.	 Zacharias M, Straatsma TP, McCammon JA (1994) Separation-
shifted scaling, a new scaling method for Lennard-Jones interac-
tions in thermodynamic integration. J Chem Phys 100:9025

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://github.com/ParmEd/ParmEd


876	 J Comput Aided Mol Des (2017) 31:867–876

1 3

	40.	 Bennett C (1976) Efficient estimation of free energy differences 
from monte carlo data. J Comput Phys 22:245–268

	41.	 Truchon J-F, Bayly CI Evaluating virtual screening methods: good 
and bad metrics for the “early recognition” problem. J Chem Inf 
Model 47:488–508

	42.	 Zhang J, Tuguldur B, van der Spoel D (2015) Force field bench-
mark of organic liquids II: gibbs energy of solvation. J Chem Inf 
Model 55:1192–1201

	43.	 Haider N Checkmol. http://merian.pch.univie.ac.at/~nhaider/
cheminf/cmmm.html Accessed 14 Aug 2015

	44.	 Swamidass SJ, Azencott C-A, Daily K, Baldi P (2010) A CROC 
stronger than ROC: measuring, visualizing and optimizing early 
retrieval. Bioinformatics 26:1348–1356

	45.	 Bhatnagar N, Kamath G, Chelst I, Potoff JJ (2012) Direct calcula-
tion of 1-octanol-water partition coefficients from adaptive biasing 
force molecular dynamics simulations. J Chem Phys 137:14502

http://merian.pch.univie.ac.at/~nhaider/cheminf/cmmm.html
http://merian.pch.univie.ac.at/~nhaider/cheminf/cmmm.html

	Solvation free energies and partition coefficients with the coarse-grained and hybrid all-atomcoarse-grained MARTINI models
	Abstract 
	Introduction
	Methods
	Models
	Simulations
	Error analysis

	Results and discussion
	CG models
	Solvation free energies
	Partition coefficients
	Error analysis

	Conclusions
	Acknowledgements 
	References


