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Abstract
Objectives: To provide a foundational methodology for differentiating comorbidity patterns in subphenotypes through investigation of a multi- 
site dementia patient dataset.
Materials and Methods: Employing the National Clinical Cohort Collaborative Tenant Pilot (N3C Clinical) dataset, our approach integrates 
machine learning algorithms—logistic regression and eXtreme Gradient Boosting (XGBoost)—with a diagnostic hierarchical model for nuanced 
classification of dementia subtypes based on comorbidities and gender. The methodology is enhanced by multi-site EHR data, implementing a 
hybrid sampling strategy combining 65% Synthetic Minority Over-sampling Technique (SMOTE), 35% Random Under-Sampling (RUS), and 
Tomek Links for class imbalance. The hierarchical model further refines the analysis, allowing for layered understanding of disease patterns.
Results: The study identified significant comorbidity patterns associated with diagnosis of Alzheimer's, Vascular, and Lewy Body dementia sub-
types. The classification models achieved accuracies up to 69% for Alzheimer's/Vascular dementia and highlighted challenges in distinguishing 
Dementia with Lewy Bodies. The hierarchical model elucidates the complexity of diagnosing Dementia with Lewy Bodies and reveals the 
potential impact of regional clinical practices on dementia classification.
Conclusion: Our methodology underscores the importance of leveraging multi-site datasets and tailored sampling techniques for dementia 
research. This framework holds promise for extending to other disease subtypes, offering a pathway to more nuanced and generalizable 
insights into dementia and its complex interplay with comorbid conditions.
Discussion: This study underscores the critical role of multi-site data analyzes in understanding the relationship between comorbidities and dis-
ease subtypes. By utilizing diverse healthcare data, we emphasize the need to consider site-specific differences in clinical practices and patient 
demographics. Despite challenges like class imbalance and variability in EHR data, our findings highlight the essential contribution of multi-site 
data to developing accurate and generalizable models for disease classification.

Lay Summary
This study aims to enhance our understanding and classification of dementia subtypes using data from multiple healthcare sites. Dementia 
includes forms like Alzheimer's, Vascular, and Lewy Body dementia, each with unique health conditions. Researchers analyzed data from 9 US 
sites using a multi-stage approach with machine learning techniques, specifically logistic regression and eXtreme Gradient Boosting (XGBoost).

The methodology involved 3 steps. First, the dataset was refined to focus on well-represented dementia subtypes. Next, advanced techniques 
balanced the data for fair representation. Finally, machine learning models classified the dementia types based on comorbidities and gender dif-
ferences, achieving up to 70% accuracy for Alzheimer's and Vascular dementia, but finding Lewy Body dementia more challenging. A hierarchi-
cal model was used to address site-specific variations, revealing disparities among sites and improving generalization across populations.

This study highlights the complexity of diagnosing dementia subtypes and the limitations of single-site studies, which often suffer from biases. 
By leveraging data from multiple sites, the research underscores the importance of multi-site dataset analysis for better generalization. This 
approach enhances understanding of dementia and provides a framework applicable to other diseases.
Key words: dementia subtypes; electronic health records; machine learning algorithms; comorbidity patterns; multi-institutional studies.  
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Introduction
The adoption of electronic health records (EHR) data has 
become widespread in modern healthcare facilities as they 
provide a centralized platform to maintain comprehensive 
patient medical information. A broad cross-section of research 
demonstrates that the analysis of EHR data is helpful in iden-
tifying comorbidities associated with various disease subtypes. 
Despite these advantages, many observational EHR analyses 
are frequently constrained to single-institution datasets, which 
introduces biases specific to institutions or regions. Notably, 
the choice of EHR vendor can play a significant role in 
impacting the outcomes and generalizability of these studies. 
In multi-site research, the maturity of the EDW4R team 
becomes particularly crucial. These biases emerge from multi-
ple factors, including changes in the International Classifica-
tion of Diseases (ICD) terminology, inconsistencies in coding 
practices, discrepancies between clinical and billing diagnoses, 
and variability in the documentation of hospitalized 
patients.1–5 Such challenges highlight the need for conducting 
multi-institutional studies to mitigate biases and enhance the 
generalizability and reliability of EHR-based models.

This work aims to develop a generalizable methodology that 
leverages machine learning techniques on longitudinal EHR 
data aggregated from multiple institutions across the United 
States as part of the National Clinical Cohort Collaborative 
Tenant Pilot (N3C Clinical) effort. Specifically, our methodol-
ogy comprises a 3-stage process, employing dementia as a use 
case to explore comorbidity patterns across subtypes.

Dementia represents an important and challenging use case as 
it encompasses a broad spectrum of neurological disorders char-
acterized by cognitive decline, including memory loss and 
impaired reasoning, significantly affecting daily activities.6,7

Dementia is classified into various subtypes, such as Alzheimer's, 
Vascular, Lewy Body, Parkinson's, and Frontotemporal demen-
tia, each with unique comorbidities, progression rates, and 
pathological causes.7 The presentation of these disorders poses 
considerable diagnostic challenges, as evidenced by a study that 
found only a 35% accuracy rate in diagnosing the correct sub-
type in tertiary or specialized healthcare centers.8 Alzheimer's 
disease, the most common form of dementia, currently impacts 
about 6.5 million Americans aged 65 and older, with projections 
suggesting this number could rise to 13.8 million by 2060 in the 
absence of significant medical breakthroughs.9

Patients with dementia may experience a range of comorbid-
ities, including chronic vascular, metabolic, and mental health 
conditions, such as diabetes, hypertension, anxiety, sleep disor-
ders, and depression. Although some of these conditions have 
been studied as risk factors for a particular dementia sub-
type,10–12 it is crucial to understand how they compare across 
dementia subtypes. Our proposed methodology aims to help 
identify comorbidity patterns in a set of diagnosis subtypes, 
which could be a helpful tool in differential diagnosis. The 
multistep analytic framework can be reused in other subtype 
analyses utilizing multi-site electronic health data.

Background
Numerous electronic health record (EHR)-based phenotyping 
projects have explored the potential of digital phenotyping in 
clinical conditions, including dementia, using data from sin-
gle organizations such as the Vanderbilt Synthetic Derivative 
and the MIMIC-III data from Beth Israel Deaconess Medical 

Center.13,14 However, many initiatives support decentralized 
analyses across disparate systems by distributing standar-
dized queries to member sites or extracting a subset of EHR 
data into an aggregate data warehouse,15,16 such as the 
Greater Plains Collaborative.17 These large-scale data resour-
ces offer extensive patient and facility coverage but are chal-
lenged by data heterogeneity and gaps.1

In dementia research, the utilization of EHR has provided 
valuable insights into understanding the relevant comorbid-
ities and progression. Machine learning techniques have sig-
nificantly enhanced diagnostic precision for dementia, 
especially in initial detection and risk assessment, but their 
use in classifying dementia subtypes has been limited.18–20

The traditional method, which employs rule-based algo-
rithms, continues to be a foundational approach.19 These tra-
ditional rule-based methods rely on predefined criteria and 
logical constraints developed by clinical experts, utilizing spe-
cific diagnostic codes, laboratory results, medications, and 
clinical notes. However, this dependence on clinical expertise 
introduces variability in diagnostic accuracy due to differen-
ces in individual expertise and site-specific biases, leading to 
inconsistencies and inaccuracies in diagnosing dementia sub-
types. Studies indicate that general practitioners in primary 
care settings accurately diagnose only about half of mild 
dementia cases, with undiagnosed cases accounting for 50- 
66% of all dementia cases, highlighting the limitations of 
rule-based approaches.21 Machine learning approaches, 
although also based on clinical expertise and diagnostic crite-
ria, offer scalability and precision across heterogeneous sites 
in post-hoc EHR data analyses. Clinical expertise remains the 
gold standard, yet machine learning enhances consistency 
and accuracy by reducing individual and site-specific biases. 
Recent methodologies such as Natural Language Processing 
(NLP) and cohort analyses for dementia subtype classifica-
tion now complement traditional approaches by integrating 
patient demographics, comorbidities, and medication histor-
ies.20,22,23 These methods use keywords from cognitive tests 
or clinical notes and ICD diagnoses of dementia to assess 
dementia risk.24,25 Despite these advancements, challenges 
persist, including the complexity added by diverse data sour-
ces and the risk of inaccuracies due to the varying reliability 
of billing/insurance records and clinical notes.26 Many stud-
ies have focused predominantly on Alzheimer's, with limited 
information on comorbidities associated with other dementia 
subtypes.25 Additionally, algorithms applied in limited envi-
ronments, such as the intensive care unit or a single site, have 
faced obstacles in capturing the diversity of the wider demen-
tia population and presented challenges in replicability and 
generalizability.20,27

In our study, we aim to address these limitations by using 
machine learning to classify dementia subtypes based on 
comorbidities and combining EHR data from multiple sites. 
This approach aims to enhance subtype identification preci-
sion and investigate unique characteristics, overcoming the 
constraints of single-location studies for a more comprehen-
sive analysis.

Methods
This section elaborates on our dataset, reproducible set of 
methods like the feature selection process, our sampling 
methodology, and the classification models utilized. 
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Furthermore, we detail the methodology adopted for model 
evaluation, ensuring a comprehensive understanding of the 
model.

Dataset
Our data was sourced from the Alzheimer's disease and 
related dementias (AD/ADRD) Tenant (DUR-A97711D) in 
the N3C Clinical enclave, which compiles EHR data from 9 
US sites, covering 119 946 patients living with dementia 
(PLWD) up to January 2023.28 Participating institutions 
transfer longitudinal health data from 2018 to the present 
using 1 of 4 common data models, which is then harmonized 
to the Observational Medical Outcomes Partnership 
(OMOP) common data model29 and added to the N3C Clini-
cal enclave using an established ingestion and harmonization 
approach.30 Data from institutions participating in the 
ADRD Tenant—specifically, all records of patients diagnosed 
with dementia—are analyzed in our study, using de-identified 
patient information from visits between January 1, 2018, and 
January 9, 2023. To ensure privacy, ages above 89 are uni-
formly anonymized. Analyses were conducted within the 
N3C Clinical enclave using Python, PySpark, and SQL.

Study design
Our research extends the foundational framework of EHR 
phenotyping, which is a systematic approach to identify 
patients with specific observable characteristics using their 
medical records, through 4 principal stages: data preparation, 
algorithm development, algorithm evaluation, and applica-
tion.31,32 Specially, we concentrate on the subtype classifica-
tion of dementia. Traditional supervised learning methods 
commonly employed in EHR phenotyping include random 
forest, logistic regression, and support vector machine.31 For 
our study, we selected logistic regression and eXtreme Gra-
dient Boosting (XGBoost) for their proficiency in binary and 
nonlinear classification, aiming to predict the dementia sub-
type of patients from their existing comorbidities and demo-
graphic details.

Generalizable 3-stage multi-institution model
Our generalizable multi-institutional methodology employs 3 
stages (Figure 1). The first stage focuses on pruning the list of 
subtypes based on information insufficiency challenges and 
sample size constraints. The second stage focuses on combin-
ing related subtypes and using sampling techniques to bal-
ance the cohort in preparation for a machine learning-based 
classification model. The final stage focuses on machine 
learning models for classification. We next describe each 
stage in detail.

Stage 1: subtype evaluation for sample size and information 
insufficiency challenges
As illustrated in Figure 1 (stage 1), the first step involves 
pruning of subtypes. This decision is driven by 2 primary 
considerations:

1) Information insufficiency: Interpretability is challenging 
for some of the dementia subtypes where diagnosis 
based solely on comorbidities is complicated due to 
symptoms overlapping with other dementias and psy-
chiatric disorders. For example, Fronto Temporal 
Dementia (FTD), affecting the frontal and temporal 
lobes, requires advanced imaging to identify specific 

atrophy patterns, crucial for differentiating it from 
Alzheimer’s disease and other dementias.33 Thus, we 
leverage help from clinical experts on our team to iden-
tify subtypes where there is insufficient information to 
diagnose solely based on comorbidities. 

2) Limited sample size: We remove subtypes with small 
sample sizes as they restrict the statistical power and 
reliability of any findings related to that particular sub-
group, making it difficult to draw meaningful conclu-
sions. We choose a threshold of 1200 samples as 
suggested by clinicians on our team. 

By excluding subgroups with small sample sizes and infor-
mation insufficiency challenges, our analysis aims to enhance 
the clarity and coherence, focusing on dementia subtypes 
with well-defined clinical presentations and sufficient sample 
sizes for robust statistical analysis.

Stage 2: combining subtypes and balancing the cohort
Stage 2(a): sampling methods
Before deploying predictive models, analyzing and rectifying 
class imbalances in the dataset is crucial. To counter the class 
imbalance in our dementia dataset, we tested various sam-
pling strategies to attain balanced class distribution. Notably, 
these sampling methods were applied exclusively to the train-
ing dataset, while the test dataset retained its original class 
distribution without any synthetic data:

1) Undersampling methods: Applied Random Under- 
Sampling (RUS) and Iterative Hard Thresholding (IHT) 
to reduce the size of majority class, prioritizing compu-
tational efficiency while acknowledging the risk of los-
ing valuable data.34,35

2) Oversampling methods: Adopted Synthetic Minority 
Over-sampling Technique (SMOTE) and its derivatives 
(Borderline SMOTE, SVM SMOTE, ADASYN), to gen-
erate synthetic instances of the minority class, enhanc-
ing its representation within the dataset.35–39

3) Hybrid/Split methods: Combined oversampling with 
data cleaning via SMOTETomek and SMOTEENN 
(SMOTE þ Edited Nearest Neighbors) strategies to 
remove sample overlap and enhance decision bounda-
ries clarity.40,41

A 65% SMOTE to 35% RUS ratio, further refined by 
Tomek Links, was selected for achieving optimal class bal-
ance in our dataset, significantly marked by class skew. This 
method excelled in key metrics such as Accuracy, ROC 
(Receiver Operating Characteristic), which evaluates the true 
positive rate against the false positive rate at various thresh-
old settings, F1 score, and Recall providing a balanced 
approach to evaluating model performance and effectively 
mitigating the risks of data loss and overfitting. The choice of 
RUS to SMOTE ratio was guided by the need to address pro-
nounced class imbalances, with the imbalanced-learn pack-
age42 facilitating practical application. Detailed comparisons 
and results of these techniques are available in the Supple-
mentary Material.

Stage 2(b): combining subtypes
Our analysis begins with binary classification among demen-
tia subtypes with relatively large sample sizes. When the mod-
el’s F-1 score falls below a predetermined threshold and 
clinical evidence points to pathological similarities between 
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subtypes, we combine them. In our experiments, we choose a 
threshold of 0.55, which is slightly above that of a random 
classifier. The rationale behind this is that low precision and 
recall suggest inadequate subtype differentiation. After merg-
ing, we proceed to evaluate additional subtypes in sequence, 
helping to distinguish between key subtypes of dementia.

Stage 3: classification model and diagnostic check
Stage 3(a): classification and model evaluation
Building on our feature selection, we implemented (1) logistic 
regression43 and (2) eXtreme Gradient Boosting (XGBoost)44

classifiers to predict specific dementia subtypes based on 
patients' comorbidities and demographics, given their effec-
tiveness in binary classifications in medical contexts. Logistic 
regression served as a straightforward and interpretable base-
line, while XGBoost was selected for its advanced capability. 
XGBoost employs a series of decision trees as base learners, 
utilizing an induction-based method to incrementally refine 
the decision trees' accuracy at every step, effectively handling 
the complex, nonlinear relationships between our features 
(eg, comorbidities and demographic details) and dementia 
outcomes.44 We validated the models using 5-fold cross- 

validation, reporting average accuracy, precision, recall, and 
F1 scores. To understand the contribution of each feature to 
the model predictions, we used Shapley45 plots, which pro-
vide a comprehensive method to attribute the prediction to 
each feature. These plots revealed the importance of different 
comorbidities and demographic details, confirming the mod-
els' ability to identify key predictors. (The results can be 
found in Supplementary Material.)

Additionally, to refine XGBoost's parameters, we 
employed Bayesian hyperparameter tuning,46 beginning with 
a grid search using the scikit-learn47 Python package to select 
optimal hyperparameters from pre-specified ranges. This ini-
tial grid search was followed by manual tuning based on its 
outcomes. The hyperparameter ranges provided to the grid 
search were as follows: n_estimators (100-500, in increments 
of 50), learning_rate (0.001-0.1, log-uniform), max_depth 
(8-24, in increments of 4), gamma (8-24, in increments of 4), 
verbosity (fixed at 0), and objective (fixed at 'binary'). The 
Bayesian optimization process identified the best parameters 
as colsample_by_tree: 20.0, learning_rate: 0.0153, max_-
depth: 12, n_estimators: 250, objective: “binary: logistic,” 
and verbosity: 0.

Figure 1. Flowchart of the 3-stage methodology used for the classification of dementia subtypes and the assessment of site-specific biases. (1) Pruning 
subtypes based on sample size and information insufficiency. (2) Combining and balancing subtypes. (3) Classification, model evaluation, and site bias 
assessment using Bayesian hierarchical modeling.
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Metrics
In evaluating classifiers, it is essential not only to achieve high 
true positive rates but also to reduce false positives and nega-
tives. This is because the goal of these models is to classify 
patients that belong to a subtype on the basis of their existing 
comorbidities, sex, and the data site ID. To examine biases 
resulting from site-specific data skews, we tested models with 
and without the site ID. Our evaluation focused on the F1 
score, which is a combined measure of Precision and Recall. 
A high F1 score suggests a balanced rate of true positives and 
appropriate management of false positives and negatives.48

Stage 3(b): Bayesian hierarchical model
Our diagnostic analysis evaluated the impact of site-specific 
features on dementia subtype classification models using 
Bayesian hierarchical modeling. This method excels at han-
dling multilevel data structures and mitigating site-related 
biases, beneficial for datasets with distinct layers or group-
ings like location.49,50 We explored 3 hierarchical modeling 
strategies:

� Complete Pooling assumes homogeneity across sites. 
� No Pooling (Unpooling) treats each site distinctly, ignor-

ing shared patterns. 
� Partial Pooling combines site-specific detail with collective 

trends.51

These strategies enable an in-depth analysis of multi-site 
data, distinguishing whether dementia subphenotype classifi-
cation variations are due to genuine comorbidities or site- 
specific characteristics. Utilizing the PyMC framework52 for 
Hierarchical Bayesian Model allows for an individualized 
analysis of each site, accommodating variations in how dif-
ferent predictors—such as demographics and comorbid-
ities—affect dementia diagnosis. This approach enriches our 
classification efforts and improves our ability to discern the 
subtle dynamics between site-specific factors and dementia 
subtypes.

Results
In this section we present the results obtained from our 3- 
stage methodology.

Stage 1 refined the dataset to include only individuals aged 
40 and older, removing entries with incomplete data, such as 
unknown sex. We further excluded cases of Fronto Temporal 
Dementia (FTD) and Dementia Not Otherwise Specified 
(NOS) due to either information insufficiency issues or small 
sample sizes. The analysis was limited to patients diagnosed 
with only one type of dementia, narrowing our study cohort 
to Alzheimer’s, Vascular, and Dementia with Lewy Bodies 
subtypes. Supplementary Material provides in-depth dataset 
details and subtype information. Figure 2 visualizes the 
cohort construction, highlighting the exclusion of certain 
subtypes in this initial stage.

In stage 2, we addressed data imbalance using previously 
described sampling methods and conducted binary classifica-
tion between Alzheimer's disease and Vascular dementia, 
chosen for their larger sample sizes. The feature selection for 
XGBoost model at this stage was guided by clinical expertise 
and empirical data density, focusing on comorbidities which 
are known to affect dementia progression, including hyper-
tension, diabetes, sleep disorders, anxiety, obesity, and 
depression. The hierarchically clustered heatmap (Figure 3) 
visualized comorbidity frequency and co-occurrence, aiding 
in this selection. The demographics breakdown of the sub-
types in the study cohort is described in the below Table 1.

With an accuracy of 59.06%, the XGBoost model 
struggled to clearly differentiate between Alzheimer's and 
Vascular(shown in the Supplementary Material), which 
aligns with clinical observations of mixed dementia presenta-
tions where individuals exhibit pathological features of both 
dementia subtypes. To address this, Alzheimer's and Vascular 
were combined into a single category to distinguish from 
Dementia with Lewy Bodies, enhancing our ability to differ-
entiate among these key dementia subtypes. This is shown in 
the final row of the attrition table.

Figure 2. Attrition table describing the study cohort construction.
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Model Performance Analysis in Stage 3 compared logistic 
regression and XGBoost classifiers, with outcomes detailed in  
Table 2 revealing several critical insights.

The logistic regression model achieved an overall accuracy 
of 67%, slightly surpassing the performance of a random 
classifier, suggesting its limited efficacy in accurately classify-
ing all patients within our dataset when based solely on 
comorbidities and sex. The model demonstrated high preci-
sion of 97% for Alzheimer’s/Vascular dementia, indicating a 
strong ability to identify true positive cases within this cate-
gory. However, it faced significant challenges in classifying 
Dementia with Lewy Bodies, as evidenced by a much lower 
precision of around 10%. This poor performance is likely 
due to the relative underrepresentation of Dementia with 
Lewy Bodies cases in the dataset. The recall rates for both 
dementia types are about 60%, pointing to a substantial 
number of false negatives for both conditions.

The XGBoost model displayed performance with a 70% 
accuracy and a 71% recall for the Alzheimer’s/Vascular class, 

suggesting better overall predictive strength compared to 
logistic regression. Nevertheless, it still struggles to classify 
Dementia with Lewy Bodies accurately, mirroring the chal-
lenges seen with the logistic regression model. The stable pre-
cision for Alzheimer’s/Vascular across different sampling 
methods suggests that the challenge in model's class differen-
tiation transcends base rate influences. The persistence of 
high false negative rates for the Dementia with Lewy Bodies 
class resulted in an overall low F1 score, underscoring the 
need for further model refinement.

Site-specific analysis
To evaluate the influence of site-specific factors, we first 
tested our model trained on multi-site data on individual sites 
and compared these results with models trained on single-site 
data. Despite site variability, the results underscore the neces-
sity of multi-site data to enhance model generalization. Mod-
els trained on data from all sites combined consistently 
outperformed those trained on single-site data when tested 

Figure 3. Clustered heatmap of subtypes and comorbidities. Note that darker regions show high density and the tree on the left shows a hierarchy of 
clusters obtained based on patient comorbidities. The default Euclidean distance is employed as the metric used for the dendrograms as we are 
interested in the relative strengths of the comorbidities (ie, number of patients affected by it) in determining clusters rather than associations/correlations 
among the comorbidities.
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individually. The detailed comparison can be found in the 
Supplementary Material.

To determine if subtype overlap could be attributed to data 
anomalies from specific sites, we added site ID to our analy-
sis. Incorporating site ID into our binary classification models 
highlighted the role of site-specific factors in diagnosing 
dementia subtypes, especially noted in sites with high preva-
lence of vascular dementia. To further understand the influ-
ence of site-specific factors on our models, we conducted 
separate analyses using data from each site. Conducting site- 
wise analyses allowed us to gauge each site's unique impact 
on model performance, revealing variations shown in Table 3. 
Models based on data from individual sites often outper-
formed those using the aggregated dataset, indicating the 
potential benefits of a site-specific approach. A hierarchical 
model was then applied to integrate site-specific intercepts 
and covariate effects, offering a more nuanced understanding 
of site influences on predictions. Yet, model accuracy was 
largely unaffected. The Shapley plots also confirmed this, 
indicating a consistent pattern of comorbidities influencing 
model predictions across both experiments.

The Partial Pooling Hierarchical Model's diagnostics, 
depicted in Figure 4, demonstrated successful MCMC con-
vergence. “Mean_beta” represents the average effect size 
across all sites, providing a baseline for the site-specific inter-
cepts, while “sigma_beta” captures the variability or 

standard deviation of these intercepts, indicating the extent 
of differences among site-specific intercepts. Both hyperpara-
meters exhibited stable convergence, evidenced by consistent 
central tendencies. Density and trace plots for “beta_sites” 
revealed site-specific intercept variability, affirming the 
model's ability to identify unique intercepts for different sites.  
Figure 5 complements this analysis by providing a Forest Plot 
of site-specific effects, further delineating how covariates 
such as sex and comorbidities interact with binary outcomes. 
The 95% Highest Posterior Density intervals and point esti-
mates for each parameter are meticulously detailed, showcas-
ing the heterogeneity across sites.

Discussion
We developed a multi-stage approach to classify dementia 
subtypes based on comorbidities using data from multiple 
healthcare institutions, highlighting the limitations of single- 
site studies, which are often susceptible to institution-specific 
biases. By integrating data from diverse sites, we explored the 
association of common comorbidities with specific dementia 
subtypes through steps like subtypes pruning, combination, 
group balancing, and machine learning classification. Unlike 
prior research primarily targeting Alzheimer's disease risk 
prediction or subtype clustering, our approach, leveraging 
multiple “off-the-shelf” machine learning algorithms and 
sampling methods on multi-site EHR data, including patient 

Table 2. Detailed statistical measures for all classifier models: (a) Logistic Regression and (b) XGBOOST.

Model Accuracy Precision Recall F1

Logistic regression Alzheimer’s/Vascular 0.67 (95% CI, 
0.6638-0.6859)

0.97 (95% CI, 
0.9645-0.9742)

0.67 (95% CI, 
0.6656-0.6752)

0.80 (95% CI, 
0.7912-0.8076)

Lewy Bodies 0.08 (95% CI, 
0.0690-0.0913)

0.56 (95% CI, 
0.5080-0.6172)

0.14 (95% CI, 
0.1227-0.1585)

XGBoost Alzheimer’s/Vascular 0.70 (95% CI, 
0.6901-0.7105)

0.97 (95% CI, 
0.9644-0.9742)

0.71 (95% CI, 
0.6974-0.7183)

0.82 (95% CI, 
0.8108-0.8257)

Lewy Bodies 0.08 (95% CI, 
0.6638-0.6859)

0.55 (95% CI, 
0.4910-0.6029)

0.14 (95% CI, 
0.1270-0.1677)

The numbers in brackets represent the 95% confidence interval (CI) obtained from bootstrapping.

Table 1. Summary of the demographics characteristics of the final study cohort after combining subtypes (the proportion is too small to quantitatively).

Demographics
Subtypes of dementia

Alzheimer/Vascular Lewy Bodies

N 5 Number of patients per subtype 33 318 1657
Average age (range: 40-88) 78.19 77.11
Age 89 or older 8516 (25.5) 214 (12.9)
Sex
Male 12 550 (37.67) 993 (59.92)
Female 20 768 (63.33) 664 (40.08)
Other/Missing/Unknown 0 0
Race ethnicity
American Indian or Alaska Native Non- 

Hispanic
<340 (1.01) <20(-)

Asian Non-Hispanic 1216 (3.65) <30(-)
Black or African American Non-Hispanic 6262 (18.79) 155 (9.35)
Hispanic or Latino Any Race 2018 (6.06) 80 (4.83)
Native Hawaiian or Other Pacific Islander 

Non-Hispanic
51 (0.15) 0

Other Non-Hispanic 49 (0.15) 0
Unknown 1108(3.33) 53(3.2)
White Non-Hispanic 22 277 (66.86) 1338 (80.75)
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gender and comorbidities, specifically targets classification 
among a broader range of patients living with dementia.

Our multi-institutional approach significantly advances 
dementia research. It leverages the N3C enclave to address 
the disparate nature of the data in the US healthcare system, 
enabling comprehensive multi-site data analyses. This meth-
odology unveils biases that single-site studies may overlook, 
enhancing our understanding of the association between 
comorbidities and dementia subtypes. By utilizing harmon-
ized data, our approach ensures high data quality and sup-
ports both broad and region-specific insights, making our 
findings more generalizable and relevant.

Utilizing comprehensive multi-site data allows for a more rep-
resentative analysis of the general population and highlights site- 
specific variability, emphasizing the need for caution in multi- 
provider research. Our binary classification, particularly the 
binary classification between Alzheimer's and Vascular dementia, 
and the hierarchical model, highlights site variability, pointing to 
the potential impact of unique clinical practices or patient demo-
graphics on dementia diagnoses across different sites. Moreover, 
our reliance on EHR diagnoses assumes uniform EHR imple-
mentation across contributing sites, which could introduce inac-
curacies. Despite the challenges of site variability and potential 
inaccuracies inherent in EHR, the imperative for model replica-
tion and validation remains, bolstered by the expansive and 
diverse dataset of the N3C enclave. To mitigate site-specific dif-
ferences, hierarchical models prove beneficial, allowing for 
sophisticated differentiation that considers site-specific practices 
and patient populations. However, these models come with 

increased complexity and computational demands and require a 
deeper understanding of the underlying disease processes to accu-
rately structure the relationships among subtypes. To address site 
variability and enhance the generalizability of models across var-
ied healthcare settings, current approaches must allow models to 
learn generalized representations that are not overly specific to 
any single site's data distribution.

Our study confronts challenges in EHR datasets, including 
variability and incompleteness, necessitating the exclusion of 
certain dementia subtypes due to small sample sizes and infor-
mation insufficiency challenges. To mitigate class imbalance, 
we implemented a 65% SMOTE, 35% RUS, and Tomek Links 
strategy, demonstrating the importance of customized sam-
pling methods in healthcare data analysis. This approach, with 
a tailored 35:65 undersampling to oversampling ratio, empha-
sizes the importance of empirical testing in optimizing sam-
pling balances. Future work will aim to incorporate a broader 
range of variables and a more representative sample to enhance 
model robustness and refine models for classifying dementia 
subtypes. Furthermore, our exploration of multi-site data 
revealed site differences that may account for the occurrences 
of certain dementia subtypes. Notably, Parkinson's was 
reported by only a few sites, and one site showed a higher prev-
alence of vascular dementia, underscoring the need to consider 
site-specific factors for improved generalizability. Despite chal-
lenges like class imbalance and site variability, employing 
machine learning and hierarchical modeling, combined with 
strategic sampling and multi-site data exploration, offers prom-
ising avenues for advancing dementia classification models.

Figure 4. Diagnostic plots for Bayesian hierarchical model parameters fitted via MCMC. Top-left: Density plot representing the average effect across 
sites. Top-right: Trace plot illustrating sampling convergence. Middle-left: Density plot for site-specific effects, with each color corresponding to a 
different site. Middle-right: Trace plot displaying sampling paths per site. Bottom-left: Histogram showing the standard deviation of site effects. Bottom- 
right: Trace plot demonstrating chain convergence and mixing.
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Conclusion
Our study offers a foundational methodology for under-
standing dementia by employing a multi-site dataset to exam-
ine comorbidity patterns across various dementia subtypes. 
Integrating a 65% SMOTE, 35% RUS, and Tomek Links 
strategy combats class imbalance, highlighting the impor-
tance of tailored sampling in healthcare analytics. The hier-
archical model reveals more information about the 
relationships between dementia subtypes and their comorbid-
ities across multiple sites, enhancing our comprehension of 

these complex interactions. Extending this methodology to 
other disease subtype analyses—such as cardiovascular dis-
eases and chronic inflammatory disorders—promises to 
unearth valuable insights into their inherent heterogeneity.
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