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Abstract

Objective. Evaluate the quality of responses from Chat

Generative Pre-Trained Transformer (ChatGPT) models

compared to the answers for “Frequently Asked Questions”
(FAQs) from the American Academy of Otolaryngology–Head
and Neck Surgery (AAO-HNS) Clinical Practice Guidelines

(CPG) for Ménière's disease (MD).

Study Design. Comparative analysis.

Setting. The AAO-HNS CPG for MD includes FAQs that

clinicians can give to patients for MD-related questions. The

ability of ChatGPT to properly educate patients regarding

MD is unknown.

Methods. ChatGPT-3.5 and 4.0 were each prompted with 16

questions from the MD FAQs. Each response was rated in

terms of (1) comprehensiveness, (2) extensiveness, (3)

presence of misleading information, and (4) quality of

resources. Readability was assessed using Flesch-Kincaid

Grade Level (FKGL) and Flesch Reading Ease Score (FRES).

Results. ChatGPT-3.5 was comprehensive in 5 responses

whereas ChatGPT-4.0 was comprehensive in 9 (31.3% vs

56.3%, P= .2852). ChatGPT-3.5 and 4.0 were extensive in all

responses (P = 1.0000). ChatGPT-3.5 was misleading in 5

responses whereas ChatGPT-4.0 was misleading in 3 (31.3%

vs 18.75%, P = .6851). ChatGPT-3.5 had quality resources in 10

responses whereas ChatGPT-4.0 had quality resources in 16

(62.5% vs 100%, P = .0177). AAO-HNS CPG FRES (62.4 ± 16.6)

demonstrated an appropriate readability score of at least 60,

while both ChatGPT-3.5 (39.1 ± 7.3) and 4.0 (42.8 ± 8.5) failed

to meet this standard. All platforms had FKGL means that

exceeded the recommended level of 6 or lower.

Conclusion. While ChatGPT-4.0 had significantly better

resource reporting, both models have room for improve-

ment in being more comprehensive, more readable, and less

misleading for patients.
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Ménière's disease (MD) is a chronic condition
thought to be caused by excessive fluid
buildup (endolymph) in the structures of the

inner ear.1 Symptoms consist of episodic recurrent vertigo,
fluctuating hearing loss, tinnitus, and ear fullness. It
primarily impacts adults in their 40s to 50s, with a slight
predilection for females.2‐4 Symptoms of MD are of a
variable course and presentation, with random MD
“attacks” reported 6 to 11 times a year and remission
ranging from months to years.5,6 Though MD affects
about 190 per 100,000 people in the United States, there
exists no exact diagnostic tool nor widely accepted and
efficacious cure.6 As such, patients struggle with the
inability to predict attacks of sensory dysfunction and
reportedly experience higher rates of anxiety and
depression, with a measured quality of life (QoL) similar
to patients with other chronic illnesses.2,7‐10

Chat Generative Pre‐Trained Transformer (ChatGPT)
is a large language model (LLM) developed by OpenAI
that utilizes deep learning algorithms to produce human‐
like responses to inputs from users.11,12 Since the initial
release of ChatGPT‐3.5 to the public in November 2022, it
remains one of the most widely used and publicly available
LLMs, and an enhanced, paid version, ChatGPT‐4.0, was
subsequently released in March 2023.11,13‐16

In otolaryngology literature, studies have explored
ChatGPT's ability to answer patient and technical
questions, manage certain disorders, and generate rele-
vant resources on otolaryngology topics.13,17,18 Regarding
ChatGPT's use in medicine, current literature highlights

This is an open access article under the terms of the Creative Commons Attribution‐NonCommercial‐NoDerivs License, which permits use and
distribution in any medium, provided the original work is properly cited, the use is non‐commercial and no modifications or adaptations are made.

Department of Otolaryngology–Head and Neck Surgery, Rutgers New

Jersey Medical School, Newark, New Jersey, USA

Corresponding Author:
Kenneth Yan, MD, PhD, Doctor's Office Center (DOC), 90 Bergen Street

Suite 8100, Newark, NJ 07101, USA.

Email: ky286@njms.rutgers.edu

http://orcid.org/0009-0001-2728-722X
http://orcid.org/0000-0003-2611-6418
http://orcid.org/0009-0004-0089-5665
http://orcid.org/0000-0002-0601-8127


increased patient accessibility as one of its major assets,
as well as a potential reduction of financial burden and
anxiety in patients.19 However, ChatGPT's potential to be
misleading and harmful is not inconsequential, with its own
disclaimer that it “may produce inaccurate information
about people, places, or facts.”20‐23 In addition, its informa-
tion sources are drawn into question, as when asked about
its resources, it replies “I don't have direct access to specific
external databases, publications or websites,” including that
of the American Academy of Otolaryngology–Head and
Neck Surgery (AAO‐HNS).

There remains a lack of literature pertaining to ENT
pathologies about the role of LLMs in patient education,
and for an anxiety‐inducing disease like MD, patients
may be eager to use LLMs to have their questions
answered immediately. We sought to compare the ability
of ChatGPT‐4.0 to ChatGPT‐3.5 in answering “Frequently
Asked Questions” (FAQs) established by the AAO‐HNS
from the patient perspective. These FAQs are part of the
Clinical Practice Guidelines (CPGs) published by AAO‐
HNS and are based on a rigorous systematic review of
current available literature. The question of ChatGPT's
role in patient education remains increasingly pertinent
to explore, as its use by patients is expected to rise in the
coming months.24,25 It is hypothesized that the results
generated by ChatGPT‐4.0 will exhibit higher quality
compared to those produced by ChatGPT‐3.5. However, it
is anticipated that neither model will demonstrate the same
degree of patient accessibility as the guidelines provided by
the AAO‐HNS CPG.

Materials and Methods
The “FAQs about MD” and “FAQs about MD Triggers”
were extracted from the AAO‐HNS published CPG for
MD.2 A total of 16 questions were in the FAQs and all
were utilized for queries. Questions that provided no
context of MD were modified to include the setting. For
example, “What triggers will make my symptoms worse
or bring on a vertigo attack?” was modified to “What
triggers will make my symptoms from MD worse or bring
on a vertigo attack?” Each question was also followed
with “Give me the resources you used for your response”
in the same query, in order to evaluate the resources used
(Supplemental Table S1, available online). ChatGPT is a
publicly available resource, and this study did not use
patient medical records. Therefore, this study did not
require Rutgers University Institutional Review Board
approval.

ChatGPT‐3.5 and 4.0 were each prompted individu-
ally by 1 reviewer (R.A.H.) with all adapted 16 questions
from the FAQs for MD, and each response was
compared to the 2020 AAO‐HNS FAQ answers by 2
independent reviewers (R.A.H., A.L.S.) (Supplemental
Table S2, available online). The resources each
ChatGPT version cited were then separately evaluated.
ChatGPT‐4.0 was prompted with all questions on

September 25, 2023, and ChatGPT‐3.5 was prompted
with all questions on September 26, 2023 (Figures 1
and 2). A new “chat” was opened for each query to give
ChatGPT the same context for every input.

Each reviewer compared the same chat responses to
AAO‐HNS answers in terms of 4 measurements generated
by the reviewers, seeking to evaluate all aspects of
ChatGPT's response: (1) comprehensiveness, (2) extensive-
ness, (3) presence of misleading information, and (4) quality
of resources. Each metric was evaluated with a binary
“YES” or “NO” by both reviewers. Comprehensiveness
was graded as “YES” if ChatGPT covered all topics and
information reported in the FAQs, and “NO” if not.
Extensiveness was graded as “YES” if ChatGPT covered
more information than what was reported in the FAQs,
and “NO” if not. Presence of misleading information, as
a measure of accuracy, was graded as “YES” if the
supplementary information ChatGPT reported was not
verified in medical literature, and “NO” if not. Quality of
resources was graded as “YES” if all of the resources
ChatGPT mentioned were credible, and “NO” if not.
Credibility was deemed if the resource cited was (1) existent
and (2) sponsored by federal government agencies, medical
or health care organizations, hospitals, nonprofit health
organizations and/or academic medical institutions.26

Flesch‐Kincaid Grade Level (FKGL) measures a text's
degree of difficulty using US grade level from 3 to 12, and
Flesch Reading Ease Score (FRES) spans from 0 to 100
with a higher score indicating easier readability. Mean
FKGL and FRES were calculated for each ChatGPT
platform and AAO‐HNS CPG. To be deemed readable
for the average US patient, FKGL should be 6 or lower,
and FRES should be greater than 60.27 Mean word count
for AAO‐HNS FAQ answers and both ChatGPT models
were also recorded.

Reviewer responses were compared for congruency
after both reviewers finished evaluation. Interrater
reliability was calculated using Microsoft Excel. Fisher
exact tests for 2 × 2 contingency tables were performed to
compare ChatGPT models for each query, and a 1‐way
analysis of variance to compare FKGL, FRES, and word
count among all resources. Statistical significance was set
at P ≤ .05.

Results
Compared to the AAO‐HNS answers, ChatGPT‐3.5 was
comprehensive in 5 of its responses whereas ChatGPT‐4.0
was comprehensive in 9 (31.3% vs 56.3%, P= .2852).
ChatGPT‐3.5 and 4.0 were equally extensive in all 16
of their responses (P= 1.0000). ChatGPT‐3.5 was
misleading or inaccurate in 5 of its responses whereas
ChatGPT‐4.0 was misleading in 3 (31.3% vs 18.75%,
P= .6851). ChatGPT‐3.5 had quality resources in 10 of its
responses whereas ChatGPT‐4.0 had quality resources in
16 (62.5% vs 100%, P= .0177) (Figure 3). Interrater
reliability was calculated to be 0.98.
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The AAO‐HNS CPG were written at an appropriate
FRES for the average US patient (62.4 ± 16.6) compared
to ChatGPT‐3.5 (39.1 ± 7.3, P< .00001) and ChatGPT‐4.0
(42.8 ± 8.5, P= .0006), which were both written below
the recommended FRES. AAO‐HNS CPG (8.7 ± 3.8),
ChatGPT‐3.5 (10.9 ± 1.5), and ChatGPT‐4.0 (11.2 ± 2.0)
were all written at a FKGL above 6, which exceeded the
recommended level for the average US patient. Post hoc
Tukey honest significant difference for FKGL showed a

significant difference only between ChatGPT‐4.0 and
AAO‐HNS (P= .03099). Thus, across both metrics,
responses produced by both ChatGPT‐3.5 and 4.0 were
not written at an appropriate reading level for the average
patient. Average word count was highest for ChatGPT‐3.5
(309.8 ± 98.6), followed by ChatGPT‐4.0 (294.9 ± 48.5),
and then AAO‐HNS FAQ (76.1 ± 53.3) (Figure 4).

In terms of resources, ChatGPT‐3.5 gave hyperlinks
to resources it cited, but out of the 36 links it provided,

Figure 1. Example response from ChatGPT-3.5. ChatGPT, Chat Generative Pre-Trained Transformer.

Ho et al. 3 of 9



Figure 2. Example response from ChatGPT-4.0. ChatGPT, Chat Generative Pre-Trained Transformer.
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Figure 3. Evaluations of comprehensiveness, extensiveness, presence of misleading information, and quality of resources for ChatGPT-3.5

responses versus ChatGPT-4.0 (*P ≤ .05). ChatGPT, Chat Generative Pre-Trained Transformer.

Figure 4. (A-C) Compare numeric results between ChatGPT-3.5, ChatGPT-4.0, and AAO-HNS answers for MD CPG queries (*P ≤ .05).

(A) Comparison of mean word count. y-axis indicates the average number of words in the response. (B) Comparison of mean FKGL. y-axis
corresponds to the grade level of the response; a grade of 6 or lower indicates easier and more comprehensible reading material for the

typical US patient. (C) Comparison of mean FRES. y-axis corresponds to the reading ease of the material; a score of 60 or higher number

indicates an appropriate readability level for the average US patient. AAO-HNS, American Academy of Otolaryngology–Head and Neck

Surgery; ChatGPT, Chat Generative Pre-Trained Transformer; CPG, Clinical Practice Guidelines; FKGL, Flesch-Kincaid Grade Level; FRES,

Flesch Reading Ease Score; MD, Ménière's disease.
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13 (36.1%) were nonfunctional. These links either led to an
existing site but the link was outdated, or the site did
not exist at all. Furthermore, ChatGPT‐3.5 mentioned
https://menieres.org as one of its resources; this is a blog‐
style website that appears to serve as an emotional support
site, not developed by physicians. ChatGPT‐4.0 preferred
to give names of resources, for example National Institute
on Deafness and Other Communication Disorders or
the Vestibular Disorders Association, and provided no
hyperlinks.

ChatGPT‐4.0 demonstrated empathy in 2 of its
responses, conveying that it was sorry, provided reassur-
ance, and validated the patient's concerns. ChatGPT‐3.5
did not express empathy in any of its responses.

Discussion
MD is a chronic disorder with a variable course, with
symptoms of vertigo, balance instability, and hearing loss
attributed to an increase in hydrostatic pressure within the
endolymphatic system.28,29 As there is no cure approved by
the US Food and Drug Administration (FDA), prompt
detection and symptom management are crucial to patient
QoL.29 Patients often struggle with the unpredictable and
chronic nature of this disease, leading to anxiety, and many
patients seeking out online resources.2,7,30,31

This paper aims to evaluate ChatGPT‐3.5 and 4.0's
abilities to answer FAQs for patients and compare them
to the answers established by AAO‐HNS. The AAO‐HNS
CPG for MD is an evidence‐based guideline, written and
published by experts in the field of otolaryngology, based
on an extensive standardized literature review search and
thorough review process. These guidelines streamline the
best available evidence of pertinent topics into compre-
hensive outlines, defining “best practices, a framework for
clinical decision making, and a benchmark for evaluating
performance.”32 The FAQs are developed based on these
guidelines for physicians to give as handouts to patients.33

In our analysis, though ChatGPT‐4.0 tended to be more
comprehensive and less misleading than ChatGPT‐3.5,
both models always went beyond answering the original
prompt. While the extra information provided by both
models would provide some context about MD, the length
of their responses also opened opportunities for addition
of misleading information. It is also interesting to find
that both ChatGPT models had FRES and FKGL grades
that were too advanced for the typical US patient, with
current literature presenting mixed results as well.34‐37 As
ChatGPT's popularity has been credited to its conversa-
tional nature, our results indicate a possible discrepancy
when it comes to medically related questions. Overall, the
AAO‐HNS answers were much more concise, patient‐
friendly, and demonstrated empathy.

Though not statistically significant, ChatGPT‐3.5 was
less comprehensive overall than ChatGPT‐4.0. Regarding
misinformation, ChatGPT‐3.5 failed to mention important
aspects of conservative management when prompted about

lifestyle changes, neither recommending the restriction of
nicotine and sugary drinks nor advising to identify allergies
or get tested for sleep apnea if attacks are worsening.
Literature unanimously recommends conservative lifestyle
modification as the first‐line treatment for MD, including
management of diet, sleep, and stress.2,5,38 ChatGPT‐3.5
also gives a salt consumption range whose upper limit is
higher than what is recommended in the AAO‐HNS
guidelines by 200 mg.2 Moreover, ChatGPT‐3.5's recom-
mendation for tai chi to reduce symptoms of MD is
refuted by the NIH which states that alternative
medicines such as tai chi have no supporting evidence
for MD treatment as of yet.1 It is important to note that
it is common for patients to explore alternative therapy
for MD, notably acupuncture, but current evidence is
sparse, and larger, more standardized studies are needed
to understand the true impact of alternative therapy.2,39

In addition, the omission of betahistine as a popular
treatment option is concerning, as it is frequently used
for MD management and explicitly written as an option
in the AAO‐HNS CPG.28,40 ChatGPT‐3.5 also simulta-
neously names gentamicin as a common and uncommon
cause of fluctuating hearing loss; the AAO‐HNS guidelines
cite this side effect as low and recommend the use of
gentamicin for MD resistant to less invasive procedures.
In fact, AAO‐HNS names intratympanic gentamicin as
one of the most common procedures performed for
MD, accounting for 90% of procedures, in addition to
intratympanic steroids.2 In these scenarios, ChatGPT‐3.5
provides misinformation which may lead to confusion for
patients regarding the usage of medications that are in
reality heavily relied upon for the treatment of MD.

Addressing misleading information from ChatGPT‐4.0,
the AAO‐HNS guidelines specifically recommend against
positive pressure therapy and the use of “functional level
testing,” both of which were recommended by ChatGPT‐
4.0.2 ChatGPT‐4.0 also included blood testing as a way
to help diagnose MD, but there is a lack of literature
recommending routine blood testing in the diagnosis of
MD, as there are no known markers for detection.41 It also
specifically named aspirin overuse as a potential trigger for
MD and prochlorperazine as an antinausea treatment.
Low‐dose aspirin use is not an officially identified trigger
for MD. In fact, a recent systematic review indicated
that while short‐term use of low‐dose aspirin may cause
reversible tinnitus, there is no significant effect with
long‐term supplementation and that aspirin may even have
a protective effect when administered with gentamicin.42

Lastly, prochlorperazine is not a first‐line antinausea drug,
has potentially severe side effects, needs to be prescribed,
and its generic brand has been discontinued.43

Regarding diagnostic modalities, both ChatGPT models
failed to mention the length, risks, and discomforts
associated with each procedure that the FAQs mentioned,
highlighting a lack of instinctive patient education and
empathy. Both models also failed to specify the usual age
group for MD, usual duration, and expectations for
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recurrence of symptoms, leaving patients room to dwell on
their symptomatology and its normalcy, or lack thereof.

Data show that physicians may overestimate their
patient's medical literacy, and as such, patients seek out
third‐party materials to educate themselves.44,45 It is
estimated that 3 out of 4 Americans use the internet seeking
medical advice, and especially within the context
of social media, it is apparent that misleading information
can be dangerous to patient management.44,46,47 Manchaiah
et al30 found that 55.9% of patients used Facebook to
gather information about MD, though only a reported 14%
found the information trustworthy. In an online community
support group survey, Vanstrum et al31 found most
responders joined a vestibular online support community
to confide with others about similar symptoms. These
statistics have yet to be investigated about patient use of
ChatGPT, but with its growing popularity, there is little
doubt that ChatGPT is being increasingly used by patients
for queries about MD. However, as ChatGPT is trained on
only publicly available data and is not a specialized medical
informatics tool, there is certainly room for error in its
responses. Furthermore, evidence of what is deemed
“artificial hallucinations” promotes concern about artificial
intelligence (AI)‐generated responses. IBM details its con-
cerns specifically in regards to health care, theorizing that AI
could potentially diagnose a benign lesion for a malignant
one or that it could contribute to the spread of misinforma-
tion.48 As ChatGPT is not an FDA‐approved medical device
nor “designed or certified to diagnose, treat, or provide
medical advice,” questions of liability and accountability are
yet to be understood in the age of AI and patient care.49

To date, this is the first paper within otolaryngology
literature to assess ChatGPT models' responses to the AAO‐
HNS CPG‐based patient educational materials for MDs,
evaluating their responses to get a better perspective of
AI‐assisted patient education. Balel17 compared ChatGPT‐
3.5 responses to common patient questions versus technical
questions about oral and maxillofacial surgery and found
that it was able to answer patient questions with higher
quality. Duey et al,20 in investigating ChatGPT‐3.5
versus 4.0 responses about thromboembolic prophylaxis
for spine surgery, observed that ChatGPT‐3.5 cited more
nonexistent sources and tended to give specific recommen-
dations while ChatGPT‐4.0 had more reserved responses.
Their findings generally align with ours, though we noted
ChatGPT‐4.0 would give more concise responses, rather
than reserved. With current observations that ChatGPT‐4.0
tends to give higher quality answers and resources, ethical
concerns are raised in the fact that better patient guidance
will be provided to those who can afford the enhanced,
subscription‐style LLMs.

There is a lack of research evaluating ChatGPT's
ability to answer patient questions. As we focus on
published CPG in a single topic area within otolaryn-
gology, restrictions exist in its applicability to other
specialties, but in general, our results align with other

studies to date. Conversations about how AI and LLMs
will fit into patient care are ever increasing. As they are
already providing another route for patient education,
more studies need to be done among newer versions of
LLMs to continue to evaluate their capabilities, limits,
and possible improvement in patient education to ensure
the safety of those who may use these resources. It is
important to remind ourselves that these machines and
platforms are uncharted territory, and that caution must
be taken as they become more integrated into the doctor‐
patient relationship.

Limitations of this study include the analysis of only 1
query per question, as ChatGPT models can produce
varying answers for queries. Broader questions that pertain
to other pathologies such as “What is vertigo?” can lead
to extensive answers and higher rates of discrepancies
between ChatGPT and AAO‐HNS CPG. This study
heavily relied on information present in the AAO‐HNS
CPG. While current AAO‐HNS CPG is often regarded as
a gold standard in the field, there may be more current
literature to be added to its current arsenal. Moreover,
a new chat was created for every query to give ChatGPT
equal context, although this might not be the most
common utilization of the chatbot. Furthermore, there
remains potential subjectiveness in the 2 evaluators in
evaluating the ChatGPT responses. Though criteria were
identified to systematically and objectively treat each
response with the same standards, there is always the risk
of bias.

Conclusions
Our study finds that ChatGPT models 3.5 and 4.0 have
the ability to thoroughly answer patient questions about
MD. While ChatGPT‐4.0 had significantly better resource
reporting, both models have room for improvement in
being more comprehensive, more readable, and less
misleading for patients. Continued discussion between
doctors and patients and the use of ChatGPT is crucial to
ensure safe patient care and education.
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