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Abstract
This paper examines churn prediction of customers in the banking sector using a unique customer-level dataset from a large

Brazilian bank. Our main contribution is in exploring this rich dataset, which contains prior client behavior traits that

enable us to document new insights into the main determinants predicting future client churn. We conduct a horserace of

many supervised machine learning algorithms under the same cross-validation and evaluation setup, enabling a fair

comparison across algorithms. We find that the random forests technique outperforms decision trees, k-nearest neighbors,

elastic net, logistic regression, and support vector machines models in several metrics. Our investigation reveals that

customers with a stronger relationship with the institution, who have more products and services, who borrow more from

the bank, are less likely to close their checking accounts. Using a back-of-the-envelope estimation, we find that our model

has the potential to forecast potential losses of up to 10% of the operating result reported by the largest Brazilian banks in

2019, suggesting the model has a significant economic impact. Our results corroborate the importance of investing in cross-

selling and upselling strategies focused on their current customers. These strategies can have positive side effects on

customer retention.
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1 Introduction

Bank executives worldwide have already recognized the

importance of increasing customer satisfaction. It is a fact

that as customers adopt new technologies in other areas of

their lives, their expectations and levels of demand for

banking services increase as well. According to the World

Retail Banking Report 2019 [14], 66.8% of current banking

customers have already used or intend to use a bank

account from a non-traditional company (big tech or fin-

tech) in the next three years. According to [43], 55% of

bank executives see these non-traditional competitors in

the financial sector as a threat to traditional banks. As a

result of this differentiated competition scenario, retaining

today’s customer base becomes increasingly difficult for

traditional banks.

Customer churn, a move in which a particular customer

abandons his current company to join a competing com-

pany’s services, has become increasingly common [58].

Numerous studies show that preventing customer churn

saves money, as acquiring new customers can cost up to

five times as much as satisfying and retaining existing

customers [49, 61]. As a result, it is becoming increasingly

critical for businesses to invest in managing their client

relationships in order to avoid churn. Thus, the need to

preserve their revenues has prompted companies to

understand and analyze their clients’ behavior to identify

clients who are more prone to churn in advance. In this
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way, businesses can act proactively to retain customers and

increase profits.

Detecting churn specifically in the banking sector has

additional challenges. First, large banks typically have tens

of millions of customers in their portfolio. Strategies that

attempt to reduce churn that involve human interventions

do not scale up well. Second, they are incapable of

adapting quickly enough to changes in customer needs.

Third, even though banks segment clients across local

managers, it is still difficult to detect customer patterns

manually, especially if they manage a large number of

customers. These features create the need of automated

methods that are able to detect the non-trivial patterns of

customer behavior that may suggest potential churn in

these massive data sets in advance. These characteristics

motivate the use of machine learning techniques, which

provide supervised learning methods that have proved to

learn non-trivial patterns in the data (without human

intervention) and generalize well to previously unseen data.

This paper investigates the behavior of a representative

dataset of 500,000 clients of a Brazilian financial institu-

tion, aiming to generate a churn predictive model of

account holders through machine learning, capable of

identifying the variables with a more significant predictive

potential of a client’s propensity to churn. We aim to

develop a model that identifies clients who will most likely

churn with the necessary advance. In this way, organiza-

tions would have sufficient time to run retention actions to

hold these clients.

This paper contributes to the empirical literature on

customer churn prediction in several ways. First, it com-

prehensively analyzes numerous well-known supervised

learning classification algorithms via a horserace. In con-

trast, the empirical literature typically uses specific algo-

rithms to deal with the problem, such as decision trees

[8, 37], k-nearest neighbors [18, 63], elastic net [42],

logistic regression [34, 38], Support Vector Machines

(SVM) [19, 64], and random forests [39, 57]. We instead

opt to test all these algorithms in a common empirical

setup, allowing for a fair comparison of the classifiers.1

Second, our dataset is unique and representative of a large

Brazilian bank. Most empirical studies either use artificial

datasets or limited data from a specific bank, compromising

the empirical conclusions. This empirical constraint often

comes from customer-level bank data being private and

legally protected. Third, we leverage the availability of a

large number of attributes in the dataset not only to obtain

accurate predictions of customer churn but also to

understand which attributes have the highest predictive

power when determining the likelihood of a potential

churn. This analysis can provide insightful information on

customer behavior that may be used to develop policies to

mitigate customer churn.

Brazil is now the world’s eighth largest economy, and

its banking system, while still concentrated, is regarded as

one of the most solid in the world. Despite this concen-

tration, the Banking Report from the Central Bank of

Brazil indicates that the fintech ecosystem is thriving, with

a high rate of growth and a high volume of new constitu-

tion claims received and under analysis [5]. Additionally,

recent referrals from regulators demonstrate a willingness

to encourage competition further so that customers have an

increased degree of freedom and comfort in selecting the

institution that will provide the best financial services.

Other examples of this direction include Open Banking and

the emergence of rules that facilitate the portability of

applications, salary credit, and loans between financial

institutions. This context of competition promotion high-

lights the importance of promoting studies on customer

churn, particularly among large traditional Brazilian banks,

which have financial intermediation as their primary source

of revenues. This makes these financial institutions vul-

nerable to customer loss and emphasizes the importance of

understanding the main drivers of customer churn.

Preventing churn has become one of the most vital

objectives for organizations given the increased competi-

tion for customers and the difficulty of replacing the loss of

revenue caused by the exit of profitable customers [27, 28].

However, as already discussed, retaining existing cus-

tomers is now one of the biggest challenges of financial

institutions in a saturated and competitive market where

customers are increasingly able to move to other service

providers [33]. In this context, the development of precise

and high-performance statistical models allows the identi-

fication in advance of customers that tending to churn

becomes an essential condition for preserving these com-

panies’ competitiveness.

Besides, the advances in technology, globalization, and

the emergence of fintech have raised competition in the

market to sell financial products and services to levels

never seen before. Likewise, the proliferation of mobile

technologies and social networks, as well as the resulting

expansion of access to information by consumers, has

shortened distances, aided in the improvement in cus-

tomers’ financial literacy, expanded their ability to com-

municate with other actors located anywhere in the world,

and consequently made them more receptive to changes.

By becoming more active participants in their relationships

with companies providing products and services situated

anywhere globally, these same consumers have increased

their expectations for the quality of products and services

1 Model’s stability is an important characteristic in empirical works.

We refer the reader to [44, 45] for theoretical research in the context

of neural networks. An application of a related mathematical

modeling for COVID-19 spreading is studied in [1].
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they consume and decreased their loyalty to companies

with which they currently transact [50]. Therefore, it is a

scenario that imposes a risk to the long-standing domi-

nance imposed of the leading companies in the financial

sector, the large traditional banks, particularly those that

fail to adapt to this revolution [22]. This change in clients’

behavior, who are less passive economic agents, combined

with the increased likelihood of losing customers to rival

companies, produces a genuine ‘‘war’’ in the dispute for

clients between financial institutions.

2 Literature review

We begin by examining the scientific community’s interest

in customer churn. We conducted bibliographical research

on the Scopus dataset on May 30, 2020, using the logical

expressions (‘‘machine learning OR ‘‘data mining’’ OR

‘‘knowledge discovery’’) AND ‘‘bank*’’ AND (‘‘churn*’’

OR ‘‘evasion’’ OR ‘‘dropout’’) AND (‘‘customer’’ OR

‘‘client’’) applied over titles, abstracts or keywords. We

recovered 491 references between articles and reviews

published in journals and conferences from 2003 to 2019.

Figure 1 displays the evolution of the number of publica-

tions over time. There is a growing interest in the subject,

which is likely influenced by the increased availability of

data as a result of companies’ increased investments in big

data solutions, as well as by the awareness and concern

among these same companies about avoiding customer loss

as a result of increased competition due to the entry of

fintechs and big techs.

Churn is the abandonment of the company by a given

client. This action usually is accompanied by a customer

migration to a competitor. [58] conclude that customer

churn can occur actively or passively, according to the

factor that motivated the movement (voluntary or invol-

untary). When developing a churn predictive model, the

goal is to guide actions that could reverse active churn, i.e.,

the one in which the client voluntarily took the initiative to

leave the relationship with the organization.

[7] and [19] explore specific aspects of organizations

that favor churn. These include a lack of differentiation in

the face of competition, competitors offering cutting-edge

technology, employees lacking empathy, uncompetitive

interest rates, low quality, and a lack of variety in services.

[22] note that technological advancement, globalization,

and consequently, competition facilitated competing com-

panies to exploit these vulnerabilities to attract dissatisfied

customers from other organizations. Additionally, the lit-

erature shows that replacing churned customers with new

customers is economically disadvantageous [36, 47]. As a

result, we believe banks should develop strategies for

retaining existing customers in addition to the traditional

strategy of acquiring new customers. Therefore, developing

accurate churn predictive models and effective strategies is

essential to prevent losing customers.

[35] summarize in five main points the importance of

actions involving the reversal of churn and the retention of

clients:

(1) Customer retention reduces the need to prospect for

new customers, allowing organizations to focus on

strengthening relationships with existing customers;

(2) Older customers, who are more familiar with the

company, tend to purchase more and, when satisfied,

can practice referral marketing;

(3) Serving and maintaining long-term customers is less

expensive due to the increased knowledge acquired

during their consumption life cycle;

Fig. 1 Number of publications

in journals and conferences

from 2003 to 2019 with the co-

occurrence of the terms machine

learning and churn either in the

title, abstract or keyword list in

the scopus dataset
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(4) Long-term customers are typically less receptive to

competitive marketing efforts; and

(5) Customer loss is a cost of opportunity because it

reduces sales and necessitates the acquisition of new

customers to offset losses.

It is essential to analyze the temporal dynamics of the

decision to interrupt the relationship. The customer often

decides to interrupt months before deciding to do so

effectively. Such dynamics are explored in several aca-

demic works [4, 6]. According to [4], this ‘‘slow’’ dynamic

allows banks to use less strict time constraints than other

business contexts. One example is mobile telephony, where

customers generally switch from one operator to another in

a short period, making forecasting a challenging task. In

general, small time windows reduce the institution’s reac-

tion time to reverse the churn. On the other hand, although

significant time windows increase the time allowed for the

bank’s reaction, they can also easily lead to inconsistent

results due to a possible change in the environment over

this period. [6] conclude that relevant changes in the

economy, disruptions in business models, or even a polit-

ical or financial crisis can influence customers’ prone to

leave the bank. All of this suggests that it is necessary to

find an optimal balance between the accuracy of the pre-

dictions and the allowed reaction time. For this reason, it is

essential to define how long in advance we want, and we

can know if a customer tends to churn. This answer

depends on the bank’s needs and is also a significant

challenge.

Another critical feature in churn studies is that records

related to customers leaving the company, in general, are

much lower than those related to customers who remain

[3, 4, 12]. This effect can make prediction difficult because

the available sample may not guarantee sufficient positive

churn records for the analysis and lead to biased results.

Empirically, unbalanced classes are one of the main

problems with which machine learning methods must deal.

There are several methods to mitigate unbalanced class

problems. There is some emphasis on two of them, pre-

processing and adaptation of learning algorithms, making

them cost-sensitive. These procedures allow the assign-

ment of distinct weights for hit/error during training

involving the minority and majority classes. The prepro-

cessing approaches include sample treatment methods that

aim to balance the training set through data resampling

mechanisms in the entry space, including minority class

sampling, majority class subsampling, or the combination

of both techniques. The alternative based on the adaptation

of existing learning algorithms aims to improve, at the

same time, the number of correct positive classifications

and the general accuracy of the classifier [25, 61]. There-

fore, efficient treatment of the class imbalance issue is also

vital for predicting customer evasion and dealing with our

work.

Several techniques have been applied in the academic

literature in the customer’s churn prediction, with emphasis

on decision trees [8, 37], k-nearest neighbors [18, 63],

elastic net [42], logistic regression [34, 38], SVMs [19, 64],

and random forests [39, 57]. Despite presenting good

predictive results, most of these studies focused on apply-

ing a single statistical model and, in some cases, used

artificial and relatively reduced bases in their experiment.

Our work distinguishes us from the existing research

because we conduct a horserace of several classifiers and

use a representative customer-level data set.

Decision tree algorithms are widely used to solve clas-

sification problems in machine learning, statistics, and

other disciplines [11]. Using decision trees are appropriate

when the purpose of data mining is the classification of

data or prediction of outputs [51, 54]. Additionally, it is the

optimal choice when the objective is to generate rules that

are easily comprehended, explicated, and translated into

natural language. In decision trees, the first node contains

the most critical attribute, while subsequent nodes contain

the less critical attributes. Decision trees assist users in

determining which attributes have the greatest influence on

their prediction tasks.

[23] define k-nearest neighbors as a simple and effective

nonparametric classification method. To classify a data

record, we retrieve its k closest neighbors from its neigh-

borhood according to some similarity or distance metric.

Then, we classify the record according to some function

(e.g., majority) based on these nearest neighbors. There-

fore, the k-nearest neighbor is sensitive to the choice of the

k parameter, which should be defined using a cross-vali-

dation procedure.

[9] introduced SVMs, which are kernel-based super-

vised learning models. Given a labeled training set, the

SVM uses a kernel transformation to represent observa-

tions as points in a higher multidimensional space. It then

tries to identify the best separation hyperplanes (margins)

between instances of different classes in this higher

dimensional space. In churn prediction, SVM techniques

have been extensively investigated and often show high

predictive performance [16, 17, 48].

Logistic regression is an extension of the linear regres-

sion model adapted to classification problems. The intu-

ition behind logistic regression is quite simple. Because we

need a binary result, we perform the following steps

[4, 53]: (i) map the linear regression predictions to [0, 1]

using a nonlinear function, such as sigmoid; (ii) interpret

the new result as the probability of having one as a result;

and (iii) predict one if the probability is higher than a

chosen threshold (which is often 0.5); otherwise, predict 0.
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[65] proposed the elastic net, which is built upon the

traditional regression or logistic regression but also incor-

porates a convex combination of L1 (Lasso) and L2

(Ridge) penalties into the loss function. By introducing

these terms, overfitting problems are mitigated and pre-

dictive algorithms’ generalization power can be signifi-

cantly increased.

The random forests method, introduced by [10], has

performed well compared to many other classifiers. The

strategy of the random forests technique is to select random

subsets of attributes to cultivate trees so that each tree is

grown in a sample of the training set [30]. According to [4],

this approach’s main disadvantage is computational time,

which increases proportionally to the number of trees.

Besides, the number of trees required for good performance

is directly proportional to the number of predictors [31].

Also noteworthy are ensemble methods, which consist

of using several combined learning algorithms to achieve

better predictive performance than could be obtained from

any learning algorithms in isolation [29].2 According to

[21], ensemble algorithms have become a popular solution

method for unbalanced class problems. The academic lit-

erature highlights two of these methods: bagging and

boosting. [25] explain that bagging involves having each

model in the final decision set with equal decision weight

to improve the variance of the model. The technique uses

withdrawals from random subsets of the training set. As an

example, already mentioned in this work, the random for-

ests algorithm combines decision trees. [56], on the other

hand, explore the boosting algorithm. The main goal of

boosting is to improve classification performance by

combining various classification models, called weak

classifiers. This combination produces a new, more accu-

rate classifier in the training set. The most popular boosting

algorithm is AdaBoost, where weak classifiers are decision

trees [20].

Several of the problems handled through machine

learning methods make use of bases that involve many

attributes. However, [62] and [32] recommend paying close

attention to this theme because not only can many of these

attributes be redundant or even irrelevant, but they can also

reduce the performance of the models used. The selection

of attributes should address this issue by identifying a small

subset of relevant attributes from the original set. By

removing irrelevant and redundant attributes, we reduce the

data dimensionality, thereby accelerating and simplifying

the learning process [24, 52]. Several studies in the liter-

ature examine the application of attribute selection tech-

niques and classify them into two categories based on their

evaluation criterion: filter approaches and wrapper

approaches. Wrapper approaches generally achieve better

performance in classification tasks [13, 62]. According to

[13], classification problems are typically addressed

through a supervised attribute selection approach that uses

the correlation between attributes and the class label as its

fundamental principle.

3 Data and methodology

This section describes our data set and the data preparation

steps, conducts an exploratory data analysis, and details the

machine learning methodology used to select models and

estimate their performance. Figure 2 depicts a high-level

overview of the research steps used in our empirical

investigation on customer churn prediction. We follow the

phases described in the CRISP-DM process model: busi-

ness understanding, data understanding, data preparation,

modeling, evaluation, and application [15].

In classification problems, records are often well

defined. However, there is a peculiarity in churn prediction

because sometimes customers do not close the relationship

directly with the bank but simply abandon their accounts.

In this case, we must define specific criteria to distinguish

this type of customer from active clients. It is also common

to consider churned customers who do not make transac-

tions or move enough money for a long time [26]. In the

banking sector, [40] considers a client as churned when he

is inactive for at least six months. In our research, we

follow this convention.

We conduct a horserace of supervised learning algo-

rithms to confer robustness to our results [59, 60]. We use

the following classifiers for churn prediction: decision

trees, k-nearest neighbors, elastic net, logistic regression,

SVMs, and random forests. We also compare the perfor-

mance of an ensemble method composed of the classifiers

above. We use the k-fold cross-validation technique for

model selection. Finally, we also run feature importance

routines embedded in these algorithms to understand those

attributes that better predict a potential customer churn.

As mentioned, the experiment’s objective is to investi-

gate the effectiveness of different statistical models in

predicting the churn of clients of a financial institution. To

do this, we built a sample composed of a set of 35 attri-

butes, predominantly related to transactions carried out and

persisted based on transactional systems, of 500 thousand

customers.

3.1 Universe and study sample

The data used in this study come from a large Brazilian

financial institution that reserves the right not to be iden-

tified. A sample of anonymized and representative data of
2 For interesting applications see also [2] and [55].
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500,000 customers was used in compliance with bank

secrecy standards.

3.2 Data preprocessing and attributes

As with any other bank, customer data is captured and

stored throughout service provision. We can describe each

customer’s behavior through the multiple records spread

across various legacy and transactional systems databases

that track their operations over time. However, the exis-

tence of a data lake that feeds a CRM solution of the

financial institution and centralizes the information facili-

tated the extraction of the necessary data.

As the volume of records is substantial and challenging

to manage, it was necessary to prepare the data to reduce

the computational time required to analyze it. To build a

model and make predictions with practical relevance, we

need a set of data representing the population we want to

explore (customers). For this, we prepared a dataset at the

customer level. Attributes in our dataset represent cus-

tomers’ attributes that, in the business view, summarize the

characteristics that could influence their tendency to churn.

When selecting the attributes, we used expert knowl-

edge in the field of banking business to choose a broad set

of potential variables whose behavior could be related to a

customer’s decision to continue or leave the bank. Gener-

ally, when data are collected, we do not know which

attributes will be significant and irrelevant. Therefore, we

opted to select a broad set of potential variables with

economic sense to the churn prediction problem and let the

classifier output their relevance. After iterating in model

definition and performance, we remove irrelevant attributes

to improve the model’s performance.

We also perform feature engineering to leverage the

predictive power of our algorithms. We create features by

using summary functions, such as the difference or per-

centage of other features. We calculate these functions over

6-month periods to track customers’ historical movement

over time, maintaining a single record per customer. After

understanding the business, extraction, and preparation of

the data, we established the main set of attributes that we

use in our machine learning model. Table 1 reports these

selected variables.

In the end, the generated dataset has 500,000 cases of

current account clients observed over 12 months of rela-

tionship with the institution, accompanied by the final

position, whether the client has churned or remained a

client, thus enabling a supervised learning process. Each

record has 35 attributes related to the client. Besides, we

have forcibly balanced the base (subsampling of the

majority class) so that, of the 500,000 customers included

there, 250,000 churned, and 250,000 did not churn.

In predicting the churn of bank customers, there are

different types of outliers. Sometimes, a customer leaves

for external reasons outside the bank’s control. [46]

exemplify death or moving to a different region as events

that can result in customer churn. Another unusual scenario

is represented by customers who open a new account only

for a specific purpose and close it as soon as they achieve

their goal. These clients do not provide additional helpful

information for churn behavior, so we should remove them

ideally. Because these clients are indistinguishable from

others, empirical methods are often applied to remove them

from the dataset. [41] also suggest ignoring customers

whose relationship lasts less than six months and customers

who have carried out less than fifty transactions to solve

this problem. In our case, we adopt the option to replace

only deceased customers and customers with less than

twelve months of a relationship or who have not made

changes in their accounts in the last six months, starting

from the collection date. We do not filter customers who

have carried out less than fifty transactions, as we observed

that it is widespread for customers to carry out less than

Fig. 2 Schematic of the research steps used in this empirical investigation on customer churn prediction
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Table 1 Target variable (first row) and selected attributes (remaining rows) used in our customer churn prediction supervised task

Class/Attribute Data type Description

Churned Binary (Yes or

No)

Customer closed their current accounts or stopped moving them for six months (churned)

Segment Nominal (4

segments)

Customer segment (Basic income, middle class, high income, and very high income)

Automatic_Debt Binary (Yes or

No)

Use of the direct debit service - at least once in the last 60 days

Salary_Credit Binary (Yes or

No)

Receipt of salary - at least once in the last 60 days

Accreditation Binary (Yes or

No)

Membership to the accreditation service/card make-up

Insurance Binary (Yes or

No)

Ownership of insurance product consortium, capitalization or pension plan

Portability_Request Binary (Yes or

No)

Request for salary credit portability to another financial institution

Complaint_Request Binary (Yes or

No)

A registered complaint in channels managed by OUVID (Ombudsman, SAC, Procon,

BACEN)

Automatic_Debt_DIFF Real value in

½�1; 1�
Evolution of the use of the automatic debit service - at least once in the last 60 days

Salary_Credit_DIFF Real value in

½�1; 1�
Evolution of salary receipt - at least once in the last 60 days

Insurance_DIFF Real value in

½�1; 1�
Evolution of the insurance company’s product ownership - insurance, consortium,

capitalization or pension

Qualified_Products Integer Number of products that the customer owns, and that is indicated for the if segment

Qualified_Products_Previous Integer Quantity of customer products, and which is indicated for the Position segment: 6 months

before

Qualified_Products_DIFF Integer Number of products that the customer owns, and that is indicated for the if segment - Absolute

variation between 6 months

Qualified_Products_PERC Percentage Number of products that the customer owns, and that is indicated for the if segment -

Percentage change between 6 months

Products Integer Number of products the customer owns

Products_Previous Integer Number of products the customer owns - Position: 6 months before

Products_DIFF Integer Number of products that the customer has - Absolute change between 6 months

Products_PERC Percentage Number of products that the customer has - Percentage change between 6 months

Transactions Value in R$ Number of spontaneous movements carried out in the current account

Transactions_Previous Value in R$ Number of spontaneous movements carried out in current account - Position: 6 months before

Transactions_DIFF Value in R$ Number of spontaneous movements performed in the current account - Absolute variation

between 6 months

Transactions_PERC Percentage Number of spontaneous movements performed in the current account - Percentage change

between 6 months

Investment Value in R$ Volume invested in investments, savings or deposit account

Investment_Previous Value in R$ Volume invested in investments, savings or deposit account - Position: 6 months before

Investment_DIFF Value in R$ Volume invested in investments, savings or deposit account - Absolute change between 6

months

Investment_PERC Percentage Volume invested in investments, savings or deposit account Percentage variation between 6

months

Credit Value in R$ The volume of commercial and housing loans active

Credit_Previous Value in R$ The volume of commercial and active housing credit - Position: 6 months before

Credit_DIFF Value in R$ The volume of commercial and active housing credit - Absolute change between 6 months

Credit_PERC Percentage The volume of commercial and active housing credit - Percentage change between 6 months

Profitability Value in R$ Profitability (financial return indicator) of the client, accumulated 12 months

Profitability_Previous Value in R$ Profitability (financial return indicator) of the client, accumulated 12 months - Position: 6

months before
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two spontaneous operations per month. Such a filter would

eliminate a large portion of the sample.

Concerning eventually missing values, given the abun-

dance of data, we used an automated imputation method.

We had less than 6% of the dataset with at least one

attribute missing. We replaced the records of customers

whose data were not complete with those that had complete

records using a k-nearest neighbor procedure with k ¼ 3. In

this approach, the imputation algorithm only considers

other observations with attributes that have information to

match the incomplete observations. After the imputation

methodology, our sample of 500,000 observations becomes

complete.

We finalize the preprocessing routine by apply the steps:

removal of near-zero variance attributes and standardiza-

tion of all numeric variables. The execution of near-vari-

ance preprocessing step resulted in the elimination of the

following attributes, whose variation of values can be

considered negligible: ‘‘Segment_FX’’, ‘‘Accreditation’’,

‘‘Portability_Request’’, ‘‘Complaint_Request’’, ‘‘Auto-

matic_Debt_DIFF’’, ‘‘Salary_Credit_DIFF’’ and ‘‘Insur-

ance_DIFF’’. We then execute the established models

using the remaining 28 attributes.

3.3 Representativeness of the data sample

This section provides statistical evidence that our data

sample is representative of the entire population in terms of

observable characteristics, customer age (birth generation),

and geographic dispersion.

We obtained the sample at random from a total population

of 9,713,861 customers who moved their current accounts

over the 180 days before collection. We calculated some

basic statistics about the sample content and compared them

to statistics evaluated over the entire population to determine

the representativeness of our sample. This analysis is critical

to ensuring that our data sample accurately reflects the general

behavior of our customers. Tables 2 and 3 show the calcu-

lated statistics (mean and median, respectively). In general,

our sample’s mean and median are comparable to those found

in the population.

Besides checking the representativeness of our sample

concerning observable attributes in the dataset, we also

look at whether our data sample matches the population in

terms of customers’ age in terms of their generation (baby

boomers, generation X, Y, Z, and alpha). This segmenta-

tion is a highly relevant aspect to be observed, as customer

behavior can vary from generation to generation. Table 4

shows the proportion of customers in the sample and

population (in terms of the total number in sample/popu-

lation). Again, the data sample closely matches the popu-

lation’s age distribution of customers.

Brazil is a country with continental dimensions, and for

this reason, it is essential that the sample faithfully repro-

duces the actual dispersion of customers in the country.

Concerning geographical dispersion of customers, Table 5

shows that the data sample also accurately reflects the

distribution of customers across the country’s states.

3.4 Model selection

We present the logic used for modeling and analysis of the

sample in Fig. 3. The total period consists of 12 months.

Due to the temporal nature of our data, we must use his-

torical data to forecast future behavior: the first six months

are used to construct predictors (attributes), and the last six

months are used to define the target variable. Therefore,

our attributes are composed of customers’ financial traits

extracted from August 2018 to January 2019 (red color).

Our target is to determine whether the client churned

during the subsequent six months, i.e., from February to

July 2019 (blue color).

We first divide our entire dataset into two disjoint but

complete subsets (holdout): the training set and the test set.

Since we have many observations, we use 90% of our

sample to train the model (training set) and the remaining

10% to test its performance on unseen data (test set). This

division is important so that our performance indicators do

not became overoptimistic. To perform model selection,

we apply a standard k-fold cross-validation procedure only

using data from the training set (k ¼ 10). To further reduce

variance in our model selection, we independently repeat

the cross-validation procedure ten times and take the

average across these runs. Since we are collapsing our

customer-level data into a single point (each customer is a

data point in the dataset), it is reasonable to assume that our

Table 1 (continued)

Class/Attribute Data type Description

Profitability_DIFF Value in R$ Profitability (financial return indicator) of the client, accumulated 12 months - Absolute

change between 6 months

Profitability_PERC Percentage Profitability (financial return indicator) of the client, accumulated 12 months - Percentage

change between 6 months
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observations are iid, in such a way that a standard k-fold

cross-validation is a valid model selection procedure.

3.5 Exploratory data analysis

This section provides an exploratory and visual analysis of

the data to try to anticipate the understanding of which

attributes could be most useful to separate the classes

effectively. Figures 4, 5, and 6 show boxplots of some

attributes with good predictive power. From the visual

inspection, we can see that the Transactions attribute

(Fig. 4) stands out as a potential good predictor of evasion

for all segments of the institution’s customers. To a lesser

extent, the attributes Qualified_Products (Fig. 5) and

volume of credit (Fig. 6) also appear to have the potential

for contribution.

4 Discussions and results

In this section, we report the main empirical results.

4.1 Horserace results

Table 6 reports the classifiers used in this paper to compare

churn prediction along with the alias used in this sec-

tion. As discussed earlier, we use a repeated k-fold cross-

validation procedure with k ¼ 10 (ten repeats) using data

only from the training set (90% of the entire dataset) for

selecting the best set of hyperparameters for each model

(model selection procedure). We define the optimizing

performance metric as the AUC-ROC, because it is a

robust measure that is independent of the threshold used to

determine the target class of the instances.

After the model selection procedure, we retrain each

model with the optimal hyperparameters using the full

training set. Then, we test the models’ performance against

the test set. Table 7 and Fig. 7 (box-and-whisker graph)

present these results on the test set (10% of the entire data

Table 2 Comparison of the means of the data sample and the entire population

Attribute Population (churned=0) Population (churned=1) Sample (churned=0) Sample (churned=1)

Number of customers 8.879.145 834.716 250.000 250.000

Automatic_Debt 0.17 0.03 0.17 0.03

Salary_Credit 0,57 0.29 0.57 0.29

Qualified_Products 5.74 4.32 5.74 4.32

Products 6.75 5.10 6.75 5.10

Transactions 8.84 2.26 8.85 2.26

Investment 24,481.11 2,.450.42 23,953.49 21,785.40

Credit 38,051.83 16,690.32 38,165.85 16,591.60

Table 3 Comparison of the medians of the data sample and the entire population

Attribute Population (churned=0) Population (churned=1) Sample (churned=0) Sample (churned=1)

Number of customers 8.879.145 834.716 250.000 250.000

Automatic_Debt 0 0 0 0

Salary_Credit 1 0 1 0

Qualified_Products 6 4 6 4

Products 6 5 6 5

Transactions 4.67 1 4.67 1

Investment 755.14 57.00 755.01 56.78

Credit 5,066.19 50.43 5,047.06 46.65

Table 4 Comparison of sample x population generations

Generations % sample % population

Baby boomers (until 1960) 21.9 23.6

Generation X (1961–1980) 41.3 42.3

Generation Y (1981–1997) 35.5 33.1

Generation Z (1998–2009) 0.9 0.6

Generation alpha (since 2010) 0 0
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set) for each of the six classifiers used. The analysis in

Figure 7 allows us to conclude that, on average, the random

forests model resulted in a higher ROC value. The results

presented in Table 7 show the random forests superiority in

three metrics: Accuracy, Precision, and F-measure (Fig. 8).

We also use an ensemble composed of the six classifiers

used before. The following models were combined: deci-

sion trees, k-nearest neighbors, elastic net, logistic regres-

sion, SVM, and random forests. To train this model, we

again apply a model selection procedure using only data

from the training set. We optimize the weight of each of the

constituent classifiers in the overall voting scheme of the

ensemble. Here we follow the literature and fix the

hyperparameters of each constituent classifier with the

optimal hyperparameter values discovered in their indi-

vidual model selection procedures and tune only the

weights of each classifier using the ensemble’s voting scheme.

After tuning, we obtain the following optimal combina-

tion: Ensemble ¼ 3:2727þ 0:054 � Decision Tree� 0:266�
K-Nearest Neighbors� 0:0764 � ElasticNet� 4:7868 �
Logistic Regressionþ 4:604 � SVM� 5:9724� Random

Forests. Table 8 and Fig. 9 show the results. The ensem-

ble’s ROC (0.9018) was not statistically superior to the

Random Forests’ classifier alone (0.9015). The ensemble

did not obtain superior results because the classifiers are

not weakly correlated.

4.2 Identification of attributes with high
predictive power

Figure 9 shows the trained decision tree to analyze the

churn propensity of customers in the next six months. As in

the decision trees, the most critical attribute is the first

node. The result confirms the expectation generated already

in the stage of exploration of the data (visualization of

boxplots to anticipate attributes with good predictor

potential). This occurs since the attribute we choose as the

Table 5 Comparison of state of residence sample x population

Region State % sample % population

North Acre 0.4 0.4

Amazonas 0.8 0.7

Amapá 0.3 0.3

Pará 1.9 1.7

Rondônia 0.6 0.6

Roraima 0.2 0.2

Tocantins 0.5 0.5

North 4.7 4.4

Northeast Alagoas 1.5 1.9

Bahia 4.5 4.4

Ceará 2.9 2.8

Maranhão 1.3 1.2

Paraı́ba 1.2 1.2

Pernambuco 2.9 2.8

Piauı́ 1.1 1.1

Rio Grande do Norte 1.2 1.3

Sergipe 0.9 0.9

Northeast 17.5 17.6

Midwest Distrito Federal 1.7 1.8

Goiás 4.9 5.5

Mato Grosso do Sul 1.3 1.3

Mato Grosso 1.3 1.2

Midwest 9.2 9.8

Southeast Espı́rito Santo 1.8 1.9

Minas Gerais 11.5 11.6

Rio de Janeiro 7.6 7.0

São Paulo 24.2 22.9

Southeast 45.1 43.4

South Paraná 7.8 8.6

Rio Grande do Sul 8.4 8.6

Santa Catarina 5.8 6.1

South 22.0 23.3

Fig. 3 Modeling strategy to construct our churn prediction model.

Due to the temporal nature of our data, we must use historical data to

forecast future behavior. Therefore, our attributes are composed of

customer’s financial traits extracted during August 2018 to January

2019 (red color). Our target is whether the client churned in the

following six months, i.e., February to July 2019 (blue color)
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first node of the tree was the column ‘‘Transactions,’’ and

then the attributes ‘‘Investment’’ and ‘‘Credit.’’ The con-

firmation of this result indicates that, in the churn predic-

tion, the observation of the financial flow (number of

transactions carried out) often has a predictive potential

higher than the observation of the variation of the amounts

(balances) involved in investments and loans.

We now analyze the average importance of attributes in

the different methods that we used in our horserace. A

ranking of the most relevant attributes was then generated

based on the average classification of the decision tree

algorithms, logistic regression, and elastic net. We do not

use all methods because some of them do not have an

internal mechanism to quantify the attribute’s importance.

Fig. 4 Boxplot of the attribute check account transactions/operations

(vertical axis) versus the target binary variable indicating whether the

client churned in the next six months (horizontal axis). We categorize

the plots according to the customer segment (very high, high, middle,

low income)

Fig. 5 Boxplot of the attribute number of qualified products (vertical axis) versus the target binary variable indicating whether the client churned

in the next six months (horizontal axis). We categorize the plots according to the customer segment (very high, high, middle, low income)
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Figure 10 ranks the 27 attributes in order of relevance for

predicting the bank customer’s intention of churn. We

normalize the coefficients in terms of the most crucial

attribute. The attribute ‘‘Credit’’ is presented as the most

powerful predictor of customer churn, followed by

‘‘Profitability’’ and ‘‘Transactions.’’ There is a considerable

Fig. 6 Boxplot of the attribute volume of credit (vertical axis) versus the target binary variable indicating whether the client churned in the next

six months (horizontal axis). We categorize the plots according to the customer segment (very high, high, middle, low income)

Table 6 Models used for classification (horserace)

Classifier Method’s alias Description

Decision trees Rpart Recursive partitioning and regression trees

k-nearest neighbors knn k-nearest neighbors

Logistic regression glm (Family = binomial) Generalized linear model

Elastic net elasticnet Logistic regression regularized with lasso and ridge

Support vector machines svm SVM with radial kernel function

Random forests rf Random forests

Table 7 Performance of the

optimized models on the test

set. Test data was heldout

during the entire process (10%

of the dataset)

True True False False Accuracy Precision F-measure

Positive Negative Positive Negative

Decision tree 38.8 39.4 10.6 11.2 78.2 78.5 78.05

Knn 37.8 40.1 9.9 12.2 77.9 79.2 77.36

Elastic net 40.5 35.7 14.3 9.5 76.2 73.9 77.29

Logistic regression 40.4 35.8 14.2 9.6 76.2 74.0 77.26

Svm 39.6 40.7 9.3 10.4 80.3 81.0 80.09

Random forests 40.1 42.6 7.4 9.9 82.8 84.4 82.25

We used training data (90% of the dataset) for model selection: we apply a repeated k-fold cross validation

(ten independent times) with k ¼ 10 to optimize the hyperparameters of each model. We used ROC as the

optimizing metric in the training process. After selecting the best hyperparameters, we retrain each model

with the entire training set (because we hold out one fold each time in a cross-validation procedure) with

these optimized values.
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decrease in attributes’ importance, suggesting that few

attributes could be sufficient for an efficient prediction.

Certain business perceptions are possible as a result of

the ranking described above. The ‘‘Credit’’ attribute has the

highest statistical power to predict customer churn. This

attribute represents the volume of commercial or residen-

tial loans customers hold with the institution. As a result of

this finding, it is reasonable to conclude that clients who

take more expressive credit with the institution, such as

real estate credit, are more likely to keep their accounts

active throughout the commitment term. Although this

condition has not historically demonstrated a guarantee of

these customers’ engagement with the bank, maintaining

Fig. 7 Performance metrics on the test set of the six employed classifiers using a box-and-whisker graph. The black dot represents the median

performance (color figure online)

Fig. 8 Performance of the

optimized models for the metric

ROC in the test set. The dot

represents the average

performance and the vertical

bars, the standard error. The

horizontal red-dashed line is the

ensemble’s performance

Table 8 Result (ROC) of each model and the associated standard

deviation on the test set, including the ensemble

Method ROC Std. Dev. ROC

Ensemble of classifiers below 0.9018

Decision tree 0.8628 0.0017

Knn 0.8485 0.0020

Elastic net 0.8461 0.0018

Logistic regression 0.8462 0.0018

Svm 0.8746 0.0014

Random forests 0.9015 0.0013
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active accounts has been a requirement of these institutions

to offer more favorable rates, which may explain such

behavior.

The second position appears the variable ‘‘Profitability,’’

which represents the client’s financial return to the insti-

tution. This result is natural given that, in general, this

financial return is directly proportional to the volume of

credit extended or the number of products and services

consumed by the client from the bank.

The third and fourth positions in the ranking correspond

to the attribute ‘‘Transactions,’’ representing the average

amount of current account transactions (credits and debits).

This result confirms our expectation that we identified in

our exploratory data analysis and in the decision tree

generation. The result indicates that the lower the average

number of transactions in the current account, the greater

the likelihood of the account being closed. Intuitively, few

account entries imply little activity and may indicate a lack

of relationship or customer engagement with the bank. One

possibility is that the customer has transferred his finances

to another financial institution. One suggestion might be to

keep an eye on these instances and take steps to strengthen

the relationship. On the other hand, continuous monitoring

of a possible decrease in the volume of transactions should

be undertaken, as this indicates a weakening of the rela-

tionship and an increase in the likelihood of churn.

The fifth position is ‘‘Qualified_Products,’’ which indi-

cates the number of active banking products the customer

has with the bank. The possible interpretation is that the

more products the customer has, the more engaged with the

bank he is. As the institution has a high value for the

customer, the cost of leaving the institution may be higher

from the customer’s viewpoint. This finding is another

example of the importance of a strategy to strengthen the

relationship between customers and institutions by selling

additional products (cross-selling).

On the other hand, receiving the salary at the bank and

having one or more bills with automatic debit (sixth and

seventh positions) are banking services with recurring

characteristics, suggesting a higher approximation of the

client with the institution. A customer who directs their

monthly salary to a bank account or even registers their

monthly accounts to be debited automatically from their

bank account balance is interested in a more robust and

long-term relationship with the bank. Therefore, the cus-

tomer exhibits a lower propensity to churn.

Fig. 9 Trained decision tree to

predict customer churn in the

next six months. Within each

node, the first row shows the

predicted class if one stops

traversing the tree at that node.

The second row shows the

proportion of clients that do not

churn and churn for the subset

of data that falls in that tree

node. The third row shows the

support: the fraction of data that

falls within that tree as a share

of the total number of

observations (in percent)
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In general, the business intuition generated from the

research results suggests that customers with a stronger

relationship with the institution have a lower likelihood of

closing their current accounts.3 Thus, cross-selling and up-

selling strategies may be beneficial: strengthening the

relationship through increased quantity and use of products

and services can improve customer satisfaction and

increase the cost of change, thereby contributing to cus-

tomer retention. After the model selection procedure, we

retrain each model with the optimal hyperparameters using

the training set. Then, we test their performance against the

test set. Table 7 and Fig. 7 (box-and-whisker graph) present

these results on the test set (10% of the entire data set) for

each of the six classifiers used. The analysis in Fig. 7

allows us to conclude that, on average, the random forests

model resulted in a higher ROC value. The results pre-

sented in Table 7 show the random forests model’s supe-

riority in the three comparison metrics: Accuracy,

Precision, and F-measure.

5 Conclusions

This article aimed to evaluate supervised classifiers typi-

cally used in banking to predict customer churn using a

unique dataset from a large Brazilian bank. Our paper

contributes to the existing empirical literature on customer

churn in several ways. First, we conduct a horserace of a

set of supervised learning classification algorithms under

the same validation and evaluation methodology to deter-

mine the algorithm that is best suited for our dataset.

Second, we compile a unique and representative dataset of

a large Brazilian bank at the customer level over time.

Most empirical studies either use artificial datasets or

aggregate data from a specific bank, which could com-

promise the empirical conclusions. This data limitation

occurs because customer-level bank data is private and

legally protected. Third, we leverage the availability of a

large number of attributes in our dataset not only to obtain

accurate predictions of customer churn but also to under-

stand which attributes have the highest predictive power

when determining the likelihood of a potential churn in the

next semester.

We employed the following supervised classifiers in the

horserace: decision trees, logistic regression, k-nearest

neighbors, elastic net, SVMs, and random forests. We

applied a repeated k-fold cross-validation to select the best

hyperparameters for each model. Then, we evaluated the

model’s performance using holdout test data. The random

3 That is, those who move their accounts frequently, have a greater

variety of products and services, and obtain conforming bank loans.

Fig. 10 Ranking of attributes.

We take the average rank of

each attribute across the

methods used in the horserace

(when applicable)
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forests model achieved the best results, even compared to

an ensemble model composed of the above classifiers. Both

random forests and the ensemble could be used in the

banking environment to direct CRM efforts to promote

customer retention and maintenance and lasting relation-

ships between these institutions and their customer base.

Another important finding of the study was identifying

attributes with the highest predictive power of a potential

customer churn. We found that the frequency with which

customers used financial services, the volume of credit

extended to them (concessions), and their possession of

products had higher predictive power than attributes related

to transacted volumes (balances). Thus, strengthening the

relationship with customers through the sale of products

can be an effective strategy for customer retention and

churn mitigation.

Finally, we conclude that predicting customer churn is a

challenging task due to its temporal nature, which increases

the overall complexity of data analysis. However, our

results highlight that machine learning can help banks

understand their customers’ behavior in an automated way,

thereby enabling them to act proactively and in advance to

reverse a potential customer churn and mitigate revenue

losses.

The random forests model yielded consistent models

with superior results in our experiments. Using this tech-

nique, we were able to identify 80.2% of the customers

who would churn in the following months (recall). On the

other hand, 14.8% of customers who did not churn were

classified as prone to churn (1 - specificity), which is a

reasonable proportion given that the repercussions do not

always result in a problem. On the contrary, it may even

provide customers with increased satisfaction due to the

extra attention received. As long as the data is distributed

and treated correctly, the typical predictive model we dis-

covered in our study can begin adding value to banks on

the first day. Customer retention teams would then

approach these customers with offers capable of reversing

the churn in the most effective manner possible.

The customer’s profitability (contribution margin) is

calculated by subtracting the revenue stream from the

operation’s maintenance costs. Considering the customer’s

average margin of the institution and the accuracy of

80.2% achieved by the random forests model in detecting

potential churn over a year,4 we conclude that the model’s

application has the potential to forecast annual losses of up

to R$ 2.12 billion at the customer level. This number

accounts for up to 10% of the largest Brazilian banks’

operating results in 2019, highlighting the practical

importance of the trained model.

Even the most conservative and linear percentage

reversal projections can be attractive. For instance, if we

applied a linear approach to all clients identified as

potential churners by the model and the campaign achieved

a 20% success rate, this action would preserve approxi-

mately R$ 290 million in annual revenue.

We applied a simple calculation above based on the

average margin generated by a customer of the institution.

However, we know that the margin varies according to the

customer’s profile. Assuming that 20% of customers are

responsible for 80% of the bank’s results when we apply an

approach strategy based on the return provided individually

by each customer, the retention action’s efficiency based on

the evasion prediction model can achieve even better

results in cost/benefit terms.
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