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Abstract

Background: With the emerging role of digital imaging in pathology and the application 
of automated image‑based algorithms to a number of quantitative tasks, there is a 
need to examine factors that may affect the reproducibility of results. These factors 
include the imaging properties of whole slide imaging  (WSI) systems and their effect 
on the performance of quantitative tools. This manuscript examines inter‑scanner 
and inter‑algorithm variability in the assessment of the commonly used HER2/neu 
tissue‑based biomarker for breast cancer with emphasis on the effect of algorithm training. 
Materials and Methods: A total of 241 regions of interest from 64 breast cancer tissue 
glass slides were scanned using three different whole‑slide imagers and were analyzed 
using two different automated image analysis algorithms, one with preset parameters and 
another incorporating a procedure for objective parameter optimization. Ground truth 
from a panel of seven pathologists was available from a previous study. Agreement analysis 
was used to compare the resulting HER2/neu scores. Results: The results of our study 
showed that inter‑scanner agreement in the assessment of HER2/neu for breast cancer 
in selected fields of view when analyzed with any of the two algorithms examined in this 
study was equal or better than the inter‑observer agreement previously reported on the 
same set of data. Results also showed that discrepancies observed between algorithm 
results on data from different scanners were significantly reduced when the alternative 
algorithm that incorporated an objective re‑training procedure was used, compared to 
the commercial algorithm with preset parameters. Conclusion: Our study supports the 
use of objective procedures for algorithm training to account for differences in image 
properties between WSI systems.
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BACKGROUND

Digital pathology is an emerging field enabled by recent 
technological advances in whole slide imaging  (WSI) 

systems, which can digitize whole slides at high 
resolution in a short period of time. Advantages in the 
use of digital pathology include telepathology, digital 
consultation and slide sharing, pathology education, 
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indexing and retrieval of cases, and the use of automated 
image analysis.[1‑3]

The latter might be an important contributor to 
reducing inter‑  and intra‑observer variability for 
certain pathology tasks such as the evaluation of 
HER2/neu (Human Epidermal growth factor Receptor  2) 
immunohistochemical staining.[4‑6] The College of 
American Pathologists/American Society of Clinical 
Oncology guidelines recommend image analysis as an 
effective tool for achieving consistent interpretation of 
HER2/neu immunohistochemical staining, provided that 
a pathologist confirms the result.[7] Reducing inter‑  and 
intra‑observer variability is critical toward improving 
reproducibility in immunohistochemistry (IHC), along 
with efforts for improving and standardizing procedures for 
pre‑analytic specimen handling,[8] antibody selection,[9] and 
staining and scoring methods.[10,11] Image algorithms and 
computer aids to assist the pathologist have been applied 
to a number of pathology tasks, though the focus has been 
on automated quantitative IHC of tissue‑based biomarkers.
[12‑22] In addition to research studies, several commercial 
image analysis systems are currently available for the 
evaluation of IHC,[5,23‑26] as reviewed by Cregger et al.[27] A 
number of commercially available imaging systems have 
received Food and Drug Administration  (FDA) premarket 
approval to quantify biomarker expression as an aid in 
diagnosis; however, each of these algorithms was verified 
across a single imaging platform.[28]

An issue that has been under‑examined in the general 
topic of computer‑assisted IHC is the variability in image 
properties between different WSI scanners and the effect 
of such differences on the performance of computer 
algorithms. The imaging chain of a WSI system consists 
of multiple components including the light source, optics 
and sensor for image acquisition, as well as embedded 
algorithm systems for auto‑focusing, selecting and 
combining different fields of view in a composite image, 
image compression and color correction. Details regarding 
the components of WSI systems can be found in Gu 
and Ogilvie.[29] Different manufacturers of WSI systems 

often utilize different components and algorithms in 
their imaging chain, as reported in the review of 31 
commercial systems by Rojo et  al.,[30] often resulting in 
images with different properties as can be seen in the 
example of Figure  1. Considering the likely application 
of image analysis tools on datasets extracted from 
different WSI scanners, those tools would need to be 
retrained to account for differences in image properties. 
Similarly, retraining would be necessary for analyzing 
images acquired with the same scanner but from slides 
stained at different times and with different antibodies or 
images processed differently using manipulation software. 
Retraining procedures adjust the required parameters of 
the algorithms in order to maintain a certain achievable 
level of performance. Different algorithms can be 
re‑trained in different ways. Some commercial software 
for image analysis usually have a preset algorithm version 
and often allow for the operator to manually “tune” 
them, by adjusting a set of parameters. Other algorithms 
incorporate operator independent training procedures, 
such as the algorithm by Keller et  al.,[22] which will be 
utilized in this study.

The scope of this work was to quantify the variability 
between the performances of two different algorithms 
for the assessment of HER2/neu when applied to image 
datasets acquired with three different WSI systems. To 
the best of our knowledge this is the first study focusing 
on this task. Emphasis was placed on the importance 
of the retraining aspect of algorithms to allow them to 
adjust to the different image properties of different 
datasets. Here, we present the design, implementation 
and results of our study.

MATERIALS

Description of HER2/neu Whole Slide Set
A dataset of 77 paraffin–embedded breast cancer tissue 
slides stained with an antibody against the HER2/neu 
biomarker  (HerceptTest™, Dako, CA, USA) were used 
in our study. Details regarding the preparation of these 

Figure 1: Example of a field of view stained with a HER2/neu antibody, extracted from a whole slide image, digitized using:  (a) The 
Aperio‑CS (top), (b) The Aperio‑T2 (middle), and (c) The Hamamatsu Nanozoomer (bottom) whole slide imaging systems. Images were 
extracted at ×20

cba
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slides have been described by Masmoudi et  al.[18] The 
slides were acquired from the Department of Pathology 
and Laboratory Medicine, University of California at 
Irvine, along with their clinically archived HER2/neu 
scores  (categories of expression), verified by an expert 
breast pathologist in accordance with the HercepTest™ 
scoring system. The slides were chosen to have a balanced 
distribution of 1+, 2+, and 3+  HER2/neu categories. 
Appropriate ethical approval for the use of this material in 
research has been previously obtained. No 0+ cases were 
included in this dataset mainly because there were not 
enough cases in that category at the time of acquisition 
and also because focus originally was on developing an 
algorithm for membrane staining estimation.

Whole Slide Image Acquisition and Development 
of Image Datasets
All 77 slides were digitized using three different WSI 
systems: Aperio ScanScope T2, Aperio Scanscope 
CS  (Aperio Technologies, Vista, California) and 
Hamamatsu NanoZoomer 2.0 HT  (Hamamatsu 
Photonics, Bridgewater NJ). Table  1 summarizes some 
basic scanner characteristics for the three systems 
(Information source for Aperio CS: http://www.aperio.
com/lifescience/capture/cs, Information source for Aperio 
T2: http://web.archive.org/web/20040412140041/http:/
www.aperio.com/products-ScanScope_T2.asp, Information 
source for Hamamatsu NanoZoomer 2.0HT: http://www.
hamamatsu.com/jp/en/C9600‑13.html). All slides were 
scanned at  ×20 magnification. In a previous study,[4] 
241 regions of interest  (ROI) were extracted from 64 
of the 77 whole slide images digitized with the Aperio 
ScanScope T2 system for conducting an observer study 
to compare inter‑observer variability with unaided and 
computer‑aided immunohistochemical evaluation. These 
ROIs were selected by the principal investigator after 
being trained by the expert pathologist on a different set 
of images to identify regions of invasive tumor. The size 
of the ROIs extracted from slides scanned with the Aperio 
ScanScope T2 was 816  ×  646 pixels. For the purpose of 
this study, corresponding ROIs at the same locations were 
also extracted from the whole slide images acquired with 
the other two systems, thus creating three sets of ROI, 
one for each WSI system. Each ROI image was saved 

in a color tagged image file format with 8 bits per color 
channel. Due to differences in pixel size, ROIs from the 
three scanners had slightly different sizes: ROIs extracted 
from the Aperio ScanScope CS had a size of 760  ×  600 
pixels, and ROIs from the Hamamatsu NanoZoomer 2.0 
HT had a size of 826 × 656 pixels. The whole slide viewer 
Image Scope (Aperio Technologies, Vista, California) was 
used to extract the ROIs. The three sets of 241 ROI each 
served as the main image datasets. The remaining 13 out 
of 77 slides were also digitized by each scanner and were 
used as algorithm development sets as described in the 
methods section.

For the purpose of algorithm training, ground 
truth  (reference standard) for each ROI in the main 
dataset in terms of HER2/neu expression was established 
using a panel of seven pathologists as part of the previously 
conducted observer study.[4] The pathologist group ranged 
in training and experience consisting of 5 board certified 
pathologists  (post‑board experience ranging from 2  years 
to 12  years) and 2 residents (1  had completed 2nd  year, 1 
had completed 3rd  year). Each pathologist was asked to 
select a value for the HER2/neu expression of the image 
in the range between 1 and 100 using a moving slider and 
instructions that a value of less or equal to 33 corresponded 
to a 1+, a value between 33 and 66 corresponded to 2+, 
and a value larger than 66 corresponded to a 3+. No 
cases of 0 score were present in our dataset. The mean 
continuous score from the pathologist panel was processed 
using the thresholds above to produce a consensus 
categorical score for each ROI. Using this method, 21 ROIs 
in the testing image dataset had a categorical expression 
level of 1+, 137 ROIs had an expression of 2+, and 83 
ROIs had an expression of 3+.

METHODS

The two algorithms used in our study for the automated 
quantitative assessment of HER2/neu were:  (a) A 
commercial algorithm  (membrane v9 algorithm, Aperio 
Technologies, Vista, California), hereinafter referred to as 
Algorithm 1 and  (b) a color histogram‑based algorithm 
previously developed by Keller et  al.,[22] hereinafter 
referred to as Algorithm 2. Each of the two algorithms 

Table 1: Technical characteristics for the three whole slide imaging systems utilized in this study*

Manufacturer Hamamatsu Aperio Aperio

Model NanoZoomer 2.0 HT CS T2
Scanning resolution at ×20 0.46 µm/pixel 0.50 µm/pixel 0.47 µm/pixel
Capture device type 3CCDa CCDb CCD
Objective lens type Olympus 20 × UPlan Apo Olympus 20 × Plan Apo Olympus 20 × Plan Apo
Objective lens numerical aperture 0.75 0.75 0.75
Illumination Halogen 3250 K Halogen 3250 K Halogen 3250 K

*This list of technical characteristics is not complete. The reader can follow the links in the text for more specifications by the manufacturers. a3CCD refers to the use of three 
separate CCDs, each one taking a separate measurement of the primary colors, red, green, or blue light. bCCD refers to the use of a single CCD sensor which detects directly 
one‑third of the color information for each pixel with the other two‑thirds being interpolated by an algorithm; CCDs: Charge‑coupled devices
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was used to classify the ROIs in each of the datasets 
acquired with the three WSI systems in terms of 
HER2/neu expression. The two algorithms are presented 
in this section along with a description of our statistical 
analysis methodology.

Algorithm 1: Aperio Membrane v9 Algorithm
The first algorithm employed was the commercial Aperio 
membrane v9 algorithm. Based on the manufacturers’ 
description, the algorithm detects the membrane 
staining for individual tumor cells in selected regions 
and quantifies the intensity and completeness of the 
membrane staining. Tumor cells are individually classified 
as 0, 1+, 2+, and 3+ based on their membrane staining 
intensity and completeness. The overall HER2/neu score 
for a region is then calculated based on the percentages 
of 0, 1+, 2+, and 3+  cells according to the HER2/neu 
scoring scheme. The algorithm uses a large number of 
parameters that include: Average radius, blue curvature 
threshold, threshold type, lower blue threshold, upper 
blue threshold, min nuclear size, max nuclear size, min 
nuclear roundness, min nuclear compactness, and min 
nuclear elongation. The user can tailor the algorithm 
to adapt to various cell morphologies and scanning 
conditions. However, considering the large number of 
parameters and the lack of an objective method for 
parameter selection, manual tuning would be an ad‑hoc 
procedure that could introduce subjective criteria. 
Instead, in this study we utilized the pre‑tuned version of 
the algorithm  (membrane v9) that was provided by the 
manufacturer. It should be noted that for clinical practice 
the manufacturer recommends that a pathologist consult 
the score of the algorithm as well as a markup image 
highlighting the detected cell features before finalizing 

a HER2/neu score. All the parameters in the algorithm 
version that were used in this study, Algorithm 1, are 
tabulated in Table  2. Algorithm 1 was run on the three 
main datasets, producing categorical HER2/neu scores for 
each ROI.

Algorithm 2: Keller Histogram‑based Method
The second classifier used in our study incorporated an 
automated algorithm to allow re‑training based on the 
color properties of different training sets. Technical details 
are presented by Keller et al.[22] Briefly, the algorithm first 
generated a color‑palette containing the colors present 
in the development datasets, based on ROIs from the 
13 slides that were not part of the main dataset. Palette 
generation was based on a fuzzy c‑means clustering 
method, implemented using the MATLAB fuzzy toolbox. 
The pre‑set number of colors in the palette was chosen 
as 128, which was previously shown to be adequate.[22] A 
palette was generated for each of the three WSI datasets. 
Based on the palette, a normalized color histogram was 
calculated for each image, representing the frequency that 
pixels in an image had each of the particular colors in the 
color palette. The color histogram values served as input 
features to a linear classifier which was trained and tested 
on the main datasets acquired from each of the three WSI 
systems using a leave one out cross validation  (LOOCV) 
procedure. During the LOOCV procedure, all cases 
except one are used for algorithm training  (consisting of 
adjusting the weights of a linear function to maximize 
performance) and the remaining case is used for 
algorithm testing. The procedure was repeated as many 
times as the size of the dataset so that all ROIs were used 
for algorithm testing. With this procedure, the greatest 
possible amount of data is used for algorithm training. 

Table 2: Parameter values of the membrane v9 algorithm for the quantitative assessment of HER2/neu 
expression, as used in this study

Parameter Value Parameter Value Parameter Value Parameter Value

View width 1000 View height 1000 Overlap size 100 Image zoom 1
Markup 
compression

0 Compression 
quality

30 Classifier 
neighborhood

0 Classifier 0‑None

Class list ‑ Averaging 
radius (um)

1 Blue curvature 
threshold

1 Threshold 
type

0‑Edge

Lower blue 
threshold

0 Upper blue 
threshold

220 Min nuclear 
size (um^2)

10 Max nuclear 
size (um^2)

2000

Min nuclear 
roundness

0.1 Min nuclear 
compactness

0 Min nuclear 
elongation

0.1 Cytoplasmic 
correction

1‑Yes

Cell/nucleus 
requirement

0‑all cells Max cell 
radius (um)

5 Min cell 
size (um^2)

300 Max cell 
size (um^2)

2000

Min cell 
roundness

0.1 Min Cell 
compactness

0.1 Min cell 
elongation

0.1 Background 
threshold

240

Weak (1+) 
threshold

200 Moderate (2+) 
threshold

170 Strong (3+) 
threshold

105 Completeness 
threshold

50

Use mode 0‑analysis 
tuning

Mark‑up 
image type

1‑analysis Classifier type 0‑IHC 
membrane

Classifier 
definition file

IHC membrane 
training

IHC: Immunohistochemistry
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The mean score from the pathologist panel  (1‑100) was 
used as ground truth from the pathologist panel was used 
during the training process. At the end of LOOCV, the 
testing score  (algorithm output in the range of 1‑100) of 
each ROI was transformed to a categorical value using 
the thresholds described previously in the manuscript 
(a  value of less or equal to 33 corresponded to a 1+, 
a value between 33 and 66 corresponded to 2+, and a 
value larger than 66 corresponded to a 3+).

Statistical Analysis
The extracted scores from the two algorithms on data 
from the three WSI systems resulted in six datasets 
which were analyzed with the following procedures. Since 
absolute truth  (reference standard) regarding the actual 
HER2/neu score was not available, agreement analysis 
was utilized. Two well‑known measures of agreement 
were utilized, the Kendall’s tau‑beta and percent correct 
agreement. Kendall’s tau‑beta is a rank‑based metric which 
calculates the difference in the fraction of concordant and 
discordant pairs while correcting for ties.[31] The range of 
Kendall’s tau_beta is  (‑1‑1), where 1 indicates the readers 
are always concordant  (perfect agreement),‑1 indicates 
they are always discordant  (perfect disagreement), and 
0 indicates no agreement. The same metric has been 
used in the previously published reader study on the 
same dataset,[4] thus providing a useful reference of 
performance. Kendall’s tau‑beta and the standard error in 
the measurement were computed based on the definitions 
outlined by Woolson and Clarke[32] The second figure of 
merit used in our analyses was percent correct agreement 
which was further broken down into  (a) overall percent 
correct agreement, defined as the percentage of cases 
for which the scores from two distributions coincided, 
and  (b) category‑specific correct agreement  (for 1+, 2+, 
and 3+), defined as the percentage of cases for which a 
specific score was observed in both distributions divided 
by the number of scores in that category observed in 
either distribution. Confidence intervals (CIs) for percent 
correct agreement were calculated using bootstrap analysis.

The agreement measures described above were used to 
quantify variability in the quantitative assessment of 
HER2/neu as a function of WSI system and automated 
algorithm, and the interaction of these variables. 
Moreover, the extracted HER2/neu scores were compared 
to those derived from a panel of seven pathologists.

RESULTS

Table  3 shows the overall raw distribution of scores for 
each HER2/neu category as determined by the pathologist 
panel, Algorithm 1, and Algorithm 2, across images 
generated by the three scanners. It should be noted 
that, based on the pathologist panel scores, this dataset 
is skewed toward 2+  and 3+  slides. Results show large 
differences between the score distributions across the WSI 

systems as well as between the algorithms. For example, 
the number of cases scored as 1+  by Algorithm  1 varied 
from 24 to 65 between the datasets from the three WSI 
systems, whereas the number of 3+ scores varied from 75 
to 98. In comparison, the range in scores when Algorithm 
2 was applied to the datasets was narrower, varying from 
13 to 14 for 1+ and 78‑83 for the 3+ category.

Table  4 presents pair‑wise agreement results between 
each pair of WSI system using the Kendall’s tau‑beta 
metric. Results were tabulated for each of the two 
automated algorithms. For the sake of comparison, 
inter‑observer agreement on the same dataset was 0.70 
(95% CI  0.64‑0.76).[4] It can be seen from the table 
that:  (a) Agreement between the algorithm scores for the 
three systems derived from any of the two algorithms was 
equal or better to the inter‑observer agreement on the same 
cases, and (b) agreement between the scores from each pair 
of WSI systems was improved when Algorithm 2 was used.

In addition to overall agreement, it is useful to see a 
HER2/neu category‑specific breakdown of agreement. 
Table  5 shows percent agreement between paired scores 
from the three WSI systems. Overall percent agreement 

Table 3: Classification score distribution in HER2/
neu categories (1+, 2+, 3+) from pathologist 
panel,  Algorithm 1 applied on image data from 
the three scanners, and Algorithm 2 applied on 
image data from the three scanners

Classifier 1+ 2+ 3+

Pathologist panel 21 137 83
Algorithm 1 on Aperio‑CS 46 120 75
Algorithm 1 on Aperio‑T2 65 101 75
Algorithm 1 on Hamamatsu 24 119 98
Algorithm 2 on Aperio‑CS 13 145 83
Algorithm 2 on Aperio‑T2 13 146 82
Algorithm 2 on Hamamatsu 14 149 78

HER2/neu: (Human epidermal growth factor receptor 2)

Table 4: Pair‑wise agreement values using 
Kendall’s tau‑beta (±SE) between algorithm 
classification results as well as between 
algorithms and scores from pathologist panel

Paired comparison Kendall’s tau‑beta 
(standard error)

Algorithm 1 Algorithm 2

Aperio‑CS w/Aperio‑T2 0.82±0.03 0.92±0.04
Aperio‑CS w/Hamamatsu 0.77±0.04 0.88±0.05
Aperio‑T2 w/Hamamatsu 0.79±0.03 0.87±0.05
Aperio‑CS w/pathol. panel 0.71±0.04 0.77±0.04
Aperio‑T2 w/pathol. panel 0.75±0.04 0.81±0.04
Hamamatsu w/pathol. panel 0.78±0.04 0.80±0.05

SE: Standard error
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is shown, as well as percent correct agreement for each 
of the 1+, 2+, and 3+  categories. It is shown in this 
table that, similarly to the Kendall’s tau‑beta analysis, 
overall agreement was improved when Algorithm 2 was 
used, with the improvement being statistically significant 
for all three paired comparisons. The biggest, and 
statistically significant, improvement in agreement when 
using Algorithm 2 was seen for the 2+  cases. For both 
algorithms, the lowest agreement across all systems was 
observed for the 1+  category. It can also be noted that 
the CIs are much larger for the 1+  category, which was 
expected due to the small number of cases in that category.

Table  6 tabulates percent correct agreement between 
algorithm scores and the pathologist panel scores, across the 
three WSI systems. It can be seen that similar to the results 
from Table 5, overall agreement is improved with Algorithm 2 
for all scanner‑panel pairs, even though results are statistically 
significant for only one pair. Using Algorithm 2, agreement 
with the pathologist panel becomes more consistent across the 
three WSI systems, varying in the narrow range of 83.4‑86.3, 

whereas for Algorithm 1 agreement with the pathologist 
panel varied between 73.9 and 83.8. It can also be seen that 
agreement with the pathologists for the 1+ category was low 
compared to the other categories, especially for Algorithm 2, 
possibly due to small number of 1+ cases that were available 
for algorithm training. Figure 2 shows two example ROIs, one 
where the majority of pathologists (four out of seven) scored it 

Table 6: Percent correct agreement between the scores derived from each algorithm applied to image 
data from each of the three scanners and the scores from the pathologist panel. Overall percent 
agreement along with percent agreement on each of the 1+, 2+, and 3+ categories are shown for each of 
Algorithm 1 and Algorithm 2

WSI 
system

Overall percent correct 
agreement % 
(95% CI)

Percent correct 
agreement on 
1+ % (95% CI)

Percent correct 
agreement on 
2+ % (95% CI)

Percent correct 
agreement on 
3+ % (95% CI)

Algorithm 
1

Algorithm 
2

Algorithm 
1

Algorithm 
2

Algorithm 
1

Algorithm 
2

Algorithm 
1

Algorithm 
2

Aperio‑CS 74.7 
(68.9 80.1)

83.4 
(78.4 88.0)

55.5 
(41.0 67.7)

37.4 
(16.1 58.9)

76.6 
(70.7 81.8)

85.9 
(81.3 90.0)

83.8 
(77.3 89.7)

89.2 
(83.6 94.0)

Aperio‑T2 73.9 
(67.6 79.3)

86.3 
(81.7 90.5)

66.2 
(60.8 71.8)

43.6 
(19.6 64.1)

75.7 
(69.7 81.2)

88.4 
(84.6 92.1)

87.6 
(82.1 92.8)

92.1 
(87.6 96.5)

Hamamatsu 83.8 
(78.8 88.0)

85.9 
(81.3 90.5)

53.6 
(35.6 69.2)

47.6 
(24.6 66.9)

85.6 
(80.6 89.9)

88.3 
(84.7 92.1)

90.1 
(85.7 94.1)

90.8 
(86.0 95.1)

Shaded areas indicate statistical significance in the difference between the agreement measures; WSI: Whole slide imaging, CI: Confidence interval

Table 5: Percent correct agreement between the scores derived from each algorithm applied to image 
data from the three scanners. Overall percent agreement along with percent agreement on each of the 
1+, 2+, and 3+ categories are shown for each of Algorithm 1 and Algorithm 2

Scanner 
pair

Overall percent correct 
agreement % 
(95% CI)

Percent correct 
agreement on 
1+ % (95% CI)

Percent correct 
agreement on 
2+ % (95% CI)

Percent correct 
agreement on 
3+ % (95% CI)

Algorithm 
1

Algorithm 
2

Algorithm 
1

Algorithm 
2

Algorithm 
1

Algorithm 
2

Algorithm 
1

Algorithm 
2

Aperio‑CS 
w/Aperio‑T2

83.0 
(78.0 87.6)

94.6 
(91.5 97.1)

76.1 
(68.2 83.7)

76.9 
(56.2 92.9)

82.1 
(76.5 87.0)

95.5 
(92.9 97.8)

92.0 
(87.4 96.4)

95.8 
(92.3 98.6)

Aperio‑CS 
w/Hamamatsu

73.4 
(68.0 78.8)

92.1 
(88.4 95.0)

68.5 
(62.9 74.2)

74.2 
(50.0 91.4)

71.4 
(64.0 77.7)

93.6 
(90.3 96.4)

88.3 
(83.8 92.3)

92.6 
(88.0 96.4)

Aperio‑T2 
w/Hamamatsu

78.0 
(73.0 83.4)

92.5 
(89.2 95.9)

69.7 
(57.6 78.8)

74.2 
(53.8 91.0)

77.8 
(71.8 83.4)

93.9 
(91.0 96.6)

85.9 
(81.1 90.6)

93.3 
(89.0 97.2)

Shaded areas indicate statistical significance in the difference between the agreement measures; CI: Confidence interval

Figure  2: Example of two regions of interests, one where the 
majority of pathologists (four out of seven) scored it as 1+ whereas 
Algorithm 2 scored that case as 2+  (a), and another where the 
majority of pathologists (six out of seven) scored it as 2+ whereas 
Algorithm 2 scored it as a 1+ (b). Images were extracted at ×20

ba
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as 1+ whereas Algorithm 2 scored that case as 2+ [Figure 2a], 
and another where the majority of pathologists  (six out of 
seven) scored it as 2+  whereas Algorithm 2 scored it as a 
1+. Algorithm 2 would benefit from a larger number of 
1+  examples as well as examples of 0+  which were absent 
in this dataset. Additionally, the performance of Algorithm 
2 should improve with the addition of a feature describing 

membrane completeness as the one described in.[18] The 
algorithm currently utilizes only color information.

Finally, Tables  7 and 8 show contingency tables of 
category specific agreement and disagreement between 
the scores derived using Algorithms 1 and 2 respectively, 
across WSI systems and the pathologist panel. When 
analyzed with Algorithm 1, paired comparisons showed 

Table 8: Contingency table of classification results comparing the scores of the pathologist panel, and 
Algorithm 2 applied to the three scanners

Classifier Pathologist 
panel

Algorithm 2 on 
Aperio‑CS

Algorithm 2 on 
Aperio‑T2

Algorithm 2 on 
Hamamatsu

1+ 2+ 3+ 1+ 2+ 3+ 1+ 2+ 3+ 1+ 2+ 3+

Pathologist panel
1+ ‑ ‑ ‑ 6 15 0 7 14 0 8 13 0
2+ ‑ ‑ ‑ 7 121 9 6 125 6 6 126 5
3+ ‑ ‑ ‑ 0 9 74 0 7 76 0 10 73

Algorithm 2 on Aperio‑CS
1+ 6 7 0 ‑ ‑ ‑ 10 3 0 10 3 0
2+ 15 121 9 ‑ ‑ ‑ 3 139 3 4 138 3
3+ 0 9 74 ‑ ‑ ‑ 0 4 79 0 8 75

Algorithm 2 on Aperio‑T2
1+ 7 6 0 10 3 0 ‑ ‑ ‑ 10 3 0
2+ 14 125 7 3 139 4 ‑ ‑ ‑ 4 138 4
3+ 0 6 76 0 3 79 ‑ ‑ ‑ 0 8 74

Algorithm 2 on Hamamatsu
1+ 8 6 0 10 4 0 10 4 0 ‑ ‑ ‑
2+ 13 126 10 3 138 8 3 138 8 ‑ ‑ ‑
3+ 0 5 73 0 3 75 0 4 74 ‑ ‑ ‑

Shaded entries indicate the diagonal elements (agreement) as opposed to non‑shaded area indicating disagreement

Table 7: Contingency table of classification results comparing the scores of the pathologist panel, and 
Algorithm 1 applied to the three scanners

Classifier Pathol 
panel

Algorithm 1 on 
Aperio‑CS

Algorithm 1 on 
Aperio‑T2

Algorithm 1 on 
Hamamatsu

1+ 2+ 3+ 1+ 2+ 3+ 1+ 2+ 3+ 1+ 2+ 3+

Pathologist panel
1+ ‑ ‑ ‑ 16 5 0 21 0 0 12 9 0
2+ ‑ ‑ ‑ 30 98 9 43 88 6 11 109 17
3+ ‑ ‑ ‑ 0 17 66 1 13 69 1 1 81

Algorithm 1 on Aperio‑CS
1+ 16 30 0 ‑ ‑ ‑ 41 5 0 22 24 0
2+ 5 98 17 ‑ ‑ ‑ 24 90 6 2 93 25
3+ 0 9 66 ‑ ‑ ‑ 0 6 69 0 2 73

Algorithm 1 on Aperio‑T2
1+ 21 43 1 41 24 0 ‑ ‑ ‑ 24 41 0
2+ 0 88 13 5 90 6 ‑ ‑ ‑ 0 78 23
3+ 0 6 69 0 6 69 ‑ ‑ ‑ 0 0 75

Algorithm 1 on Hamamatsu
1+ 12 11 1 22 2 0 24 0 0 ‑ ‑ ‑
2+ 9 109 1 24 93 2 41 78 0 ‑ ‑ ‑
3+ 0 17 81 0 25 73 0 23 75 ‑ ‑ ‑

Shaded entries indicate the diagonal elements (agreement) as opposed to non‑shaded area indicating disagreement
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that of all cases classified as 2+  using images from 
one system  (Hamamatsu), 23.3% and 33.3% of them 
were classified as 1+  when using images from the 
Aperio‑CS and Aperio‑T2 systems respectively. Similarly, 
of all cases classified as 3+  using images from one 
system  (Hamamatsu), 30.2% and 22.9% of them were 
classified as 2+  when using images from Aperio‑CS 
and Aperio‑T2 systems respectively. Using Algorithm 2, 
the percentage of cases classified as 2+  using images 
from one system and 1+  using images from the other 
two systems was reduced to 2.0% and 2.0% respectively, 
whereas the percentage of cases classified as 3  +  using 
images from one system and 2+ by the other two systems 
was reduced to 3.8% and 5.1% respectively.

DISCUSSION

Automated image analysis for the quantitative assessment 
of tissue‑based biomarkers is becoming an increasingly 
significant part of pathology practice. In a survey conducted 
in 2008 in the United States, image analysis of HER2/neu was 
utilized by 33% of 720 participating pathology laboratories.[33] 
This percentage has likely increased since then, considering 
the clearance of more image analysis software by the U.S. 
FDA and the number of digital pathology systems installed 
worldwide. The use of image analysis for quantitative IHC 
is already predominant in some European countries; an 
example is Kalmar County Hospital in Sweden, which has 
reported scanning an estimated 120,000 histopathology 
slides over the last 2  years and using digital pathology 
in 75% of their diagnostic cases.[1,34] For image analysis 
to be effective in clinical practice, results need to be 
reproducible across different digital pathology systems and 
at least as good as the pathologist. The results of our study 
showed that inter‑scanner agreement in the assessment of 
HER2/neu for breast cancer in selected fields of view when 
analyzed with any of the two algorithms examined in this 
study was equal or better than the inter‑observer agreement 
previously reported on the same set of data. Still, several 
discrepancies were observed between the algorithm results 
on data from different scanners. Such discrepancies could 
lead to unnecessary follow‑up exams, or mistrust in a 
biomarker test. More importantly they could lead to wrong 
decisions regarding cancer treatment for individual patients. 
Our study showed that the discrepancies mentioned 
above were significantly reduced when, compared to a 
particular commercial algorithm with pre‑set parameters, 
an alternative algorithm was used that incorporated an 
objective re‑training procedure. By re‑training, the algorithm 
adjusted its parameters to the different imaging properties 
of the three WSI systems, specifically color differences in 
this case, resulting in more consistent results.

It is understood that the commercial algorithm examined 
in this study could be trained or tuned, possibly resulting 
in an improved performance. However, the large number 

of tunable parameters listed in Table  2, and the lack of 
a procedure for objective algorithm training would make 
it very difficult to train the algorithm in a reproducible 
manner. Our study supports the inclusion of such 
procedures so that image analysis algorithms can adjust to 
differences in image properties between different systems. 
It is also understood that other algorithms or algorithm 
versions from Aperio might incorporate objective training 
procedures. The algorithms used in our study were used 
as examples of the importance of objective algorithm 
training and parameter optimization.

In addition to reduced inter‑scanner variability, the use of 
the Keller algorithm incorporating parameter re‑training 
resulted in improved overall agreement of the algorithm 
results with the consensus scores from the pathologist 
panel. It should be noted that using either image analysis 
algorithm inter‑scanner variability was less or equal to 
inter‑reader variability reported in a previous study on 
the same data,[4] further re‑enforcing the potential for 
efficient use of automated image analysis.

The discrepancies observed in this study between the 
images produced from the three different WSI systems 
could be attributed to a number of different factors, 
including different calibration methods, light bulb age, 
optics, and camera firmware with embedded compression 
or color management algorithms. It was beyond the scope 
of this work to quantify the effect of such factors with 
a thorough technical assessment. In related work, we 
are currently developing color phantoms to enable such 
comparisons toward objective technical assessment of 
digital pathology systems.

Other limitations of our study included a relatively small 
number of 1+ cases and the analysis of only selected fields 
of view as opposed to whole slide images. In addition, the 
pathologist panel scores used in algorithm training and in 
some of our analyses were derived from images extracted 
from only one of the three WSI systems  (Aperio‑T2), 
which may have led to a certain bias in creating a reference 
standard. Finally, the performance of Algorithm1 on the 
Hamamatsu image data might have been affected by 
the fact that the algorithm was originally developed and 
optimized using images digitized with Aperio scanners 
that may share unique characteristics compared to 
image acquired using Hamamatsu scanners. Despite the 
aforementioned limitations and technical differences of the 
three scanners, our study shows that for this particular task 
of HER2/neu assessment, an algorithm that incorporated 
an objective procedure for re‑training was able to maintain 
a similar performance across data from the three scanners. 
This finding might not apply for different pathology tasks 
such as primary diagnosis with digital pathology.

CONCLUSION

Our study supports the use of objective algorithm training 
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to account for differences in image properties between 
WSI systems. With appropriate algorithm parameter 
optimization, image analysis can provide valuable assistance 
in the quantitative assessment of tissue‑based biomarkers.
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