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1 Introduction
Many diseases have a seasonal cycle occurring once or multiple times a year, or once

every several years. This regular temporal behaviour is observed because the emer-

gence of infectious diseases depends on a multiplicity of factors, including the

seasons, weather and geography, the number of susceptible individuals in a popula-

tion, the severity of the pathogen, host physiology and phenology, and the genomic

makeup of the virus, which can convert a non-infectious pathogen to one that is

infectious for a specific or general population (Dowell, 2001; Martinez, 2018).

The transmission of viral infections associated with seasonal variations has been

referred to as ‘seasonal forcing’ (Rohani, Earn, & Grenfell, 1999) and remains an

active field of exploration. Here we review evidence supporting the seasonal behav-

iour of infectious diseases. We focus on viral diseases and the ravaging coronavirus

disease 2019 (COVID-19).

COVID-19, and the fatal spread of its novel culprit, the severe acute respiratory

syndrome coronavirus 2 (SARS-CoV-2) pathogen, has emerged as the largest pan-

demic of the 21st century thus far (Wang, Horby, Hayden, & Gao, 2020). The first

case was reported in the Chinese city of Wuhan in December 2019 (Wu, Zhao, et al.,

2020). Since then the virus has spread over the world with more than 217 million

reported cases and 4.5 million deaths worldwide despite administration of over

5 billion vaccine doses as of September 1, 2021. Coronaviruses are a highly diverse

and globally distributed group of enveloped viruses with single-stranded RNA

genomes. They can infect humans and other mammals and avian species causing
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respiratory, gastrointestinal, hepatic, and neurological diseases. They are part of the

Coronaviridae family, subfamily Orthocoronaviridae, which consists of four coro-

navirus genera (α, β, γ, and δ) (Coronaviridae Study Group, 2020). To date, seven

human coronaviruses (HCoVs) have been identified as highly circulating viruses:

the α-coronaviruses HCoVs-NL63 and HCoVs-229E and the β-coronaviruses
HCoVs-OC43, HCoVs-HKU1, which cause seasonal and usuallymild respiratory tract

infections, and the β-coronaviruses MERS-CoV, SARS-CoV-1 and SARS-CoV-2,

which cause severe and life-threatening respiratory disease (Ashour, Elkhatib,

Rahman, & Elshabrawy, 2020). SARS-CoV-2 infects humans and animals across dif-

ferent regions of the world. Many studies have been devoted to the causes of the

COVID-19 outbreak, its geographic distribution, factors that modify virus infectivity,

the effects of seasonal changes on viral transmissibility, and the genomic makeup of the

virus. Like many other respiratory diseases, COVID-19 shows an anticipated connec-

tion between climate and disease dynamics (Smit et al., 2020). It is therefore important

to study the seasonal behaviour of the SARS-CoV-2 virus and host responses that are

associated with infection since this knowledge can help mitigation efforts.

2 The seasonal behaviour of viruses
2.1 Seasonality of viral diseases
Hirsch (1883) was one of the first to lay out foundations for a geographical and

historical pathology, which he presented in handbook format almost a century and

a half ago while describing temporal and spatial patterns of spread of major viral

and bacterial diseases. Inspired by the work of Finke (1792-1795) and the traditions

of Hippocrates, Galen and Avicenna, he analysed patterns in onset and spread of

acute infectious diseases, including influenza, dengue, hantavirus sweating sickness,

smallpox, measles, and scarlet and yellow fever. Recurrent patterns were carefully

recorded and often elaborated. For example: ‘The recurrence of the epidemic of mea-
sles at one particular place…depends solely on two factors, the time of importation
of the morbid poison, and the number of persons susceptible of it’ (Hirsch, 1883). It
took however an additional half a century to analyse periodicities with statistical and

modelling methods (Brownlee, 1918; Soper, 1929), and even longer to start dissect-

ing possible culprits. For example, the idea that recurrent patterns do not necessarily

arise from chains of host-to-host pathogen transmission but rather from changes in

susceptibility to pathogens present year-round in host populations was only recently

elaborated (Dowell, 2001). Despite advances, we are still far from fully understand-

ing why and how diseases wax and wane with the seasons.

There appears to be an epidemic calendar for many viral infectious diseases (see

Glossary). This calendar results in infection peaks occurring at different times during

one or multiple years in patterns that are remarkably consistent. In the Northern

Hemisphere, for example, influenza often occurs during winter (the ‘flu season’),

chickenpox during spring, and poliomyelitis during the summer. Fig. 1 shows early

and more recent examples of periodic incidence recorded for measles and influenza,
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two classical acute respiratory diseases caused by RNA viruses with significantly

different initial R reproduction metrics (12–18 and 1–2, respectively). While season-

ality appears not significantly constrained by infection spread potential (number of

infections caused by an infected person), the recurrence and stochastic behaviours

showcased in Fig. 1 are suggestive of the many research challenges that face the

study of seasonal behaviour.

A number of seasonal cycles of viral and bacterial diseases have been recently

documented in concert with their likely drivers (Martinez, 2018). Their ubiquity sug-

gests seasonality may be a unifying feature of epidemics in general. In some cases

there are clear cycles that impose temporal restrictions to infection despite vaccina-

tions or other mitigation strategies. For example, measles has been long associated to

school attendance, which fosters aggregation of school children and virus transmis-

sion (Fine & Clarkson, 1982; Soper, 1929). However, in some countries, measles

has been also associated to agricultural cycles (Duncan, Duncan, & Scott, 1997)

and the likely culprits of measles seasonality appear much more complex than

anticipated (Conlan & Grenfell, 2007). In fact, human physiology may be also an

important player.

FIG. 1

The seasonal behaviour of measles and influenza. (A) The plot shows number of cases of

measles in Glasgow from 1900 to 1927. A noisy succession of biennial and annual cycles can

be observed spanning three periods. (B) Composite influenza virus activity in Chengdu, a

populous subtropical city in Southwestern China, from 2006 to 2015. Monthly positive rates

(in relative scale) were dissected into influenza A subtypes and influenza B lineages

(not shown). The start of H1N1 types of the 2019 pandemic and noisy semiannual and annual

cycles are indicated.

Panel (A) data from Soper, H.E. (1929). The interpretation of periodicity in disease prevalence. Journal

of the Royal Statistical Society, 92(1), 34–73. Panel (B) data from Zhou, L., Yang, H., Kuang, Y., Li, T.,

Xu, J., Li, S., et al. (2019). Temporal patterns of influenza A subtypes and B lineages across age in a subtropical

city, during pre-pandemic, pandemic, and postpandemic seasons. BMC Infectious Diseases, 19, 89.
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Seasonal variations play a vital role in determining the time at which an infection

might occur, its transmission, and its potential to become an epidemic (Rohani et al.,

1999). Important elements affecting seasonal cyclicity include biotic and abiotic

mechanisms. Seasonal cycles are sometimes associated with pathogen life cycles

that involve viral spread via insect vectors or maintenance in animal or environ-

mental reservoirs. To illustrate, MERS-CoV is recurrently introduced into the

Middle Eastern population during the camel calving season (Dudas, Carvalho,

Rambaut, & Bedford, 2018). Seasonal peaks of the Marburg virus disease coincide

with the birthing season of bats, which occurs twice a year (Amman et al., 2012).

Similarly, cases of rabies coincide with seasonal infection cycles in bats (George

et al., 2011). In zoonotic diseases such as these, seasonality may result from contact

with wildlife or livestock. In the case of Ebola, for example, the pathogen presence in

wildlife peaks in the dry season showing also an environmental effect (Groseth,

Feldmann, & Strong, 2007). Complex environmental and life cycle interactions also

occur in African sleeping sickness. The distribution of the tsetse fly vector, which

expands during the rainy season, affects the seasonal behaviour of the disease

(Knight, 1971). Seasonal changes in the incidence of vector-borne diseases such

as yellow fever, Zika and Lyme disease are also expected to be driven by seasonal

fluctuations in the population of the tick and mosquito (Aedes aegyptii) vectors (e.g.
Ferguson et al., 2016; Soper, 1967). This abiotic modulation of vector population

dynamics adds complexity to biotic mechanisms of seasonality. Abiotic mechanisms

are also central for some seasonal cycles. Factors include geographic location and

environmental conditions. For example, latitude influences the time of emergence

and the magnitude of disease outbreaks, such as in poliomyelitis (Paccaud, 1979)

and influenza (Cox & Fukuda, 1998). At worldwide level, early suggestions that in-

fluenza outbreaks move across the Earth every year along a sinuous curve parallel

with the ‘midsummer’ curve of vertical solar radiation (Hope-Simpson, 1981) have

been recently supported by an exhaustive modelling study (Deyle, Maher,

Hernandez, Basu, & Sugihara, 2016). Primarily, the seasons arise from Earth’s tilted

axis relative to the plane of its orbit, which changes the amount of sunlight reaching

its surface at various latitudes over the course of a year. Worldwide analysis and

modelling of the effects of meteorological factors of humidity and temperature sug-

gest periodicity of influenza follows seasonal periodicities of the planet but also

show a U-shaped nonlinear effect of absolute humidity on influenza, which is me-

diated by temperature (Deyle et al., 2016). This global effect produces a trade-off

of wetter air and low temperature that likely promotes viral spread by protecting

the proteins and lipids of the viral envelope. This trade-off appears optimal at

�24 °C. Results align with previous experiments that used guinea pig models of

transmission to demonstrate the coordinated effects of temperature and humidity

on the incidence of influenza disease (Lowen, Mubareka, Steel, & Palese, 2007).

A number of environmental factors imposed by climate conditions are also expected

to play critical roles in epidemics as they influence pathogen survival during transi-

tion periods spanning hosts. These factors directly impact the survival of the virus

pathogen. These effects are particularly significant for respiratory viral diseases
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(Moriyama, Hugentobler, & Iwasaki, 2020). For example, short exposure of viruses

to temperature or UV light exposure in droplets or other forms of fomite airborne

transmission can have significant effects on viral load and emergence of epidemics

(e.g. for influenza; Weber & Stilianakis, 2008). Alternatively, the environment can

also affect host susceptibility to infection via physiology or behaviour. Seasonal

variations are expected to be impacted by phenological effects of life history, includ-

ing cycles of migration or hibernation, and endogenous rhythm responsible for

seasonal changes in immunity, reproduction and metabolism, all of which are im-

pacted by the environment (Dowell, 2001; Martinez, 2018). Environmental factors

also affect antiviral defenses including intrinsic barriers such as mucus production

and epithelial integrity, inducible innate immune defense mechanisms, and adaptive

immunity (Moriyama et al., 2020).

2.2 Drivers of seasonality in trade-off performance spaces
When exploring epidemic calendars, ‘seasonal drivers’ (see Glossary) have been cat-

egorized into those that involve the environment, host behaviour, host phenology,

and exogenous biotic factors (Martinez, 2018). A more fine-tuned categorization

of drivers was used in a survey of infectious diseases that included: (a) vector sea-

sonality; (b) seasonality in livestock, domestic animals and wildlife; (c) seasonal

climate (e.g. temperature, humidity); (d) seasonal non-climatic abiotic environment

(e.g. water salinity); (e) seasonal co-infection; (f ) seasonal exposure-behaviour-

contact; (g) seasonal biotic environment (e.g., algal density in waterbodies); and

(h) seasonal flareups-symptoms-remission-latency (see tables 1–4 in Martinez,

2018). Other categorizations stressed within-host and anthropogenic factors

(Kronfeld-Schor et al., 2021).

Here we propose that many of these multiple driving forces are in ‘trade-off’

relationships and can be better described within a framework of a ‘triangle of viral

persistence’ modulated by environment, physiology and behaviour (Fig. 2), with

environment impinging on both the life cycle of the virus (including ‘virion’ and

‘virocell’; defined in Glossary) and efficient viral transmission (e.g. enteric, respira-

tory), and physiology and behaviour embodying functional beneficial characteristics

of the hosts, vectors, and reservoirs involved. A ‘trade-off’ exists when one trait

cannot increase without a decrease in another (Garland, 2014). These trade-offs

are usually caused by limitations in matter-energy and information unfolding in

time and space. The triangle is based on a ‘persistence’ framework describing the

impact of the environment on biological systems (Yafremava et al., 2013). Its main

premise is that the environment constrains evolution of physiologies over the

system’s initial and boundary conditions. We here extend this framework, which

is based on trade-offs between ‘economy’, ‘flexibility’ and ‘robustness’ in perfor-

mance spaces (defined in Glossary), to the calendar of viral life cycles. Similar

triangles have been proposed for the persistence of networks that model biological

systems, the persistence of molecular communication and molecular systems, and

the persistence of viruses (Table 1). In particular, the triangle of viral persistence
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(Nasir et al., 2017) explains how the three viral strategies of dependency (via

symbiotic-like associations of dissimilar entities tending towards mutualism, com-

mensalism, amensalism and parasitism), propagation (through lysis, budding and

transport), and dormancy (covert existence through latency via episomes or endo-

genized genetic material) take advantage of the engineering strategies of economy,

flexibility and robustness, respectively. Symbiotic-like co-dependencies impose altru-

istic, cooperative or antagonistic relationships that involve the budgeting of resources

(economy). Efficient propagation through lytic interactions requires establishing life

Table 1 Triangles describing persistent systems.

Persistent
system Trade-off strategiesa Reference

General Economy Flexibility Robustness Yafremava et al.,
2013

Network Heterogeneity Modularity Randomness Caetano-Anoll�es
et al., 2021

Communication Persuasion
(Quantity)

Attraction
(Quality)

Relevance
(Relation)

Caetano-Anoll�es,
2021

Molecular Catalyst Machine Gatekeeper Caetano-Anoll�es &
Caetano-Anoll�es,
2015

Virus life cycle Dependency Propagation Dormancy Nasir, Kim, &
Caetano-Anoll�es,
2017

Epidemic
calendar

Behaviour Physiology Environment Present proposal

aDefinitions of Economy, Flexibility and Robustness strategies of the general framework can be found in
the Glossary.

FIG. 2

A triangle diagram of viral persistence explains main drivers of seasonality as a landscape of

trade-offs between factors related to environment, physiology and behaviour. The sphere

in the middle represents viral quasispecies clouds in Pareto fronts within a three-dimensional

fitness landscape. Viral interaction with environment, physiology and behaviour result in

approaches that achieve solution goals to increase persistence of viral life cycles.

32 CHAPTER 2 Seasonal behaviour of COVID-19 and its galectin-like culprit



cycles and evolutionary arm races that foster co-evolutionary flexibility. Dormancy

inside cells shields against environmental variations and is a form of robustness.

The sphere in Fig. 2 represents a cloud of points in the trade-off space (morpho-

space) of a ‘viral quasispecies’, a dynamical virus collective defining a multiplicity

of virions and virocells (see Glossary). These points locate in Pareto fronts, which are

boundaries in multidimensional performance spaces that provide optimal fitness

solutions. Performance spaces are here defined as worlds of traits, which in our case

associate with strategies of economy, flexibility and robustness. Traits are the results

of processes such as number of cases in an epidemic, a geographical distribution of

vectors, or a direct measurement of seasonal behaviour (e.g. amplitudes of physio-

logical rhythms). These processes are sometimes drivers (e.g. schooling in measles

epidemics). The geometries of fitness solutions, which have been mathematically

elaborated (Sheftel, Shoval, Mayo, & Alon, 2013), correspond to planes in three-

dimensional performance spaces as described in Table 1. However, geometries

can be simpler, such as line segments arising from trade-offs between only two

drivers of strategy, or more complex, such as polygons describing trade-offs between

a multiplicity of drivers. Mathematical solutions to the analysis of performance

spaces is well developed and can provide new tools for the exploration of seasonality.

To explain drivers of seasonality, the triangle of viral persistence links environ-
ment to dormancy and robustness, physiology to propagation and flexibility, and

behaviour to dependency and economy (Table 1). These epidemic calendar associ-

ations become clear when seasonal drivers are assigned to strategies:

(i) Environment: Robustness embodies mechanisms that use information to

maintain structure and function in the face of environment-induced damage and

change. A clear example is the survival of respiratory viruses exposed to

temperature, absolute humidity or UV radiation. During a pandemic, the

evolving viral quasispecies will develop protein ‘variants’ with sets of

co-occurring amino acid changes that will strive to survive the environmental

challenges imposed by weather or geographic location. One proposed

mechanism is protection of integrity of the viral envelope (Minhaz Ud-Dean,

2010), which could be accomplished by favouring mutations in protein regions

of intrinsic disorder (Tomaszewski et al., 2020). Following a selective sweep,

mutations take over the quasispecies population in search for new cycles of

better variant proteins. While these processes of diversification occur during

replication, the actual driver results from a ‘passive’ interaction between the

environmental factors (e.g. temperature and absolute humidity) and the viral

envelope (e.g. influenza proteins). This passive interaction is dormant, in that

the virus is in a state where its ability to change is inactive or inoperative (akin

to a seed entering a dormant state to accomplish efficient plant propagation).

This example serves the purpose of illustration. However, the environment

affects other forms of viral transmission, such as the spread of enteroviruses

through sewage water or the spread of a number of RNA viruses through

vectors. Here, environmental effects are indirect. Diseases transmitted by
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mosquitoes and tick require that vectors avoid being dormant in

‘overwintering’ states (e.g. for Culex mosquitoes and West Nile encephalitis

disease; Nasci et al., 2001). In tropical and subtropical regions, vector

number and generation time depend on warm weather and rainy seasons,

but also on the more stochastic effects of snow melts and floods (see examples

in Fisman, 2012). Viral zoonoses are also dependent on environmental

factors such as rainfall (e.g. hantaviruses and rodents in the American

Southwest; Jonsson, Moraes Figuereido, & Vapalahti, 2010). In these cases, the

passive element is the vector or reservoir but the effects are ultimately

on the virocells and the opportunities to fulfill life cycles through

different hosts.

(ii) Physiology: Flexibility reflects structural and functional mechanisms requiring

processing of information needed to respond and adapt to internal and external

challenges. Indeed, it is within the physiology of the host where the viral life

cycle fully achieves the goal of viral propagation. However, physiological

drivers of seasonal behaviour can be multiple and involve not only the host but

vectors and reservoirs. Early focus on these drivers (Dowell, 2001) and later

elaborations (Kronfeld-Schor et al., 2021; Martinez, 2018) highlight the effects

of host susceptibility to pathogen infection. Seasonal changes of immunity and

inflammation, among a multitude of ‘omic’ analytes, are now being studied at

multiomic profiling levels and with unprecedented depth (Sailani et al., 2020;

Wyse, O’Malley, Coogan, McConkey, & Smith, 2021). New data confirm

previous results, which suggested the possible role of cellular time-keeping

processes, including circadian clocks, circannual rhythms, metabolic cycles,

photoperiod effects, and other chronobiological processes. For example, there

is evidence of widespread seasonal transcriptome regulation in white human

blood cells and adipose tissue with endogenous patterns of immune function

that reverse in Northern and Southern Hemispheres (Dopico et al., 2015).

Similarly, the physiologies of a central circadian clock that supports daily

oscillations of cellular processes and behaviours synchronizes with clocks in

peripheral tissues that regulate immunity and other important cellular responses

(Borrmann, McKeating, & Zhuang, 2021). Circadian molecular pathways

shape viral infection, and vice versa, infections perturb circadian rhythms. This

tight integration of cell physiology and viral life cycles impacts the

environment and behaviour strategies. For example, integration will fine tune

the viral replication, assembly, maturation and release phases of the cellular

infection process that ultimately produces the infective virion particles. This

outcome then impinges on viral protein interaction with the environment and

the behaviour of host, vectors and reservoirs. It is here where fine tuning at

physiology level gets tested at physiological, ecological and evolutionary

time scales.

(iii) Behaviour: Economy reflects the budget of matter–energy costs of a system. In

human endeavours, economy plays a central role in decision-making. For

example, the opening-closing of schools is intimately linked to economic
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drivers, as has been made evident in the current socioeconomical and political

landscape of COVID-19. The fact that school cycles are linked to the seasonal

incidence of measles (Fine & Clarkson, 1982; Soper, 1929) comes as no

surprise. The same goes for other respiratory illnesses (e.g. varicella,

influenza). Many cultural, socioeconomic, and lifestyle factors affect seasonal

patterns of infection. Some of these factors change the frequency of interactions

between/within hosts, vectors and reservoirs and finally the host-virus

interface. Because human activity has been a dominant influence on climate

and the environment during the past centuries, anthropogenic influences are

expected to impact epidemic calendars. These include changing climate, land

and freshwater use, food availability and consumption, demographics, travel,

settlement and urbanization, technology developments, war and famine,

antimicrobial drug use, and even breakdown of public health measures (e.g.

Jones et al., 2008; Kronfeld-Schor et al., 2021). They also include effects

on geography, such as river fragmentations and dewatering (Farah-P�erez,
Umaña-Villalobos, Picado-Barboza, & Anderson, 2020). All these effects can

be seen as dependency relationships that change behaviour at the level of the

organism and in doing so can impact epidemic cycles.

While some seasonal drivers may be significant contributors to the epidemic

calendar, there may be multiple trade-off relationships that may be relevant. These

can be dissected with Pareto fronts in multidimensional performance spaces. For

example, cold weather leads to indoor crowding and higher levels of person-to-

person contact (Moriyama et al., 2020). This pushes the persistence of the seasonal

patterns of respiratory virus transmission towards the economy-driven ‘behav-

iour’ vertex of the triangle. However, indoor heating systems favour low relative

humidity (Moriyama et al., 2020), which pushes the seasonal response towards

the robustness-driven ‘environment’ vertex. In addition, vitamin D serum levels,

which are influenced by sunlight exposure and decrease during winter (Kasahara,

Singh, & Noymer, 2013; Klingberg, Olerod, Konar, Petzold, & Hammarsten,

2015), help the immune system fight the viral infections (Cannell et al., 2006).

This pushes the seasonal response towards the flexibility-driven ‘physiology’

vertex. In all cases, a number of physiological mechanisms are expected to be

relevant, some defining human ‘crowding’ responses, others defining the effects

of absolute humidity in viral makeup, and yet others impacting immunological

rhythms.

We end by noting that despite the increasing acceptance of seasonal patterns of

disease, only a few diseases have been systematically characterized. Mechanisms of

seasonal forcing have only been investigated for diseases of significant public inter-

est, including measles and influenza (e.g. Mantilla-Beniers, Bjørnstad, Grenfell, &

Rohani, 2010; Shaman, Pitzer, Viboud, Grenfell, & Lipsitch, 2010). There is still

much to learn about the causal factors of seasonal periodicities. This necessitates

both the application and development of statistical and data mining methodologies

that can dissect causative from aleatory effects.
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2.3 Finding significant correlations
The effects of history and geography on viral diseases requires identification of

culprits. Generally, this starts by first identifying variables and then correlations

between variables that are statistically significant. Prior to the introduction of the

mathematical concepts of ‘regression’ and ‘correlation’ by Galton and Pearson at

the end of the 1800s, the only way to establish a relationship between variables

was to infer a causative connection (Rodgers & Nicewander, 1988). This occurred

without measurements of associations between variables that would test cause-effect

relationships. Today, Pearson’s product-moment correlation coefficient r and the

regression equation are the most widely used statistical measures of relationship

for studying observations. Alternative correlation indices such as Spearman’s rho,

the point-biserial correlation (rpb), and the phi coefficient are simply computations

of r for special types of data. Indices measure the strength and direction of an asso-

ciation between two variables (bivariate association) with no assumption of causal-

ity. They all assume dimensionless values ranging from –1 to +1, with values of 1

describing a perfect positive linear correlation, values of –1 describing a perfect neg-
ative correlation, and values of 0 describing the absence of a correlation. For

Pearson’s r, variables should be measured on a continuous scale (e.g. interval or

ratio), variables should be both paired and independent from other observations,

the association should be linear, variables should be approximately normally distrib-

uted, variances and co-variances should be finite, variances along the line of best fit

should remain homogeneous (fulfilling homoscedasticity), and there should be no

outliers in the data. Some of these requirements can be lifted, such as normality either

in the marginal distribution or in the bivariate surface when the number of data points

N exceeds 20. Generally, r values above [0.1], [0.3], and [0.5] indicate small (weak),

medium (moderate), and large (strong) associations, respectively. However, cut-offs

are arbitrary and any association above [0.1] with significant P-values should be

interpreted within the context of the scientific questions posed.

Of the 13 different ways to conceptualize correlation (Rodgers & Nicewander,

1988), we highlight correlation as ‘bivariate ellipses of isoconcentration’ because
they have become new tools of statistical inquiry (Friendly, Monette, & Fox,

2013). When Galton made one of the first uses of a scatter plot in his famous descrip-

tion of the relationship between the height of children and the average height of their

parents (Galton, 1886) he realized that an ellipse was associated with regression.

Since then, ‘data’, ‘concentration’ or ‘density’ ellipses that capture for example

95% of observations in a scatterplot have been used to effectively describe bivariate

marginal relationships in multivariate data. The geometrical approach detects un-

usual patterns such as curvilinear relationships or extreme outliers, which disrupt

correlation measurements. Modern analysis methods now use Kernel density estima-

tions of smoothed bivariate surfaces to explore skewness and multimodality in the

data. The goal is to make inferences about the underlying probability density func-

tion everywhere in the scatter plot by smoothing out contributions from each data

point to spaces surrounding them. Aggregation of the smoothed contributions
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describe the structure of the data and its density function. For example, the scatter

plots of Fig. 3 show the relationship between the number of COVID-19 cases and

temperature, latitude or altitude of countries with reported cases. It is part of a larger

ongoing study (Hernandez and Caetano-Anoll�es, ms. in preparation) jumpstarted by

an initial exploration during the first wave of the pandemic (Burra et al., 2021). The

strong association of COVID-19 cases with temperature and latitude and its absence

with elevation suggests the geographical coordinate is associated with the onset

of the disease. Remarkably, the bimodal density patterns reveal countries located

at latitudes spanning 30–60°N or S and with average temperatures of 10–20 °C have

been most impacted. Bimodality was also present in Kernel density plots describing

the strong negative correlations between latitude and temperature (r ¼–0.749;
rho¼–0.709), suggesting bimodality is at least partially driven by planetary environ-

mental factors. As we will describe below, these observations are relevant.

We note that correlations must first be confirmed as real, then every possible

causative relationship must be systematically explored. Five criteria must be fulfilled

to validate a causal relationship in scientific inquiry (Chambliss & Schutt, 2012):

(i) Empirical association: Typically this involves finding a correlation between

dependent and independent variables to determine if they vary together (covaria-

tion); without an empirical association of the variables there cannot be a causal

effect; (ii) Temporal priority: This criterion requires that there should be variation

in the independent variable before variation in the dependent variable, i.e. cause must

come before its effect; (iii)Non-spuriousness:Here the goal is to eliminate falsehood

in explanation of empirical associations by identifying other variables that could

explain empirical associations and subjecting them to a process of falsification;

(iv) Mechanism: Understanding a mechanism that connects independent and

dependent variables adds further support to the cause-and effect phenomenon; and

finally (v) Context: Establishing the external environment in which the cause-

and-effect occurs, for example, with networks of cause-effect relationships, the

causal-effect relationships are strengthened.

A number of tools help explore causal relationships, such as using hypothesis

testing methods that compare null and auxiliary hypotheses to a primary hypothesis,

or using simple controlled experiments (e.g. split-run testing in randomized exper-

iments) that compare ad minimum two versions of a single variable. Here, Fisher’s

statistical principles of experimental design—comparison, replication, randomiza-

tion, blocking, orthogonality, and factorials—are helpful. They seeded advances

in algebra and combinatorics and development of impactful methods such as the

Taguchi methods for robust engineering design that for example transformed the

automotive industry (Montgomery, 2013).

2.4 Distinguishing error from chaos in time series
The epidemiological periodicities that are evident in the examples of Fig. 1 suggest

the calendar of epidemics can be quite erratic. Measles for example peaks some-

where between November and December for the Northern Hemisphere and the flu
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FIG. 3

Bivariate kernel density plots describing the relationship between the number of confirmed

COVID-19 cases (per million people) and temperature (A), the geographical coordinate of

latitude (B), or the average elevation (in metres) (C) of 191 countries as of May 23, 2021.

Kernel bandwidths were 5497.2, 2.1, 4.5 and 105.6 for cases, temperature, latitude and

elevation, respectively. Pearson product-moment correlation r values and Spearman’s rank

correlation rho values are given with their corresponding P-values, together with regression

lines. Correlations show strong associations in (A) and (B), and negligible association in (C).

Scatterplots of ranks from the Spearman’s rank correlation show how rank transformations

diminish homoscedasticity effects. Calculations used the University of Basel online statistical

server (Wessa, 2021). Note that countries located at latitudes spanning 30–60°N or S and

with average temperatures of 10–20 °C have been relatively most impacted. They include

Montenegro, Czechia, Slovenia, Luxembourg, Serbia, US, Israel, Netherlands, Belgium,

France, Croatia, Georgia, Hungary, Portugal, Cyprus, Lebanon, Lichtenstein, Argentina,

Spain, Uruguay, Armenia, North Macedonia, Slovakia, Jordan, Chile, Italy, Malta, United

Kingdom, Monaco, Moldova, Bosnia and Herzegovina, Turkey, Bulgaria, Palestine, and

Ukraine (in decreasing order of cases per million).



season peaks somewhere between November and March. Besides stochastic behav-

iour, there appears to be higher-level recurrent events imposed on the typical cycles

in measles and the flu that must be explained, such as semiannual or biennial behav-

iour. The existence of pandemic or major epidemic events complicate the recurrent

patterns, as showcased by the incidence of influenza A and B in a major metropolis

of Northwestern China following the 2009 H1N1 pandemic (Zhou et al., 2019;

Fig. 1B). Similar complications have been also highlighted for the city of Mexico

(Bjørnstad & Viboud, 2016).

Statistical predictive and modelling methodologies must be developed when

principles driving a dynamical system are poorly understood. Such is the case of

the seasonal behaviour of viruses. Time series analysis is a methodology readily used

in public health and biomedicine applications (Zeger, Irizarry, & Peng, 2006). It

addresses experimental situations where a sequence of observations is made over

time to monitor equally spaced temporal changes of a phenomenon, such as the

number of cases of viral disease in a population. The goal of the methodology is

to generate simple descriptions, explanations, predictions or control of the underly-

ing process. The plots of Fig. 1 for example are simple descriptions of a temporal

recurrence. Data displays and summary statistics are created to better understand re-

sponse variations over time. In some cases, the time series can be decomposed into

components to reveal autocorrelations that can help us better describe the process

(e.g. dissecting trends, seasonality, and residual effects). Sometimes a time series

can be decomposed into a numerous series of components, using the Fourier trans-

form or the discrete wavelet transform, for example. The time series is often

re-expressed as cosine waves of arbitrary amplitude and phase. Amplitudes can

be plotted against frequency to produce ‘periodograms’, and a ‘spectrum’ of the sto-

chastic process can be estimated as the expected squared amplitude.When the goal of

statistical analysis is explanation, the dependence of the process is modelled against

one or more predictor time series using regression analysis. These predictor series are

assumed non-random. Because neighbouring values of the process tend to be corre-

lated, we can make predictions from past process responses or from predictor covar-

iate time series with autoregressive models or distributed lag models. Time series

regression models conditioned on past observations can take the form of marginal

or conditional models, which often dissect a regression model for the mean and a

model for the autocorrelation function. In the presence of Gaussian processes, auto-

regressive moving-average models display autocorrelation functions that decay or

oscillate to zero with increasing lag. In some cases, the autoregressive process ex-

hibits error and the models used to describe it are stationary and do not exhibit

long-term trends and are therefore only appropriate in the absence of trends. Simi-

larly, in cases where past responses influence the present through non-linear func-

tions, we must apply nonlinear time series modelling approaches that for example

can take into consideration response interactions. Finally, one popular approach

to dissect the noisy time-series data that embody seasonal disease cyclicity, is the

use of nonparametric autoregression methods (Hardle, 1990), including nearest-

neighbours, splines, local polynomials and neural nets. These methods recursively
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dissect error from chaotic behaviour that may govern cyclic disease patterns in

biology (Sugihara, Grenfell, & May, 1990). For processes underlying periodic

behaviour, a general form of spectral density may be assumed with increasing sample

size that can dissect the autocorrelation structure of the stationary process (Hardle,

L€utkenpohl, & Cheng, 1997). A recent analysis of global environmental drivers of

influenza showcases the power of using nonparametric autoregression in the form

of a smoothing spline to determine seasonal cycles (Deyle et al., 2016). The spline

works on time series variables with and without sinusoidal waveforms.

3 The seasonal behaviour of COVID-19
Human coronaviruses are part of a group colloquially known as ‘winter viruses’,

viruses that show peak incidences in the winter months. These viruses include

influenza virus (Tamerius et al., 2011), human respiratory syncytial virus (Midgley

et al., 2017), and rhinovirus pathogens (Morikawa et al., 2015). The incidence of en-

demic human coronaviruses increases duringwinter (Killerby et al., 2018; Li,Wang,&

Nair, 2020; Monto et al., 2020; Nickbakhsh et al., 2020). Consequently, coronavirus

seasonality as a group already suggests SARS-CoV-2 will likely exhibit a similarly

marked seasonal behaviour once it becomes endemic.

The 2003 outbreak of SARS-CoV-1 and the 2012 outbreak ofMERS-CoV did not

advance enough to showcase seasonal behaviour. In contrast, the worldwide spread

of the COVID-19 pathogen was already rampant during the first wave of the pan-

demic, which peaked in April 2020 some few months after its emergence in Wuhan

(Fig. 4A). However, this same fact throws a monkey wrench onto detecting seasonal

periodicities, as has been evident with the mismatched periodicities of influenza (e.g.

Fig. 1B). As previously discussed, seasonal epidemics may arise because of the com-

bination of environmental effects, the high transmissibility of the virus, the initial

susceptibility of the human population, and the nature and degree of the immune

response to infection. Seasonal patterns embody stable oscillations that can be

dissected with epidemiological models. Under these circumstances, some degree

of immunity occurs at the initial stage of an epidemic when the transmission rate

is high and the immune response is weak (Grenfell & Bjørnstad, 2005; Hethcote,

Stech, & Van Den Driessche, 1981). In such a case, even robust and substantial

environmental drivers cannot stop transmission, as has been observed with previous

influenza outbreaks. Researchers assume the same patterns of a seasonal epidemic

are valid for COVID-19 and that the virus could produce seasonal oscillations if

it becomes endemic (Kissler, Tedijanto, Goldstein, Grad, & Lipsitch, 2020). How-

ever, the pandemic continues to be rampant worldwide and new amino acid variants

are arising that complicate vaccine mitigation strategies introduced massively at the

beginning of year 2021. We anticipate robust oscillating patterns will be difficult to

detect under these conditions.

Seasonality can be uncovered by focusing on correlations arising in a wide diver-

sity of geographical areas or locations, preferably at worldwide distribution level, or
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FIG. 4

See figure legend on next page.



by studying time series describing seasonal recurrences on one or more particular

geographical area or location. We will refer to these two distribution approaches

‘spatial’ and ‘temporal’, respectively, though spacetime is involved in both,

discussing evidence supporting the seasonal behaviour of COVID-19.

3.1 Spatial distribution approaches
The amount of solar radiation (electromagnetic energy) received by any region of the

world varies with geographic coordinates (especially latitude), time of day, the sea-

sons, local weather and landscape. About half of incoming radiation in the form of

photons (89 out of 174 petawatts) is absorbed by clouds, oceans and landmasses and

converted into heat, but also electricity and chemicals that link to energy chains of

FIG. 4 The seasonal behaviour of COVID-19. (A) The plot shows the numbers of confirmed

cases (black) and weekly deaths (red) since the start of the recorded COVID-19 pandemic.

Three waves are clearly evident for worldwide weekly deaths recorded at the time of data

collection from CSSE at John Hopkins University, September 1, 2021. Data gathered in April

15, 2020 (Burra et al., 2021) (a) and May 23, 2021 (Hernandez and Caetano-Anoll�es, ms. in

preparation) (b) are highlighted in the timeline and its analysis summarized in panel (D).

(B) Contour plot of temperatures taken 2 metres above Earth’s surface for the entire world

during the first wave of the pandemic (November 2019 to March 2020). Data was

extracted from the NCEP/NCAR reanalysis (v. 1) project and rendered online (Climate

Change Institute, University of Maine; climatereanalyzer.org). White circles represent

countries with substantial outbreaks (>10 cumulative confirmed deaths per million people)

as of April 15, 2020.With exception of Peru, Ecuador and the Dominican Republic, all country

outbreaks occurred in yellow or green-shaded contours with temperatures ranging 5–11 °C.
(C) A timeline of countries with substantial outbreaks (>10 cumulative confirmed deaths per

million people) showing COVID-19 spread massively in a 30°N to 60°N corridor of latitudes

during the first wave of the pandemic and then spread through a 30°S to 50°S corridor of

latitudes during the onset of the winter season of the Southern Hemisphere. Red circles are

countries exhibiting >300 confirmed deaths per million people as of November 15, 2020.

(D) Effect of temperature (Temp.) and geographical coordinates of Latitude (Lat.) and

Longitude (Long.) on number of cases and deaths worldwide normalized to account for

population differences of the 211 and 191 countries analysed in 2020 and 2021, respectively.

Correlations were considered significant when P-values were less than 0.05 and association

strengths had Pearson’s correlation coefficients r were higher than 0.1. (E) Seasonal

oscillations detected in 5 countries of the Northern Hemisphere (NH), USA, India, Russia,

France and the United Kingdom, and 5 countries of the Southern Hemisphere (SH), Brazil,

Argentina, South Africa, Peru and Chile. Average seasonal signals and 95% confidence

intervals are given in red and black shades for the two hemispheres, respectively.

Seasonal signals were detected in the time series of cases and deaths using an adaptive

one-dimensional time series analysis, the Ensemble Empirical Mode Decomposition

(EEMD) method.

Panel (E) data from Liu, X., Huang, J., Li, C., Zhao, Y., Wang, D., Huang, Z., et al. (2021). The role of

seasonality in the spread of COVID-19 pandemic. Environmental Research, 195, 110874.
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convection, circulation and biomass. The Earth’s 23.5° tilted axis and its elliptical

orbit around the sun make radiation strike the surface at different angles following

the ecliptic of the celestial sphere. This causes differences in solar energy that create

cyclic variations in temperature at daily and yearly levels. We note that temperature

also varies with differences in altitude and topographical surface. For example, con-

tinents are generally warmer than oceanic regions in the Northern Hemisphere, while

this reverses in the Southern Hemisphere tempered by the scarcity of land masses. If

temperature variation impacts the triangle of viral persistence, a viral pandemic of

COVID-19 proportions is expected to leave increasingly stronger worldwide sea-

sonal signatures as the disease progresses. In addition, since distance from the Equa-

tor measured as latitude is a strong predictor of temperature, any temperature effects

on seasonal behaviour detected by studying correlations of geographic coordinates

with epidemiological data should be strengthened. The same can be said with other

variables, such as elevation, which is correlated with UV radiation.

Indeed, initial studies during the first wave of the pandemic (Fig. 4A) suggested

temperature and humidity levels of geographical areas (countries, regions, cities)

were inversely related to epidemiological variables such as confirmed cases or

deaths, while latitude showed a positive relationship. In many instances however re-

sults were inconclusive. A GRADE tool analysis of 17 initial explorations (mostly

non-peer reviewed at that time) of data downloaded prior toMarch 1, 2020 (generally

much earlier) revealed that only 4 were low risk (Mecenas, Bastos, Vallinoto, &

Normando, 2020). Of these four, the only formally published study concluded that

weather factors alone could not explain variability of the viral reproductive number

in Chinese provinces or cities (Poirier et al., 2020). The meta-analysis suggested

warm and wet climates reduced COVID-19 spread but also highlighted the impor-

tance of controlling confounding variables. Other initial studies of epidemiological

variables were of significance. Demongeot, Flet-Berliac, and Seligmann (2020)

showed that higher temperatures decreased infection rates in both French adminis-

trative regions and in 21 countries spread throughout continents. An association anal-

ysis of temperatures of countries or regions with epidemiological variables collected

at the beginning of March 2020 and a time series predictive analysis with the Auto-

regressive IntegratedMoving Average (ARIMA) model showed COVID-19 speed of

contagion decreased with increasing temperatures. In addition, a focused study of

how weather parameters of temperature, humidity and rainfall affected disease inci-

dence ending March 2020 in Jakarta, Indonesia, revealed only average temperature

exhibited statistically significant associations (Tosepu et al., 2020). The use of a log-

linear generalized additive model to study cases and deaths in 166 countries with

March 27, 2020 data showed that a temperature increase of only 1 °C reduced the

number of daily reported cases by 3.08%, while a 1% increase in relative humidity

reduced the number of daily reported cases by 0.85% (Wu, Jing, et al., 2020). The

analysis concluded high temperature and humidity significantly affected COVID-19

epidemiological variables. Similarly, data from 429 cities also showed a negative

correlation between viral transmission and temperature, reporting that a 1 °C temper-

ature increase reduced the reported cases by 0.86% (Wang, Jiang, et al., 2020).
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Temperature, population age, and tourism were the most important factors affecting

COVID-19 risk measured with cases and deaths in 154 countries at the end of March

2020 (Yang & Lee, 2021). The study used a Pearson’s correlation matrix but also

modelled nonlinear associations of temperature and risk with random forest statisti-

cal methods. In contrast, Kassem (2020) reported the impact of temperature on cases

per million in 43 countries divided into three groups according to first time disease

introduction. There was only a slightly significant (P <0.1) inverse relationship in

only one of the groups.

While temperature and humidity were the initial focus, an analysis of 50 cities

worldwide with and without community spread as of March 10, 2020 showed com-

munity transmission was restricted to a 30°N to 50°N latitude corridor with consis-

tent weather patterns of 5–11 °C average temperatures combined with low absolute

humidity (Sajadi et al., 2020). Poole (2020) also observed a similar corridor spanning

25°N to 55°N latitudes. Indeed, a world temperature map showed countries with sig-

nificant COVID-19 outbreaks during the first wave of the pandemic (exhibiting

>10 cumulative deaths per million people as of April 15, 2020) were located within

a 30°N to 60°N latitude corridor in regions with 5–11 °C average surface tempera-

tures (Fig. 4B). Moreover, a timeline of countries with significant outbreaks

(>10 cumulative deaths per million people) describing how COVID-19 was advanc-

ing from China to the rest of the world for the most part of year 2020 shows that the

disease began spreading through a latitude corridor in the Northern Hemisphere

followed by one in the Southern Hemisphere (Fig. 4C). Almost half of outbreak

countries were in the Northern corridor, 40% of which showed >300 cumulative

deaths per million people as of November 15, 2020. A transition from the Northern

corridor to Southern latitudes began to occur at the beginning of April with outbreaks

in Peru and Ecuador (when temperatures started to lower in the Andean mountain

range), then Brazil (beginning with the elevated Sao Paulo) but reached the Southern

corridor in May and fully in June (when winter formally started in the Southern

hemisphere). We also explored the worldwide role of temperature and geographical

coordinates of latitude and longitude on epidemiological parameters for 211 coun-

tries at the peak of the first wave, April 15, 2020 (Burra et al., 2021). Both temper-

ature and latitude were significantly correlated to COVID-19 cases and deaths

with weak to moderate association values (Fig. 4D). Repeating the analysis during

the third wave, a year later, showed these associations were becoming stronger

(Figs 3 and 4D). This corroborates the impact of the geographical temperature-

latitude correlate on COVID-19 seasonal behaviour, which is likely associated with

the planetary effect of solar radiation. Thus, latitude, temperature and humidity

appeared important factors during the first wave of the pandemic, consistent with

the behaviour of a seasonal respiratory virus.

Given the strong temperature-latitude association we detected, COVID-19 sea-

sonality is likely related to planetary-level environmental effects of solar radiation

on viral transmission, directly through germicidal effects or indirectly through ‘phys-

iology’ effects (vitamin D-related or through other immune regulatory activities).

The low-energy infrared (IR) wavelengths transmit heat and could be responsible
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for germicidal effects of temperature. Laboratory studies have shown that high tem-

peratures and humidity levels shorten SARS-CoV-2 half-life in aerosols and other

media, with virus persistence dramatically decreasing with small temperature in-

creases (Chin et al., 2020; Matson et al., 2020; van Doremalen et al., 2020). The

high-energy ultraviolet (UV) wavelengths (especially the UV-C spectrum) could

have direct germicidal action on viral survival, as shown in laboratory experiments

(Heilingloh et al., 2020; Seyer & Sanlidag, 2020). The expectation that UV radiation

levels could be correlated with COVID-19 cases and deaths was recently fulfilled

(Karapiperis et al., 2021). A machine learning-based analysis of data from 12 coun-

tries distributed across latitudes with comparable economic and demographic indices

and epidemic surveillance statistics showed year-round UV radiation levels strongly

associated with incidence rates, more so than with other variables. Remarkably, time

series showed high UV levels depressed the number of cases in a hemisphere-related

manner. These types of studies link geographical to temporal effects of seasonality

and may lift some misconceptions about weather and seasonality (Carlson, Gomez,

Bansal, & Ryan, 2020) by providing new methods of hypothesis testing.

3.2 Temporal distribution approaches
While studies have shown that COVID-19 affects some geographical regions more

than others, a seasonal behaviour must also unfold with time in one location, with

cases waxing and waning with the seasons (e.g. measles and influenza in individual

cities; Fig. 1). This is particularly important because correlations often fail to portray

cause-and-effect relationships, especially in nonlinear dynamic systems where per-

sistent trends can often reverse with time or when drivers enslave specific responses

(Sugihara et al., 2012). Time series analysis provides the tools to dissect seasonal

cycles such as those of influenza (Deyle et al., 2016). Novel implementations of these

methodologies have been applied to modelling and forecasting of COVID-19 cases,

deaths and recoveries (e.g., Abotaleb & Makarovskikh, 2021; Barrı́a-Sandoval,

Ferreira, Benz-Parra, & López-Flores, 2021; Gecili, Ziady, & Szczesniak, 2021).

However, seasonal oscillation signatures derived from time series are expected to

be weak at the start of a pandemic but stronger as infections reach a seasonal endemic

equilibrium. While such transition has been recently modelled across a range of

immunity durations and demographic and social-mixing structures (Li, Metcalf,

Stenseth, & Bjørnstad, 2021), there is no clear understanding of important season-

ality factors (Smit et al., 2020). Liu et al. (2021) however recently extracted weak

seasonal signals embedded in confirmed COVID-19 cases and deaths (as of

December 31, 2020) in sets of five countries of the Northern and Southern

Hemispheres. Using the Ensemble Empirical Mode Decomposition (EEMD), a

method widely used in image processing and geophysical, financial and biomedical

applications (Colominas, Schlotthauer, & Torres, 2014), the spectral analysis-based

Hilbert-Huang transform decomposed (partitioned) multidimensional signal in the

time series into different intrinsic ‘mode’ functions along with a trend. Systematic

introduction of ‘white’ noise series to the original data followed by decomposition
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in iterative steps allowed to obtain ensemble means of the mode functions for signal

extraction. Remarkably, the signal curves showed COVID-19 cases and deaths were

higher in colder climates and seasonality more pronounced at higher latitudes in an

hemisphere-related sinusoidal pattern (Fig. 4E). This provides further confirmation

of the seasonal behaviour of COVID-19.

4 Viral genomic make up and seasonality
RNA viruses are considered the most common aetiological agents of human disease.

They represent 25–44% of all human pathogens, rivalling noxious bacteria (Jones

et al., 2008). They trigger important pandemics such as those caused by the

interspecies-transmitted Chikungunya and Zika viruses, while also embodying

highly communicative zoonotic pathogens such as Ebola and Influenza A. RNA vi-

ruses exhibit exceptionally short generation times, high infection rates, and high

levels of mutation and recombination, all leading to high genetic variability, rapid

genome evolution, wide host range, enhanced virulence, evasion of host immunity,

and increased resistance to antivirals.

RNA viruses have genome sizes ranging 2–32kb, with sizes inversely propor-

tional to mutation rates (Sanjuán & Domingo-Calap, 2016). RNA viruses make

up 4 out of the 7 groups of the ‘Baltimore classification’ (see Glossary), which or-

ganizes viral genomes according to pathways used for mRNA synthesis (Baltimore,

1971). These groups include double-stranded RNA (dsRNA), positive sense

single-stranded RNA (plus-ssRNA), and negative sense single-stranded RNA

(minus-ssRNA) viruses and one of the two groups of RNA transcribing viruses,

the single-stranded RNA viruses with DNA intermediate (ssRNA-RT). RNA viruses

can be enveloped or nonenveloped with icosahedral, icosahedral nucleocapsid,

helical nucleocapsid, or multilayered capsid virion morphologies. Genomes can

be unsegmented, segmented, bi-segmented or tri-segmented. Such structural and

functional diversity also translates into a wide diversity of life cycle strategies.

Coronaviruses belong to the order Nidovirales, a group or enveloped viruses with
plus-ssRNA genomes that are capped and polyadenylated (Coronaviridae Study

Group, 2020). Their genomes serve as mRNAs, which are directly translated into

a functional proteome in the cytoplasm upon viral entry. Genomes also serve as

templates for replication, folding into complex assemblies with modified cell

membranes to construct scaffolds for replication, transcription and translation.

The Nidovirales group expresses structural proteins coded in the 50 region of the ge-
nome separately from the rest through sub-genomic mRNA.

Coronaviruses harbour the largest known non-segmented RNAgenomes reported to

date (�26–32kb in length), a property that arises from evolutionary expansive trends

that are unfolding in theNidovirales (Lauber et al., 2013). Large genomes result in large

proteome repertoires of �30 proteins of large size, many with published atomic struc-

tures. The genome and proteome of SARS-CoV-2 is a clear example (Fig. 5A). Note

however that the SARS-CoV-2 genome coding capacity has been established with
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FIG. 5

The coronavirus proteome and protein intrinsic disorder (PID). (A). A diagram describing the

SARS-CoV-2 genome and the corresponding proteome illustrated with models of molecular

structure for its typical 29 non-structural, structural and accessory proteins. (B) Mapping

PID with the IUPred2 algorithmic tool along the ORF1 and ORF2 predicted amino acid

sequences, which encode overlapping polyproteins (pp1a and pp1ab) that cleave into

16 non-structural proteins (NSPs) of the SARS-CoV-2 reference (Wuhan) genome. Disorder

scores above 0.5 indicate significant PID levels. Only the hypervariable region (HVR) of the

large NSP3 papain-like protease scaffold shows significant PID. (C) Scatterplots showing

the relationship betweenmean disorder and average abundance of structural domains defined

at SCOP family level identified using HMMER in 6044 viral proteomes. Nidovirales, especially

the Coronaviridae family, showed proteomes with significantly low levels of PID.



ribosome-profiling techniques and that a complement of 23 unannotated viral ORFs

were identified that add to proteome complexity (Finkel et al., 2020). Coronaviruses

adapt to host environments by relying on the low fidelity of a replication complex,

which assembles around the NSP12 RNA dependent RNA polymerase with its extra

N-terminal β-hairpin domain in interaction with an hexadecameric complex of disor-

dered NSP7 and NSP8 primase cofactors (Gao et al., 2020; Kirchdoerfer & Ward,

2019). Coronaviruses also adapt to external environments by modulating flexibility

of regular protein structure, such as the case of the structural transmembrane spike

(S) protein, and by minimizing protein intrinsic disorder (PID) of the unstructured

regions of their proteins (see definition in Glossary), especially modulating PID of

the structural nucleocapsid (N), membrane (M) and envelope (E) proteins (Goh,

Dunker, Foster, & Uversky, 2020a, 2020b, 2021; Tomaszewski et al., 2020). The

flexibility of proteins is an intrinsic molecular property of regular structure present

in helices and strands or in irregular motifs such as loops. This flexibility is necessary

for the proper establishment of molecular functions. Protein flexibility of the spike

(S) protein has been shown to have been enhanced by the widely distributed D614G

mutation that unfolded early during the first wave of the pandemic. The coronavirus

spike is a trimer of highly glycosylated S-protein protomers, each harbouring an

N-terminal S1 subunit sequence with an N-terminal domain (NTD) and a receptor-

binding domain (RBD) and a C-terminal S2 subunit holding a ‘fusion’ region with

fusion peptide (FP) and internal fusion peptide (IFP) sequences, 2 heptad repeat

(HR) sequences, and a transmembrane (TM) domain (see Glossary). The subunits

are processed by host proteases upon viral entry. In silico modelling of the S-protein

suggests the D614G mutant variant breaks a D614-T859 side chain hydrogen bond

between the neighbouring S1 and S2 subunits of pairs of the three protomers of the

spike, thereby enhancing flexibility and modifying their interactions (Korber et al.,

2020). A more recent conformational dynamics study of the spike glycoprotein using

cryo-EM showed D614G is heavily involved in the interaction with residues K854,

K354 and Y837 of the fusion peptide (FP) region through side-chain atoms, contribut-

ing to linkage and/or allostery between the S1 and S2 subunits of neighbouring

protomers (Xu et al., 2021). Flexibility and its associated molecular functionalities

are also endowed by PID in regions lacking significant constraints on internal degrees

of freedom of the polypeptide chain typical of fixed three-dimensional (3D) structure

under native cellular conditions (Dunker, Brown, Lawson, Iakoucheva, & Obradovi�c,
2002). These regions are highly dynamic and exhibit conformations that resemble either

random-coils, molten globules or flexible linkers. Low PID is responsible for the

rigidity of the coronavirus shell and the tropism-delimited transmission (respiratory

or orofecal) mode of the virus (Goh et al., 2020b). PID has been proposed as a player

in a pangolin-mediated spread of an attenuated human SARS-CoV-2 precursor that pre-

ceded the COVID-19 pandemic (Goh et al., 2021). Remarkably, SARS-CoV-2 retains

the flexibility of the respiratory mode while enhancing the environmental resilience of

the virion for efficient dispersion (Goh et al., 2020b). Fig. 5B illustrates the very low

PID levels that we recently detected in the proteome of SARS-CoV-2 (Tomaszewski

et al., 2020) with an analysis of ORFs encoding non-structural proteins (NSPs).
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Remarkably, these low PID levels are not only a rigidity property of coronaviruses

alone but of the entire Nidovirales group. A global analysis of 6044 viral proteomes

showed levels of mean intrinsic disorder were less than 0.2 for the proteomes of the

Nidovirales (Fig. 5C).
In Section 4, we focus on possible molecular culprits of seasonal behaviour. We

study the variants of the SARS-CoV-2 proteome encoded in thousands of genomes

sampled during the first wave of the pandemic. Analysis reveals that a number of

molecular regions associated with clades and the highly infectious ‘variants of con-

cern’ (VOCs; see Glossary) that arose in later waves are located in PID regions we

initially identified that are necessary to sustain the structural integrity of virion struc-

ture. We also show that the N-terminal domain of the S-protein, which decorates the

outer shell of the virion particle (crowning its ‘corona’ appearance), contains a

galectin-like structure. Tracking the prevalence of mutations in this structure follows

a seasonal pattern. We propose the galectin-like structure is a frequent target of

mutations because it helps the virus evade or modulate physiological responses of

the host to further its spread and survival. We end by suggesting that these regions

are good molecular candidates for sensors of environment and physiology.

4.1 Mutational change in rapidly expanding viral populations
Viruses in general and RNA viruses in particular are considered an ideal system to

study evolution because of their high error rates of replication, large populations, and

short multiplication times (Manrubia & Lázaro, 2006).

RNA viruses have mutation rates of about 10�3 to 10�6 misincorporations per

nucleotide in each replication round, orders of magnitude higher than the typical

10�6 to 10�8 observed for DNA viruses (Batschelet, Domingo, & Weissmann,

1976; Sanjuán & Domingo-Calap, 2016). This means that each newly synthesized

viral genome will carry an average of one to two mutations when aligned with

the parental sequence, matching known error rates of 1.1 nucleotide deletion/substi-

tution per genome per round of replication (Drake, Charlesworth, Charlesworth, &

Crow, 1998). We note that substitution rates are not only raw measurements of

genetic changes (point mutations, insertions, deletions, rearrangements) occurring

in a genome but also depend on the generation time and viral population sizes,

not to mention consideration of fitness. There are three main reasons for high mu-

tation levels: (1) copying errors during the viral replication process, (2) recombina-

tion in the viral genome, and (3) host-induced RNA editing systems. In RNA viruses,

high mutation rates largely arise from their RNA-dependent RNA polymerases lack-

ing proofreading activity, which allows them to adapt to environmental changes

(Domingo, 2002). In addition, single-strand RNA viruses such as coronaviruses

are more prone to mutations than double-strand genome viruses as single nucleic acid

strands are more susceptible to chemical damage and oxidative deamination

(Seronello et al., 2011). Higher mutation rates enable viral adaptation to be faster

over time (Berngruber, Froissart, Choisy, & Gandon, 2013). However, not all muta-

tions are adaptive and helpful; most of the mutations reported in RNA viruses are
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deleterious and hinder their viability (Johnson & Barton, 2002). This puts RNA vi-

ruses close to an ‘error threshold’ of too many deleterious mutations for successful

persistence (Domingo, Sheldon, & Perales, 2012). Remarkably, coronavirus proof-

reading abilities are crucially enhanced by the 30-to-50 exonuclease domain of the

NSP14 protein (Minskaia et al., 2006), which increases 12- to 15-fold template copy-

ing fidelity (Eckerle et al., 2010) and enables both genome expansion and mutation

robustness (Smith & Denison, 2013). Genetic recombination and genomic reassort-

ment also contribute to viral diversity and emergence of new phenotypes. In recom-

bination, two or more segments from two different parental genomic molecules

combine and produce a new mutant or recombinant phenotype that may be more

pathogenic and virulent than the parental molecules (Posada, Crandall, & Holmes,

2002). Recombination may accelerate viral evolution, but more research is needed

to evaluate the exact role it plays (Rhodes, Wargo, & Hu, 2003). Genomic reassort-

ment occurs in tripartite genomic RNA viruses like influenza in which new variants

arise after the simultaneous entry of two or more different viruses into a host cell

(Vijaykrishna, Mujerki, & Smith, 2015). Recombinants produced by genetic recom-

bination exhibit new properties that can significantly enhance viral diversity (Earn,

Dushoff, & Levin, 2002). In fact, the high recombination rates of RNA viruses are

directly associated with their virulence (Khatchikian, Orlich, & Rott, 1989), the host

range (Gibbs & Weiller, 1999), host immunity (Malim & Emerman, 2001), and

resistance to antivirals (Nora et al., 2007).

While mutation frequency determines genetic variations in a viral population and

speeds up viral evolution (Sanjuán & Domingo-Calap, 2016), mutational robustness

is dependent on population size and how viruses manage the detrimental effects of

mutations. While most random mutations (approximately 40%) are lethal, deleteri-

ous mutations that are non-lethal (approximately 30%) lead to a reduced effective-

ness of the virus (Sanjuán, Moya, & Elena, 2004) or can have positive effects, as has

been reported in bacteriophage φ6 (Burch & Chao, 2004), vesicular stomatitis virus

(Sanjuán et al., 2004), and HIV-1 (Bonhoeffer, Chappey, Parkin, Whitcomb, &

Petropoulos, 2004). However, beneficial mutations may occur if the environment

changes rapidly, if a multiplicity of ecological niches are present, or if other factors

adding to the viral mutational landscape enhances novelty generation, including rear-

rangement/recombination, changes in genome size, host-encodedmodifiers, and rep-

lication mode (Sanjuán & Domingo-Calap, 2016). Regardless of how viruses

manage mutations, changes in population size can influence the frequency of a given

mutation and the identity of the viral population as a whole. For example, small

populations let genetic drift cause stochastic fixation of mutations in sequences that

are conserved and are present in the parental genome. Because most of the progeny

will acquire these mutations, the identity of the population is maintained, very much

as it occurs in higher organisms. In other words, a small population size guarantees

‘survival of the fittest’ by competition and natural selection of the best-adapted var-

iants among a limited number of genomes (Earn et al., 2002). When populations are

large, a swarm of genetic variants revolving around a consensus sequence is formed

in a phenomenon known as ‘the survival of the flattest’ (Lauring & Andino, 2010).
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Here, viruses with larger numbers of variants are retained, limited only by the ‘error

threshold’ and the catastrophic possibility of viral extinction. Viral identity is lost

and replaced by a ‘quasispecies’, a group of different variants that show genetic

linkage through mutation, have shared functions, and collectively contribute to

the characteristics of the population.

4.2 A structuring quasispecies as paradigm of viral mutational
change
For the last 30 years, the quasispecies concept provided a population-based frame-

work to elaborate viral evolution, especially that of RNA viruses (Lauring &Andino,

2010). Although this framework is based on classical population genetics, its main

objective is to explain the results of error-prone replication, describe viral evolution-

ary dynamics, and test predictions in model organisms (Domingo et al., 2006). As it

is clearly evident from tracking the expanding COVID-19 pandemic with millions of

viral sequences (all publicly available in the GISAID viral data repository), the single

reference sequence (accession NC_045512.2, version March 30, 2020; previously

‘Wuhan seafood market pneumonia virus’) rapidly transformed into a cloud of

diverse amino acid variants in each and every host, which can be described using

accepted nomenclature from the Human Genome Variation Society—for example,

the first major and now universal variant D614G of the spike makes explicit that

a glycine (G) has substituted an aspartic acid (D) in site 614 of the reference sequence.

These variants are organized around that ‘master sequence’, which in our case repre-

sented the original viral infection that jumpstarted the pandemic. Indeed, initial

SARS-CoV-2 mutations recurrently resulted in genetically related variants that as-

sembled into phylogenetic groups with common origin, i.e., clades, all unified by a

single origin (root) in a phylogenetic tree (see Glossary) meticulously tracked by for

example the GISAID repository (Elbe & Buckland-Merrett, 2017). Fig. 6 shows an

example maximum likelihood tree reconstructed from 3615 sampled genomes using

the Nextstrain online system (Hadfield et al., 2018) with groups labelled as either

GISAID clades or emerging VOCs. So far, variants have been clustered into ten

clades: L, S, O, V, G, GH, GR, GV, GRY (Mercatelli & Giorgi, 2020) and GK. Clade

L arose in Wuhan and dominated SARS-CoV-2 spread prior to January 2020, a time

when clades S and O appeared. Clades V and G appeared at the middle of January

2020, followed by clades GH, GR appearing at the end of February, clades GV and

GRY appearing in June and September 2020, respectively, and clade GK appearing

in October 2020. While clades L, V and S are becoming extinct, clades G, GH, GR,

GV, GRY and GK embody the current genomic makeup of the virus (Singh, Pandit,

McArthur, Banerjee, & Mossman, 2021). This makeup is now producing VOCs that

are structuring in more complex ways the viral quasispecies. To illustrate, note how

the subtree defining the GK clade that embodies VOC delta embeds viruses from

other clades (mostly GRY and GV), suggesting an important role of horizontal

processes of genetic exchange such as recombination (Fig. 6). This questions the

suitability of using phylogenetic trees without reticulations to describe this new
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FIG. 6

The mutational landscape of the SARS-CoV-2 virus. A maximum likelihood phylogenetic tree of 3615 genomes sampled frommore than a million GISAID worldwide

sequences between December 2019 and September 2021 obtained from Nextstrain (https://nextstrain.org) shows groups of taxa (leaves of the tree indicated with

circles) labelled as either GISAID clades or emerging variants of concern (VOCs) and their origins along branches of the trees. Proportions (given as smoothed

percentages) of genomes holding major emerging VOCs along the evolutionary timeline is shown above the trees. The timeline of clades and VOCs and their

signature mutations (listed on the right) show three successive phases driven by proteome flexibility and rigidity, environmental sensing, and vaccine-driven

immune escape. Variants coloured in grey, blue and purple are linked to the three successive drivers, respectively. Variant lists of VOCs do not include the 4-variant

D614G haplotype nor the N-protein R203K and G204R mutations, which are widespread in all VOCs. See Bernasconi, Mari, Casagrandi, and Ceri (2021) for a

‘lineage directory’ of markers with changes in more than 75% of sequences.

https://nextstrain.org


diversification process. In fact, a recent analysis of mutations in SARS-CoV-2 ge-

nome sequences in the United States appear to suggest that mutations are being ac-

cumulated and sequences convert to VOCs through serial ‘super spreader’ founder

events in a sea of mutational bursts (Tasakis et al., 2021). Similarly, the rise of VOCs

appears to coincide with a major global shift in the selective landscape that involves

convergence between lineages (Martin et al., 2021).

An increasing body of molecular evidence suggests we are witnessing major ep-

isodes of structuring of the evolving SARS-CoV-2 quasispecies. These episodes can

be identified by studying the accumulation of sets of highly prevalent variants, which

we here call ‘markers’. These markers recurrently combine with a highly diverse set

of other variants of the master sequence. This marker-linked ‘cloud’ of variant com-

binations define a mutational landscape that the virocell explores to optimize. Fig. 6

dissects possible diversification mechanisms by showing a timeline of clades and

VOCs together with their most characteristic marker mutations. Based on these

markers, we elaborate a sequence of structuring episodes triggered during different

phases of the pandemic by: (i) enhancing viral survival through a careful balance of

protein flexibility and rigidity, (ii) facilitating viral sensing of the environment as

winter approached the Northern Hemisphere, and (iii) evading vaccines and thera-

peutics that were massively introduced at the beginning of year 2021. This last phase

involves strategies of ‘immune escape’ (see Glossary), i.e., the search of mutants that

override the innate and adaptive immunity mechanisms of the host. The next subsec-

tions will provide genomic evidence to support our contentions.

4.3 The mutational landscape of evolving SARS-CoV-2 viruses
A vast body of literature has been amassed describing the millions of SARS-CoV-2

genomes that have been sequenced so far. These efforts have been abundantly

reviewed (e.g. Harvey et al., 2021; Huang, Yang, Xu, Xu, & Liu, 2020;

Majumdar & Niyogi, 2021; Singh et al., 2021). Many mutations have been studied

in different viral proteins that might affect viral replication, transmissibility, and vir-

ulence. One clear example has been themutations of the S-protein of the spike (Harvey

et al., 2021; Huang et al., 2020), but also of the nucleocapsid protein, the N-protein.

Prompted by the initial arrival of COVID-19 to the United States, we developed

an entropy-based algorithm to explore the mutational landscape of the SARS-CoV-2

virus (Tomaszewski et al., 2020), which detected 27 high-entropy mutations at the

amino acid level in an initial set of�25,000 genomic sequences retrieved on May 7,

2020 from the GISAID worldwide repository (Table 2). Our method uses Shannon

informational entropy to describe the amount of variation existing in discrete per-

location nucleotide or amino acid composition data. We used it to quantify popula-

tion diversity and selection with two independent state variables, as suggested and

tested with H3N2 influenza by Pan and Deem (2011). The first variable uses muta-

tional entropy as a measure of molecular biodiversity, being maximal for example

when all amino acids in an amino acid site of the sampled viral proteomes are equally

represented. Entropy is zero when only one amino acid overtakes that site
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Table 2 The SARS-CoV-2 mutational landscape at the peak of the first wave of the pandemic.a

Protein Site Entropy Δb Str Location Region IUPred2 Anchor2

M 175 –0.136 loop surface ordered 0.2167 0.2647

N 13 0.050 loop surface disordered 0.8781 0.9749

193 –0.073 loop surface disordered 0.7912 0.4214

197 –0.064 loop surface disordered 0.8158 0.4259

203 0.157 loop buried disordered 0.7573 0.5969

204 0.143 loop buried disordered 0.7605 0.621

S 614 –0.220 loop surface ordered 0.1266 0.3609

NSP1 75 –0.016 loop surface ordered 0.3184 0.4256

NSP2 85 0.055 loop surface ordered 0.0771 0.261

212 –0.120 loop surface ordered 0.2748 0.2408

559 –0.151 loop surface ordered 0.1921 0.345

585 –0.163 loop surface ordered 0.4245 0.4187

NSP3 58 –0.101 helix surface ordered 0.0414 0.2217

153 –0.020 loop surface disordered 0.8074 0.9536

NSP4 308 –0.071 loop surface TM 0.0004 0.0003

NSP5 15 0.114 helix surface ordered 0.0813 0.0843

NSP6 37 –0.121 loop surface ordered 0.0003 0

NSP12 323 –0.222 helix surface ordered 0.0137 0.0299

NSP13 504 –0.226 loop surface ordered 0.115 0.4329

541 –0.231 loop surface ordered 0.3053 0.3068

3a 13 0.082 loop surface ordered 0.0587 0.029

57 0.066 helix pore TM 0.001 0.0014

196 –0.072 loop surface ordered 0.115 0.2522

251 –0.217 loop surface disordered 0.4703 0.4235

8 24 0.105 helix surface ordered 0.0395 0.004

62 –0.015 loop surface ordered 0.1635 0.0205

84 –0.259 loop surface ordered 0.0405 0.0098

aAn examination of relative entropy delta values and the structure (Str: loop, helix, strand), location (surface, buried, pore) and region [ordered, disordered,
transmembrane (TM)] involving mutation sites are provided together with IUPred2 scores of intrinsic disorder and Anchor2 estimates of binding propensity. IUPred2
and Anchor2 scores above 0.5 support significant intrinsic disorder and binding energy of that amino acid site, respectively. Data from Tomaszewski et al. (2020).
bNegative values of relative entropic delta imply entropy reversals that result in increased fitness and trends towards fixation. Positive values imply entropy expansion
fostering trends towards site diversification. Rows in bold are sites that have been confirmed as positively selected and exhibiting population level expansions as of
March 2021 (from table 2, Singh et al., 2021).



(suggesting fixation) and its value increases when mutations are diluted in the viral

cloud. The second variable is a relative measure of entropy, ‘relative entropy delta’,

which measures selection pressure by comparing viral diversity at two different time

points of a time series. Entropy reversal trends suggest mutations are positively

selected to enhance fitness while entropy expansions suggest other evolutionary

forces are at play. We note entropy expansions are expected to precede reversals

since they generate novelties which are then culled in a reversal phase.

Out of the 27 high-entropy mutations identified, 19 were entropy reversals

(Table 2). Five of these have been confirmed as positively selected and exhibiting

population level expansions (as of March 2021; Singh et al., 2021). Another 4 pos-

itively selected mutations were associated with the PID-rich serine/arginine-rich

linker of the N-protein, R203K and G204R, and the viroporin protein encoded by

ORF3a, Q57H and G251V. They were in either entropic expansion or reversal

modes, respectively. Most of 27 high-entropy mutations were located on the surface

of the molecules once mutations were traced onto three-dimensional atomic models

(Tomaszewski et al., 2020). The only exceptions were the R203K and G204R mu-

tations of the N-protein, which were buried, and the G57H mutation of the ORF3a

viroporin, which was located on an internal transmembrane domain. Remarkably,

seven of the high-entropy mutations were located on PID regions of significant dis-

order of the N-protein, the NSP3 papain-like protease, and the ORF3a viroporin

(Table 2). Three of these were positively selected.

Our analysis identified the well-known D614G mutation of the S-protein had co-

ordinated entropic trends with the P323L mutation of the NSP12 polymerase that

mediates viral replication. The D614G mutation, which is already fixed worldwide

in the current viral population, was part of a haplotype of four mutations altering the

S and NSP12 proteins, 50 UTR, and silently the NSP3 papain-like protein (F106F)

during the first wave. This haplotype defined the G-clade that originated in China

and was established in Europe in the middle of January 2020 following its first report

in Germany (Korber et al., 2020; Phan, 2020). A time series of variant appearance

revealed that the D614G and P323L haplotype marker of the G-clade had spread

through continents during the January-April period of the first wave visualized

through genomic analysis of the thousands of sequences we had available at the time.

The haplotype is believed to have increased infectivity (Becerra-Flores & Cardozo,

2020; Korber et al., 2020), and as previously discussed, to have enhanced protein

flexibility (Korber et al., 2020).

We also revealed accumulation of high-entropy variants enhancing flexibility in

PID regions and other regions that were of interest. The N-protein plays critical roles

in maintaining viral structure and viability once the virus enters the cell, helping viral

replication, transcription and packaging (e.g. Woo, Lee, Lee, Kim, & Cho, 2019).

The N-proteins holds two major RNA-binding domains, an N-terminal domain

(NTD) and a C-terminal domain (CTD) connected by a central serine/arginine-rich

linker and flanked by terminal sequences. We found these linker and terminal

sequences were PID regions and their contribution to the entire molecule made
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the N-protein a ‘highly disordered’ molecule. All identified high-entropy mutations

(Table 2) occurred in loop regions of the N-terminal and linker PID regions. Two

particularly important mutations were in the linker, R203K and G204R, which were

already present in January but later defined the GR-clade that appeared late February

and the GRY-clade of September. Their high Shannon entropy values of �0.8 sug-

gested a coordinated active exploration of these two mutation sites for novel geno-

types, which was later reflected by its worldwide spread through clades GR and GRY

later in year 2020 and in VOC delta in 2021 (Fig. 6). In fact, the terminal and linker

PID regions flanking the high-entropy mutations we detected were particularly

targeted by major VOCs alpha and delta. This strongly suggests PID flexibility is

providing an important functionality to the SARS-CoV-2 molecules. Three more

focused studies revealed a coordinated mutational push associated with the

N-protein that followed that of the S-protein. Ye, West, Silletti, and Corbett

(2020) identified 10,983 amino acid substitutions in 38,318 genome sequences of

SARS-CoV-2 N-protein retrieved June 3, 2020, prior to the appearance of the

GRY clade. Remarkably, 94% of mutations localized to the linker and terminal

regions, with 9567 of them located in the central serine/arginine-rich linker. Simi-

larly, Rahman et al. (2021) analysed 61,485 sequences of the N-protein retrieved

on July 17, 2020 (prior to the appearance of clade GRY) to study the functional roles

and structural importance of amino acid sites in diagnosis and vaccine development.

They detected 1,034 unique mutations, a third of which occupied primer binding

sites used in PCR diagnostic reactions. A group of 684 amino acid substitutions

in 317 positions revealed that only 165 targeted the NTD and CTD RNA bind-

ing domains while the rest were located in the disordered linkers and terminal

sequences. Troyano-Hernáez, Reinosa, and Holguı́n (2021) retrieved 105,276 geno-

mic sequences available in September 2020 and studied mutations in all structural

proteins of SARS-CoV-2. Despite extremely high conservation of structural proteins

(>99%), they found 291, 142, 2,671 and 890 mutational changes in the M, E, S and

N proteins, all of which were targeting 74–89% of available amino acid sites. Rates

of 1.76, 2.18, 2.35 and 2.5 mutations/site for the M, E, S and N proteins, respectively,

showed significant mutational targeting of the nucleocapsid components of the

virion. The study also displayed the centrality of the D614G mutation of the

S-protein, with a prevalence of 81.5%, and of the linked R203K and G204R muta-

tions of the N-protein, with a prevalence of 37%. This showed these central

flexibility-driven mutations were widely circulating before the emergence of VOCs

in October 2020 (Fig. 6). These protein flexibility-driven heterogeneities that are

becoming established with time are expected. They embody diverse ‘quasispecies’

dynamic behaviours unfolding in the presence of extreme genetic variation

(Domingo et al., 2002) that followed the first wave of the pandemic. However,

further studies are required to explore the precise mechanism and functional role

of nucleocapsid PID regions that are selectively targeted by mutation/deletions

in replication and viral pathogenesis. These deletions may influence the tertiary

structure and function of the protein and subsequently affect virus-host interaction,

immune modulation, and the pathogenic nature of the virus (Phan, 2020).
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The N-protein and other high-entropy mutations established likely pathways of

significant mutational change associated with protein flexibility and disorder

(Tomaszewski et al., 2020), some of which are currently being used over a year later

by widely distributed VOCs (Fig. 6). VOC alpha markers D3L and S235F and VOC

delta markers D63G, R203M and D377Y are all located in PID regions highlighted

by our initial high-entropy mutants. The large NSP3 papain-like protease that initi-

ates cleavage of the non-structural ORFs exhibited a high-entropy mutation (P153L,

listed in Table 2) that targeted the N-terminal PID-rich hypervariable region (HVR)

of the molecule (Fig. 5B). This PID region now holds marker T183I for VOC alpha.

Similarly, the flexible ORF3a and ORF8 accessory viroporin proteins showed

high-entropy mutations in regions that embody markers for VOC alpha, gamma

and delta, including the S26L mutation in a 50-terminal disordered tail of the ORF3a

viroporin and mutations Q27STOP, Y73C, and R52I of the 50 terminal region of the

ORF8 viroporin we previously identified as significant.

While the search for variants that would modulate protein flexibility and rigidity

continued over time, the remarkable appearance in the middle of 2020 of a number of

markers in clades GV and GRY (labelled in blue) that were located in the N-terminal

NTD region of the S-protein suggested a different mutational landscape was also

unfolding (Fig. 6). These markers included A222V and three deletions, H69del,

V70del, and Y144del. Later on, VOC alpha expressed two additional related

deletions (H69-V70del and Y145del) and VOC delta added the terminal T19R

marker. These and many other NTD-associated markers appeared as the pandemic

was again approaching winter in the Northern Hemisphere. The S-protein has a sol-

vent exposed region that mainly holds the NTD and RBD domains of the S1 subunit,

and a buried region comprising the transmembrane region of the S2 subunit, which

associates predominantly with the lipid bilayer of the capsid (Fig. 7D). In proteins

there is a continuum between rigidity, flexibility and disorder, which has been only

recently characterized (Akhila et al., 2020). A simple exploration of PID levels how-

ever already shows the S-protein is a significantly rigid structure (Fig. 7B). The

N-terminal S1 subunit was less ordered than the transmembrane S2 region, with

scores ranging from 0 to 0.3. The Anchor2 algorithm of IUPred2 predicted binding

regions based on sequence, identifying segments that had the capacity to gain energy

by interacting with a globular partner protein. Two segments of the NTD had such

binding properties, flanking the central domain structure. Some significant muta-

tions occurred in the more flexible subtending region, such as L18F, T19R and

H69_V70del. We also traced the location of some significant variants onto a crys-

tallographic atomic model of one of the three S-protein monomers of the spike

(Fig. 7D). Most mutations were located on the surface of the molecule, including

those in the NTD region, which localized to loops of its 13-stranded 3-layered

β-sandwich galectin fold structure with two antiparallel β-sheets stacked against each
other through hydrophobic interactions (Peng et al., 2012). While RDB carries the

central role of binding to Angiotensin Converting Enzyme 2 (ACE2) on the host

cells, NTD appears to have a binding role related to immune responses that is

uncertain but likely associated to temperature and environment. While RBD is
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FIG. 7

Therigidyet flexiblestructureof theviralspike. (A)Adiagramdescribingthedifferent regionsof the

S-protein molecule, including their lengths in amino acids. SP, signal peptide; NTD, N-terminal

domain; RDB, receptor-binding domain; RBM, receptor-binding motif; CS, cleavage site; FP,

fusion peptide; IFP, internal fusion peptide; HR1, heptad repeat 1; HR2, heptad repeat 2; TM,

transmembrane domain; CT, cytoplasmic tail. (B) The S-protein is a significantly rigid structure.

MappingPID(redline)andgain-lossofbindingenergy(blue line)with IUPred2alongtheS-protein

sequence shows the protein is highly ordered with scores<0.3–0.4 in the N-terminal S

subunit that holds theNTDandRBDdomains. Disorder scores above 0.5 indicate significant PID

levels and proteins with 0–10%of PID residues are considered ‘highly ordered’ (the S-protein has

none). Significant variantmarkers are indicated,whichusually coincidewithmore flexible regions.

(C) The S-protein is given in the context of the spike homotrimer described with an atomic model

(PDB entry 6vxx). Chain A is highlighted with its differently coloured NTD and RBD domains.

Top views of the spike complex are shown in the bottom in closed (resting state; PDB entry; 7df3)

and open (ACE2 triggered; PDB entry 7dk3) states. Note that only one of the three S-proteins has

the RBD upward conformation exposing the S2 subunit of a different protomer. The T478K

mutation of the RBM is shown to highlight its external loop location. (D) Representativemutations

are mapped onto a crystallographic atomic model of one of the three protomers of the spike

(PDBentry6vxx).Themodel isdisplayed incartoon (ribbon) formatwith thepolypeptidevisualized

fromthe topof thecoronaviruscrown(slightly tiltedwhencomparedto the topviews inpanelC)and

showing the tripartite structure of the spike monomer. The NTP, RDB and membrane bound

domains coloured in light sea green, light green and blue are clearly evident. Note that the signal

peptide (SP) andsomesmall segments aremissing in themodel. The inset showsacompleteNTD

model obtained with I-Tasser by the Zhang lab (GenBank: QHD43418.1) displaying the SP and

N-terminal region of the domain, with locations of most important mutations highlighted.



immunodominant (i.e. is the preferred epitope), changes in the NTD region alter

antigenicity (reviewed by Harvey et al., 2021). In fact, an ‘NTD supersite’ consisting

of NTD residues 14–20, 140–158 and 245–264 is involved in antibody neutralization
by inhibiting conformational changes or interactions with auxiliary receptors of its

structurally plastic structure. NTD is also central from an evolutionary perspective.

An analysis of ‘evolutionarily important’ residues of the S-protein detected by

sequence conservation showed they were concentrated in two domains, the NTD

and the RBD, both of which had a role of host cell binding in a number of related

viruses (Saputri et al., 2020). While many evolutionarily important residues were

detected in NTD, suggesting an involvement in host receptor binding, the study

showed ‘importance’ correlated with structural flexibility. Remarkably, all atom

molecular dynamics simulations of the SARS-CoV-2 S-protein revealed protein

flexibility was dependent on external temperature (Rath & Kumar, 2020). In the sim-

ulations, the RBD was less mobile than the NTD, with flexibility limited mostly to

the receptor binding motif. Increasing temperature made a number of charged polar

amino acid residues on the top layer of the more flexible NTD less solvent exposed.

These residues involved loops delimited by the N-terminal β-strand, β8-β9, β9-β10
and β14-β15, which harbour most mutations highlighted in Fig. 7D (including the

inset). Similarly, increases in temperature closed the flexible binding motifs of

the RBD in the trimer, which are usually in an open conformation. This conformation

sealed the visibility of the trimeric pore when visualized from the top of the spike,

burying the receptor binding residues necessary for contacting the ACE2 receptor.

Thus, temperatures above 40 °C resulted in the inactivation of the spike, possibly

in a reversible manner and without loss of secondary structure. The combination

of mobile rigid elements encompassed by deformable regions that act as hinges

may be the mechanism behind this environmental modulation. Given these results,

the putative binding properties of NTD are likely to have a regulatory role related to

environmental responses, which we here sought to confirm.

Finally, the significant appearance in clade GRY of the N501Y mutation (Fig. 6)

revealed the early accumulation of a marker in one of the six key contact residues of

RBD shown to increase both ACE2 receptor affinity and infectivity and virulence

(Starr et al., 2020). A cryo-EM analysis of receptor-triggered dynamic transforma-

tion from the closed prefusion state of the spike to the fusion-prone open state

(Fig. 7C) exhibited enhanced sensitivity of ACE2 through the T470-478 loop and

Y505 site of RDB viral determinants (Xu et al., 2021). Remarkably, T478K has

become a significant marker of VOC delta. The appearance of VOC alpha at the

end of 2020 brought also the P681H marker of the S-protein, one of four residues

comprising the insertion that creates a S1/S2 furin cleavage site between S1 and

S2 in spike, which is known to promote viral entry and transmission in animal

models. Harvey et al. (2021) carefully reviewed how mutations associated with

the main binding function of the S-protein and other functional regions that appeared

in this later phase of the pandemic contributed to ‘immune escape’ by changing an-

tigenicity and transmissibility but also reducing the efficiency of vaccines, convales-

cent plasma, and post vaccination serum. None of these markers were significant in
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our initial exploration of high-entropy mutations during the first wave of the

pandemic, showing they represented novel targets of dynamic change in the viral

population.

Thus, the three structuring phases proposed in Fig. 6, ‘flexibility/rigidity’, ‘envi-
ronmental sensing’, and ‘immune escape’, are compatible with the gradual appear-

ance of markers over time associated with multiple PID regions, a putative molecular

sensor located in evolutionarily important sites of the N-terminal NTD region of the

S-protein, and the central receptor-binding function of the RBD region, respectively.

4.4 Viral genomic change and seasonal behaviour
Because COVID-19 transmission was initially restricted to a 30°N to 50°N latitude

corridor of the Northern Hemisphere, seasonal behaviour had to unfold in countries

of those regions during the first wave of the pandemic. We reasoned NTD mutations

in the S-protein that were emerging in the middle of 2020 were likely associated with

a molecular region that was already acting as environmental sensor at a much earlier

time. To test this hypothesis, we used recently published genomic data (Showers,

Leach, Kechris, & Strong, 2021) to track spike mutations as they emerged during

almost the entire span of year 2020. In that study, variants were identified in

139,835 filtered SARS-CoV-2 genomic sequences retrieved worldwide on November

14, 2020. Their weekly prevalence was then used to construct heat maps with cells

ordered in time from the first week of January to the last of October of 2020. To dissect

a possible environmental sensing role of the NTD region of the spike, we dissected the

time series of S-protein variants in search of seasonal patterns.

A focus on year 2020 provided the best opportunity to find a seasonal pattern in

the data, especially because vaccine introduction in 2021 was expected to foster viral

immune evasion strategies and offset any possible signal. If SARS-CoV-2 acted as a

‘winter virus’, it would push prevalence of mutations in molecular ‘sensor’ regions in

a seasonal manner in search for better modulation of sensing functions. That should

translate into mutational exploration through bursts of weekly prevalence of variants

occurring first during the winter. Most of these would not be retained or would be

revisited at low levels in the timeline. Our expectation was that this prevalence effect

should disappear during the summer but should be recovered later in the year with

new bursts and variants. To study bursts, we reordered the time series by time of

significant appearance of variants in the time series and by grouping variants accord-

ing to their location in regions of the S-protein. Using different filtering criteria, the

most relevant variants could be followed in time, making evident any detectable

seasonal pattern present in the data.

Our expectations were fulfilled. The rearranged heat map of widely abundant

variants worldwide made explicit a chronology of major mutational spreads and

bursts within a ‘sea’ of amino acid changes expressed at low level in the sampled

viral population. For example, Fig. 8A shows a time series describing the weekly

abundance of individual variants present in more than 2% of sequenced genomes

worldwide ordered by time of significant appearance in the ‘N-terminal’ region
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FIG. 8

A timeline of S-protein variants of the spike during the emergence of the COVID-19 pandemic. (A) Heatmap describing the gradual weekly

accumulation of variants grouped by their appearance in either the N-terminal domain (NTD), the receptor-binding domain (RBD), or other

locations of the protein molecule (see diagram of domain locations in the S1 and S2 subunits above). Only variants that were present in at least 2%

in sequenced genomes for at least a week were included and ordered by time of significant appearance. Major domains holding the mutations are

given in parentheses following the name of the variant; SP, signal peptide; NTD and RDB, N-terminal and receptor-binding domains; FP, fusion

peptide; HR1, heptad repeat 1; HR2, heptad repeat 2; CD, cytoplasmic domain; ID, intracellular domain; and O, other. Prevalence levels in the

heatmap at given in a log scale. (B) and (C) Stacked bar plots constructed with names of variants associated with bursts of weakly variant

prevalence initiated during 2-month periods. Only variants appearing in at least 2% of sequences in any given continent are considered and

coloured according to regions. Bursts were defined as variants appearing with prevalence higher than 0.3% in one or multiple weeks, which then

withered throughout the timeline. (D) A network of co-occurrence of variants in sequences describes the most abundant variant combinations

appearing in the timeline. Nodes are variants and links represent their co-occurrence in at least 500 sequences out of the 137,605 analysed. All data

was retrieved from supplementary tables in Showers et al. (2021).



[NTD plus signal peptide (SP)], the RBD region, and in ‘Other’ regions, including

the S2 subdomain of the S-protein. The time series showed the early and growing

prevalence of the D614G variant (90% during the week of June 19) but also of

the NTD L18F and A222V substitutions, which spread in July and early August,

respectively. Most RBD substitutions peaked later. For example, S477N peaked

in July (with 44% prevalence worldwide and massively present in Oceania) but

quickly decreased in incidence. RBD substitution N439K and NTD deletion

H69_V70del were significant but were clearly late introductions.

More importantly, the timeline revealed a cyclic pattern of prevalence for the

N-terminal region, but not so much for RDB or ‘Other’ regions. With the exception

of D614G and SP variant L5F, which progressed towards fixation, all mutants intro-

duced during the January and February winter months of the Northern Hemisphere

showed significant bursts of genomic abundance lasting one or a few weeks, which

then declined significantly in later months with some resurfacing by the end of 2020.

These included the first 6 mutations in the N-terminal SP and NTD regions (H49Y,

S98F, Y28H, L8V and L5F), two mutations in the intracellular domain (ID)

(T1273extQ and P1263L), one in the cytoplasmic domain (CD) (W1214X) and

one in the RDB region (V367F). ID and RDB mutations later vanished as the year

progressed. With only one exception (D253G of the NTD), mutations appearing be-

tween the months of March and July had low prevalence and accumulated without

significant bursts in the timeline. No significant late mutation entries appeared after

July as the Northern Hemisphere was entering summer, again suggesting a seasonal

component.

Remarkably, dissecting the timeline along geography uncovered bursts occurring

preferably in the N-terminal SP and NTD regions that increased during the winter

seasons of the Northern Hemisphere for Europe, North America and Asia (Fig.

8B), and the winter season of the Southern Hemisphere for Oceania, South America

and in part Africa (Fig. 8C). This expected seasonal pattern, which matches patterns

shown in Fig. 4E, provides strong support to assumptions and hypotheses. The

hemisphere-related sinusoidal pattern was particularly evident in Asia and South

America. In Asia, a significant number of bursts in January-March driven by the start

of the pandemic in China and involving either the NTD or ‘Other’ regions of the

S-protein was followed by marked decreases and then significant increases in activ-

ity towards the end of the year with massive numbers of bursts involving the NTD

region. In South America, the pattern reverses with most bursts occurring during the

months of May and June, fewer bursts observed in July and August, and no burst

observed in September and October, with patterns mostly driven by variants in

the ‘N-terminal’ and ‘Other’ categories. A similar behaviour was observed for Africa

and Oceania but with one difference for the number of bursts during September and

October for Oceania, which was maximal for that set. We note that the absence of

entries during themonths of January and February for South America and Africa may

be related to the low numbers of sequenced genomes available for those regions dur-

ing that time. We also note that all of North America and Europe and most of Asia

(with exception of East Timor, Indonesia, and Maldives) is located on the Northern
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Hemisphere and that most of South America (90%), all of Oceania and only 30% of

Africa is located in the Southern Hemisphere, which holds only 15% of the world

population. For Africa, only the Mediterranean countries and South Africa are

within the seasonal corridor of the disease. Despite possible geographical uncer-

tainties, the hemisphere-related patterns appear consistent.

How would bursts exert their influence on seasonality? Quantifying variants pre-

sent in a sequence provides insight into the kind of changes occurring in an individual

burst, which depend on the functional needs of proteins at that time. We therefore ex-

plored the combinatorial landscape of variants arising during the 2020 timeline. Out of

137,605 variant sequences analysed (Showers et al., 2021), 9.8% contained only one

variant (D614G), while 44.7% contained 2, 30.8% contained 3, and 14.4% contained

4–9. The average of 2.53�0.94 (SE) variants per sequence shows the poor mutational

saturation of the sampled viral population as a whole. A network of variants with links

describing their co-occurrence in sequences revealed that the vast majority of

sequences had variants that co-occurred with D614G. Thus, D614G represents the

central hub of the network. In fact, only 43 variant combinations representing 128

sequences lackedD614G variants (3 of which however co-occurred with other variants

of the 614 site). This is surprising and suggests D614G plays a very central functional

role, possibly of flexibility, that is complemented by each new variant. A network of

co-occurrence of variants in sequences with variant combinations present in at least

500 sequences is shown in Fig. 8D. Remarkably, the network reveals that variants

located in the NTD region, especially A222V and L18F, were driving network

co-occurrence in 2020. This again supports the central role of NTD as environmental

sensor. Note that 7,088 sequences contained all three D614G, A222V and L18F var-

iants, the top most common 3-variant combination. As expected, many of the central

network players we mapped earlier onto the atomic model of the S-protein (Fig. 7)

were also central hubs in this highly represented network.

4.5 Genomic change levels appear unlinked to temperature
or latitude
When analysing the effects of temperature and latitude on epidemiological param-

eters we also explored if genomic change levels for individual countries correlated

with temperature and latitude (Burra et al., 2021). We filtered genomic sequences

and collected 55,455 sequences from 211 countries on August 5, 2020. Variant ac-

cumulation and mutation rates were calculated for the entire genome and for specific

regions known for significant pathways of change, including the S1 subunit, the S2

subunit and the RBD region of the S-protein, ORF pp1a, and the NSP2 protease reg-

ulator. Pearson correlation analysis showed no significant associations. The only

weak borderline correlations were observed when comparing total genomic change

with temperature (r ¼�0.09) and latitude (r ¼0.09), both of which had highly

significant P values of �4e�100. There were several possible reasons for lack of

significant association. Perhaps cyclic patterns observed in Fig. 4 were not fully man-

ifested at the time of data collection or the confounding hemisphere-related temporal
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effects were not appropriately dissected in the genomic set. Alternatively, and given

the results of Fig. 8, variant bursts rather than variant levels could harbour better

signatures of seasonal behaviour. It is unclear whether the evolution of the SARS-

CoV-2 quasispecies is driven by mutational load and not specific molecular sensors,

as we here propose. Further exploration is therefore warranted.

4.6 Galectin homologues appear likely molecular culprits
While adaptive immunity is the central line of defense of vertebrates, the evolution-

ary older innate immunity response is the first step taken against an invading path-

ogen (Janeway, Travers, Walport, & Shlomchik, 2001). This strategy recruits

immune cells to sites of infection through production of chemical factors (e.g. cyto-

kine cascades), activates proinflammatory reactions and clearance of antibody

complexes, removes foreign structures through specialized white cells, triggers

the adaptive immune system through the process of antigen presentation, and

acts as a physical and/or chemical barrier to the infectious agent. Innate immunity

does not respond to antigens. Instead, it recognizes pathogen-associated and

damage-associated molecular patterns (PAMPs and DAMPs). PAMPs are small

evolutionarily-conserved molecular motifs of microbes (e.g. LPSs, endotoxins) that

activate innate immune responses when recognized by toll-like or other pattern rec-

ognition receptors. DAMPs include heat shock proteins, interleukin-1α, defensins
and anexins. Lectins are one important class of pattern recognition receptors that

bind to carbohydrate moieties of glycoproteins or glycolipids. They often have dual

roles as PAMPs and DAMPs (Sato, St-Pierre, Bhaumik, & Nieminen, 2009). In par-

ticular, the galectin family of lectins are highly evolutionarily-conserved effectors

that mediate a multiplicity of biological processes, making them molecular targets

for therapeutic intervention (Dings, Miller, Griffin, & Mayo, 2018). Central roles

include control of cell-cell and cell-matrix interactions, adhesion, proliferation, ap-

optosis, pre-mRNA splicing, immunity and inflammation. They are also involved in

multiple processes of cancer initiation and development, including apoptosis, adhe-

sion and migration, cell transformation, invasion and metastasis, immune escape and

angiogenesis (Dings et al., 2018). Galectin functions are multifaceted but generally

involve binding to carbohydrate moieties of glycoconjugates on the surfaces of cells.

Galectins are defined by conserved peptide sequence elements in one or more

well-defined carbohydrate recognition domain (CRD) and are grouped into proto-

type, chimera, and tandem repeat groups depending on having a single CRD core,

a CRD core with collagen-like N-terminal tail (galectin-3), or a tandem repeat of

two CRDs, respectively. Note that galectins can be monomeric or dimeric. Structur-

ally, CRDs are about 130 amino acids long and have β-sandwich structures

composed of 11 β-strands in antiparallel arrangement. Six of these β-strands (β1,
β3, β4, β5, β6, and β10), define the sugar-binding face of the fold structure.

Remarkably, a DALI analysis of the structural neighbourhood of the SARS-CoV-

2 S-protein of the viral spike using a representative crystallographic structural

entry as query revealed a significant structural match of the N-terminal NTD domain

to the relatively small galectin CRD structures (Fig. 9). The DALI server is an
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FIG. 9

See figure legend on next page.



established fully automated nonhierarchical alignment tool for structure comparison

that uses a distance matrix alignment to construct lists of structural neighbours

(Holm, 2020). DALI provides structural alignments as either three-dimensional or

two-dimensional comparisons by explicitly rotating and translating one domain

structure over another or by mapping molecular structure into a matrix of intramo-

lecular distances, respectively. Since structure is far more conserved than sequence,

structural similarities [as root-mean square deviation (RMSD) scores] can better dis-

sect deeper homology relationships than sequences, especially when these are estab-

lished between domain regions of different sizes (using Z-scores) (see Glossary for

technical definitions). Note that better structural matches get lower RMSD values

and larger structural alignments get larger Z-scores. As expected, the RMSD vs

FIG. 9 Galectins, likely culprits of COVID-19 seasonal behaviour. (A) The DALI structural

neighbourhood of the spike protein of SARS-CoV-2 (PDB entry 6vxxA) contains 2310

structures (downloaded June 3, 2020) spread through a scatter plot describing their RMSD

and Z-score values (see Glossary for definitions). RMSD describes rigid-body structural

superposition while the Z-score describes a length-rescaled distance matrix alignment that

maximizes one-to-one atomic correspondences between two structures with a weighted sum

of similarities of intramolecular distances. The plot reveals galectins (red circles) exhibit a

good structural match (RMSD�2.5–5Å) to a small segment (Z-score�8–10) of the spike

protein query (which self-aligns with RMSD¼0 and Z-score¼50). The inset shows the

match correlation matrix, which describes the correlation of matched structures along amino

acid residue positions of the query structure (proceeding from N-terminus to the C-terminus

in the x axis). The matrix can be used to evaluate modular segments in the alignment of the

entire neighbourhood. Structural modular domains are expected to show strong positive

correlation (red hues) within domains and negative correlations (blue hues) between

domains. The highlighted white square at the N-terminus of the molecule in the left-bottom

part of the correlationmatrix reveals that the region of the N-terminal domain (NTD) of domain

S1 of the spike, which is homologous to the galectin fold (see panel B) is indeed modular.

The matrix also shows significant structural modularity of the receptor binding domain (RDB)

and the S2 subunit of the spike molecule. (B) Structural alignment of the monomer of

galectin-4 (brown; PDB entry 3ap5A) to the N-terminal domain of the coronavirus protein

(green; PDB entry 6vxxA) shows there is a good structural match in their three-dimensional

atomic models (rendered in ribbon format), confirming structural similarities (putative

homologies) between the NTD and the galectin fold. Alignments with other galectins show

similar structural matches (not shown). (C) A protein sequence and secondary structure

alignment details the structural match at the N-terminal region of the spike molecule.

Symbols of amino acids in the pairwise sequence alignment between the query SARS-CoV-2

spike protein and galectin-4 at the top are given in the one-letter amino acid notation of the

IUPAC-IUB Commission of Biochemical Nomenclature. Symbols in the pairwise

alignment of secondary structures at the bottom follow DSSP nomenclature: H/h, helix; E/e,

strand; L/l, coil. Uppercase means structurally equivalent positions with the query sequence.
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Z-score scatter plot detected a multiplicity of structural clusters (blue circles in the

plot), most of them related to spike proteins of other RNA viruses (Fig. 9A). While

these spike structures showed good structural matches (RMSD� 2–5Å), alignments

of protein segments of decreasing length (Z�10–50) showcased the remarkable

structural diversity that exist in the world of spike proteins. The novelty is the exis-

tence of a cluster of small structures with RMSD � 2.5–5Å and Z�8–10 (red cir-

cles) showing a small segment located on the N-terminal region of the SARS-CoV-2

spike protein (see correlation matrix in Fig. 9A) matched known crystallographic

structures of galectin proteins. Fig. 9B and C show structural and secondary structure

alignments between galectin-4 and the spike protein we used as query. Note align-

ment of the extended strands (E) that make the sequential loops of β-strands.
But why are galectin-like structures relevant to the seasonal behaviour of

COVID-19? The answer can be found in the coral reefs of the Pacific and Indian

Oceans and the devastating phenomenon of coral bleaching that threatens marine

resources and the well-being of the millions that live in coastal communities.

Scleractinian corals establish an endosymbiosis with dinoflagellates of the genus

Symbiodinium that allows them to grow and persist in warm, well-illuminated and

oligotrophic waters. Coral bleaching has been attributed to symbiosis disruption un-

der environmental stress resulting from rising ocean water temperatures and other

factors of global change (e.g. Kleypas, Castruccio, Curchitser, & McLeod, 2015).

A number of lectins have been identified in corals as part of the innate immune

response system of coral communities (Kvennefors et al., 2010), some implicated

in thermal and disease stress responses (Ricci et al., 2019; Vidal-Dupiol et al.,

2014). In particular, galectin proteins with antimicrobial immunity functions were

found in greater abundance in healthy coral symbioses (Ricci et al., 2019). Remark-

ably, a recent study showed galectin functions of the scleractinian coral Pocillopora
damicorniswere dependent on temperature effects, establishing galectins as possible

environmental sensors (Wu et al., 2019). A cloned galectin that encoded a 293 amino

acid-long protein harbouring a CRD and collagen-like N-terminal tail with signal

peptide was able to recognize and agglutinate or stabilize coral pathogens and sym-

bionts. Binding activities were only optimal between 25–30 °C. Results suggested
galectins may be involved in heat bleaching of scleractinian corals through

temperature-regulated recognition of pathogens and symbionts.

We end by noting that lectins are a diverse family of proteins with the capacity to

selectively recognize carbohydrate moieties associated for example with receptor

proteins. It appears that the SARS-CoV-2 S-protein, besides binding ACE2, also

interacts with the CRD of C-type lectin receptors, which facilitate viral entry by

dysregulating host immune responses and acting as entry receptors (Rahimi,

2021). A number of studies have recently surfaced that point into the centrality of

lectin-mediated recognition (Gao et al., 2021; Soh et al., 2021; Th�epaut et al.,
2021). Curiously, these lectins interact with both ACE2 and with the NTD domain

of the S-protein (Soh et al., 2021), perhaps facilitating the process of receptor

presentation by trans-infection (Th�epaut et al., 2021).
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5 Conclusions and prospects
The relationship between weather and diseases has been a major concern for centu-

ries. Understanding the reasons and conditions under which pathogens evolve to

spread and achieve higher infection rates is considered a major challenge in epide-

miology. This understanding is necessary for prediction, mitigation and informed

public health decision making. Here we propose a triangle of viral persistence will

help identify seasonal and other drivers of the wax and waning of viral diseases.

Timing of winter-peaking diseases, but not their amplitude, scales with latitude when

analysing weather and health insurance claim databases across U.S. counties

(Schober, Rzhetsky, & Rust, 2021). This latitude scaling suggests seasonality across

many respiratory pathogens in temperate zones responds to annual changes in irra-

diance and possibly a human circannual clock. Our discussions have shown this pre-

diction applies to the SARS-CoV-2 disease and is corroborated by a growing number

of studies. The survival of the COVID-19 virus depends on the environment. The

capsid is surrounded by a lipid bilayer, which supports structural proteins that are

expected to be sensitive to environmental factors such as temperature, humidity

and solar radiation (Moriyama et al., 2020). These environmental factors affect

the ability of the virus to survive in droplets and surfaces and may thereby reduce

its transmission rate.

We also propose that molecular components of the virus can act as sensors of

environment and physiology, and could represent molecular culprits of seasonality.

Through analysis of variants of the SARS-CoV-2 proteome encoded in thousands of

genomes, we searched for possible structures capable of being modulated by the en-

vironment. The search resulted in the identification of a galectin-like structure within

the N-terminal domain of the S-protein. This galectin-like structure may be a fre-

quent target of mutations because it helps the virus evade or modulate physiological

responses of the host to further its spread and survival. Regions such as these appear

to be good molecular candidates for sensors of environment and physiology.

They are rigid enough to sustain environmental damage and flexible enough to en-

able recognition and signaling. Tracking mutations in these molecular regions may

provide key insights into predictable changes that occur in seasonal viral transmis-

sion patterns as well as viral mutations throughout the course of an epidemic.

In short, while it has been observed that seasonal changes have a significant impact

on the transmissibility and infectivity of SARS-CoV-2, the exact mechanisms through

which this phenomenon occurs have not yet been elucidated until now. The study of

SARS-CoV-2 virus seasonal behaviour and host responses that are associated with in-

fection is crucial, since this knowledge can help mitigation efforts. Results of our an-

alyses show that the SARS-CoV-2 virus pushes prevalence of mutations in molecular

‘sensor’ regions in a seasonal manner in search for better modulation of sensing

functions. Although the data analysed and presented here show clear seasonality of

SARS-CoV-2, there is still much to learn about the causal factors of seasonal period-

icities. This necessitates both the application and development of statistical and data

mining methodologies that can dissect causative from aleatory effects. Systematic
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characterization of the seasonal patterns of infectious disease and transmission patterns

in general can help inform us on cultural, socioeconomic, and life style factors that

affect our susceptibility to disease, as well as public policy decisions on things such

as school openings and closings during periods of peak virus transmission.
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Glossary
Amino acid variant A mutant protein with an amino acid replaced by another in a particular

site of its polypeptide sequence.

Baltimore classification of viruses A classification system of viruses that groups viruses

according to seven types of pathways used for mRNA synthesis: Group I: double-stranded

DNA viruses (dsDNA); Group II: single-stranded DNA viruses (ssDNA);Group III:

double-stranded RNA viruses (dsRNA); Group IV: positive sense single-stranded RNA

viruses (plus-ssRNA); Group V: negative sense single-stranded RNA viruses (minus-

ssRNA); Group VI: single-stranded reverse transcribing RNA viruses with a DNA inter-

mediate (ssRNA-RT); and Group VII: double-stranded reverse transcribing DNA viruses

with an RNA intermediate (dsRNA-RT).

Clade A group of taxa with a common evolutionary origin.

Coronavirus spike protein The spike (S) protein is the largest structural protein of corona-

viruses. The S-protein assemble into trimers to form spike structures that project outward

from the surface of the virion and give the typical ‘solar corona’ appearance of the virion

under negative stained transmission electron microscopy. The highly glycosylated

1200–1400 amino acid long protein is typically composed of two regions known as the

S1 and S2 subunits. The N-terminal S1 subunit interacts with receptor molecules on

the surface of cells and contains an N-terminal domain (NTD) and a C-terminal domain

(CTD). While both domains can interact with receptors, the CTD of the SARS-CoV-2

virus is known as the receptor-binding domain (RBD). The C-terminal S2 subunit embeds

the spike in the viral envelope and mediates viral entry by fusion of viral and host cell

membranes. It holds a ‘fusion’ region with hydrophobic fusion peptide (FP) and internal

fusion peptide (IFP) sequences, a ‘fusion core’ region composed of two heptad repeat (HR)

sequences that undergo major fusion-triggered conformational changes, and a C-terminal

transmembrane (TM) domain that acts as anchor.

Economy The budget of a system in terms of matter-energy costs to maintain its functioning

mechanisms.

Epidemic calendar A calendar of seasonality of viral and bacterial diseases.
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Flexibility The structural and functional mechanisms responding to ‘internal’ and ‘external’

changes imposed on the system; these mechanisms require processing of information and

delimit the potential of the system to adapt to environmental change.

Galectins A class of proteins known to bind specifically to β-galactoside sugars with broad

specificity and harbour a disulphide bond-dependency for carbohydrate binding and

stability, making them S-type lectins.

Human coronaviruses (HCoVs) A group of coronaviruses that can cause infections of the

respiratory system and mild-to-severe illnesses, including common cold, pneumonia, se-

vere acute respiratory syndrome, kidney failure and even death.

Immune escape The ability of a virus to evade innate or adaptive immunity mechanisms.

Morphospace Spaces describing worlds of phenotypes, including observable molecular, cel-

lular, and organismal characteristics resulting from the interaction of genotypes with the

environment.

Persistence Maintenance of identity through time, including the continuance of a feature or

lineage of an organism or virus.

Phylogenetic tree A specific hypothesis of history (a phylogeny) in the form of a network

without reticulations.

Phylogeny A hypothesis of history and genealogical relationship among a group of entities

(taxa) in the form of a tree or network with specific connotations of ancestry and an implied

time axis.

Protein Intrinsic Disorder (PID) The lack or fixed or ordered three-dimensional molecular

structure that endows a molecule with flexibility, typically in the absence of macromolec-

ular interacting partners. PID can be a property of the entire protein in intrinsically disor-

dered proteins (IDPs) or of particular regions within protein domains or in linker or

terminal sequences. PID can be predicted with high confidence at per-residue level directly

from amino acid sequence with a number of algorithmic implementations, such as the

IUPred energy-based prediction method.

Robustness The mechanisms that use information to passively maintain structure and func-

tion despite external influence; these mechanisms protect the system from malfunction by

resisting damage and change.

Root-mean-square deviation (RMSD) When referring to atomic positions, RMSD measures

the average distance (in Å) between the atoms of superimposed proteins. Typically,

RMSDs of the Cα atomic coordinates of the protein backbone are used to measure simi-

larities of three-dimensional structures after optimal rigid body superposition. RMSD is

used as quantitatively measure of structural similarity between one or more proteins, with

lower values implying better structural match.

SARS-CoVs Strains of coronaviruses that cause severe acute respiratory syndrome (SARS), a

respiratory illness that materialized in two major outbreaks, the 2002–2004 SARS-CoV-1
outbreak and the ongoing 2019 SARS-CoV-2 pandemic outbreak.

Seasonal driver Causative agent of the seasonal behaviour of infectious diseases.

Seasonal forcing Seasonal variations in the onset and spread of infectious diseases.

Spike protein A round, flattened or button-shaped glycoprotein (previously known as a peplo-

mer protein; from Greek, peplos ‘robe’, meros ‘part’) that projects outward from the lipid

bilayer of the surface of an enveloped virus. Spike proteins play important roles, including

attachment of the virion to receptor sites on cell surfaces, mediating release of the nucle-

ocapsid with its genetic material, and harbouring hemagglutinating or enzymatic activities.
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Variant of concern (VOC) A variant of a virus exhibiting a set of mutations (amino acid var-

iants) that increase virus transmissibility, morbidity, mortality, risk, immune escape, diag-

nostic test evasion, or other criteria of significance.

Viral quasispecies A dynamical virus collective that is structured at a population level by

exhibiting a large number of variants that arise continually via mutation and are subjected

to natural selection.

Virion The infective submicroscopic particle form of a virus, complete with a capsid protein

coat structure encasing an infectious nucleic acid.

Virocell A cell with physiologies transformed by viral infection geared towards production of

virions rather than cellular multiplication.

Z-score In bioinformatics, the Z-score is simply the comparison of an actual alignment score

with the scores obtained on a set of random sequences by a Monte-Carlo process. In the

case of DALI, the Z-score is an optimized similarity score defined as the sum of equivalent

Cα-Cα atomic distances among two proteins. The maximum of the total score defines a

common structural core where every atom in the alignment makes a net positive contri-

bution. Scores are rescaled according to length because large structural alignments get

higher scores than smaller alignments. Significant similarities have Z-scores > 2, which

usually correspond to similar folds.
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