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Deep Neural Network Approach for 
Continuous ECG- Based Automated 
External Defibrillator Shock Advisory 
System During Cardiopulmonary 
Resuscitation
Shirin Hajeb- M , PhD; Alicia Cascella, MS; Matt Valentine, MS; K. H. Chon, PhD

BACKGROUND: Because chest compressions induce artifacts in the ECG, current automated external defibrillators instruct the 
user to stop cardiopulmonary resuscitation (CPR) while an automated rhythm analysis is performed. It has been shown that 
minimizing interruptions in CPR increases the chance of survival.

METHODS AND RESULTS: The objective of this study was to apply a deep- learning algorithm using convolutional layers, residual 
networks, and bidirectional long short- term memory method to classify shockable versus nonshockable rhythms in the pres-
ence and absence of CPR artifact. Forty subjects’ data from Physionet with 1131 shockable and 2741 nonshockable samples 
contaminated with 43 different CPR artifacts that were acquired from a commercial automated external defibrillator during 
asystole were used. We had separate data as train and test sets. Using our deep neural network model, the sensitivity and 
specificity of the shock versus no- shock decision for the entire data set over the 4- fold cross- validation sets were 95.21% and 
86.03%, respectively. This result was based on the training and testing of the model using ECG data in both the presence 
and the absence of CPR artifact. For ECG without CPR artifact, the sensitivity was 99.04% and the specificity was 95.2%. A 
sensitivity of 94.21% and a specificity of 86.14% were obtained for ECG with CPR artifact. In addition to 4- fold cross- validation 
sets, we also examined leave- one- subject- out validation. The sensitivity and specificity for the case of leave- one- subject- out 
validation were 92.71% and 97.6%, respectively.

CONCLUSIONS: The proposed trained model can make shock versus nonshock decision in automated external defibrillators, 
regardless of CPR status. The results meet the American Heart Association’s sensitivity requirement (>90%).

Key Words: automated external defibrillator ■ cardiopulmonary resuscitation– contaminated ECG ■ deep neural network 
■ long short- term memory ■ out- of- hospital cardiac arrest ■ residual block ■ shock advisory system

Immediate high- quality cardiopulmonary resuscita-
tion (CPR) can double or triple the survival rate in the 
event of an out- of- hospital cardiac arrest. During a 

cardiac arrest, an intervention that can restart regular 
heart beats is electrical defibrillation (controlled elec-
trical shock). Early defibrillation along with continuous 
CPR can lead to a return of spontaneous circulation 
while minimizing end- organ damage.1,2 The decision 

of whether a heart rhythm is shockable or nonshock-
able depends on the near real- time analysis of the 
ECG. In parallel, to minimize depriving oxygen to the 
brain, CPR delivery needs to be continuously per-
formed. However, accurately deciphering the rhythms 
derived from ECG during CPR is challenging because 
chest compressions induce large artifacts in ECG 
waveforms. To overcome this, the current automated 
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external defibrillators (AEDs) instruct the user not 
to deliver CPR during the rhythm analysis period.3 
According to Waalewijn et al,4 survival probability from 
shockable cardiac arrhythmias, such as ventricular 
fibrillation, decreases by 10% to 12% for every min-
ute the electrical shock is delayed. However, it was 
determined that if CPR could be continuously per-
formed, the survival rate would decrease only 3% to 
4% per minute while electrical shock was delayed.4,5 
Therefore, an accurate shock advisory system that 
could handle CPR artifacts in ECG waveforms would 
be of great value.

Recent studies to mitigate CPR artifact in the analy-
sis of arrhythmia classification can be categorized into 
2 different approaches.

For the first category, the removal of CPR arti-
facts was attempted using a reference signal (such as 
compression depth, chest pressure, chest displace-
ment, chest acceleration, or thoracic impedance), 
which is highly correlated with CPR artifact.6,7 Using 
the selected reference signal, various adaptive filtering 
methods, such as Kalman filters,8,9 least mean square 
filters,10– 12 Gabor filters,13 or recursive least square14 
methods, have been used to suppress the CPR artifact 
before analyzing the ECG rhythms.

Although most AEDs do not have the hardware ca-
pability to record reference signals, unfortunately only 
a few algorithms have been developed without the 
need for reference signals.15– 18 These methods do not 
always work well when the frequencies of ECG rhythm 
overlap with that of the CPR artifact. Furthermore, 
these filtering approaches need to be combined with a 
shock advisory algorithm.

The second category of dealing with CPR artifact 
involves direct analysis of the corrupted ECG during 
CPR.19,20 However, their accuracies did not meet the 
American Heart Association’s requirements,21 as the 
specificity was lower than required.

Traditional machine learning approaches have been 
also used in some recent works with the aim of mak-
ing shock versus no- shock decisions in AEDs.14,22 
Although these methods do not require certain thresh-
old values to make rhythm determinations, they still 
require a reference signal to suppress the impact of 
CPR artifacts. In addition, their performance was not 
satisfactory, albeit better than some of the filtering 
approaches.

Although deep learning approaches have engen-
dered interest for arrhythmia detection,23,24 they have 
not been explored for use in AEDs. Hence, the aim 
of this study was to use a deep learning approach 
to make a shock versus no- shock rhythm classifica-
tion with no prior filtering requirements, while CPR is 
being performed. The proposed approach determines 
whether or not shocks are needed on the basis of ana-
lyzing only 8 seconds of ECG signal in either the pres-
ence or the absence of CPR. No additional reference 
signal is required.

METHODS
Data Preparation
ECG signals were derived from the following databases 
to ensure that we had a diverse set of arrhythmias:

1. ECG recordings from Creighton University tachyar-
rhythmia database (CUDB),25 Massachusetts insti-
tute of technology-  Beth Israel hospital (MIT- BIH) 
malignant ventricular arrhythmia database (VFDB),26 
and the sudden cardiac death Holter database 
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• In the present study, a new algorithm for making 

reliable shock/no- shock decision in presence of 
cardiopulmonary resuscitation was developed.

• Unlike most of the previous approaches, no ad-
ditional reference signal is required.

• The approach successfully made accurate 
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(SDDB)26 were used. Institutional review board re-
quirements were waived because these databases 
are all available online at the PhysioNet Physio 
bank archive.27 All recordings have a sampling 
frequency of 250  Hz with 12- bit resolution over a 
10- mV range. The recordings with short duration 
were discarded. The annotation files provided by 
PhysioNet and visual confirmation by trained ECG 
experts were used to label both shockable and 
nonshockable samples from the CUDB, VFDB, 
and SDDB databases. Consequently, recordings 
of 20 subjects from CUDB, 10 subjects from 
VFDB, and 10 subjects from SDDB were used 
for the analysis. Thirty subjects had both shock-
able and nonshockable rhythms. The remaining 
10 subjects had only nonshockable data. The 
bad quality portions, such as large variations in 
the baseline (caused by electrode misplacement, 
electrode poor contact, and motion artifact) and 
railed data, were discarded on the basis of the 
annotation files.

2. The CPR artifact data, without association to patient 
identification, were acquired from Defibtech’s post-
market AED log files. The CPR data were collected 
with DDU- 2200, DDU- 2300, DDU- 2450, and DDU- 
2400 devices as well as the DDU- 100 and DDU- 120. 
We selected the recordings that contain CPR dur-
ing asystole. Because the amplitude of ECG during 
asystole is negligible, the signal should largely repre-
sent only CPR. The AED’s sampling frequency was 
125 Hz. The CPR artifacts are diverse as they were 
obtained from 43 different rescuers (Figure 1). These 
samples were visually confirmed by an experienced 

cardiology fellow and a trained ECG expert. When 
there was disagreement between the 2 reviewers, 
which was a rare event, another trained ECG expert 
broke the tie.

We used the following equation (1) to create a CPR- 
contaminated ECG data set2,28 with a signal/noise 
ratio (SNR) of −3 dB.

In this equation, the terms “ECGClean,” “ECGCorrupted,” 
and “CPR” stand for clean ECG, CPR- contaminated 
ECG, and CPR artifact, respectively. Figure  2 de-
scribes the overall procedure for creation of CPR- 
contaminated ECG signals with a sampling frequency 
of 125 Hz. In total, 1131 shockable (285 from CUDB, 
576 from VFDB, and 270 from SDDB) and 2741 non-
shockable (877 from CUDB, 973 from VFDB, and 891 
from SDDB) segments were used to produce our da-
tabase. The preprocessing steps consisted of band-
pass filtering (0.430 Hz) and removing the mean value 
of the data segment. Figure 3 shows representative 
combined CPR artifacts with ECG rhythms.

We partitioned each signal into 8- second segments, 
because this time length has been reported to be the 
best choice for classification accuracy.29– 31 Moreover, 
most AEDs analyze and display ECG signals in 6-  to 
12- second data segments.

For each 8- second ECG segment, randomly cho-
sen CPR data from the total of 43 different types were 
added to it so that 5 nonshockable and 10 shockable 

(1)

ECGCorrupted = ECGClean +

[

std
(

ECGClean

)

× 10

(

− SNR

20

)

×
Noise

std (Noise)

]

Figure 1. Examples of cardiopulmonary resuscitation (CPR) performed by 4 different rescuers 
during asystole.
Note the high variability of CPR artifacts in terms of their amplitudes and frequencies.
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CPR- contaminated ECG data segments were cre-
ated. We chose a greater number of CPR types for 
shockable rhythms than nonshockable rhythms be-
cause there were more available nonshockable data. 
In this manner, we obtained more balanced data sets 
from both shockable and nonshockable rhythms. 
Hence, we generated 11 samples (including 10 CPR- 
contaminated samples and 1 clean sample) for each 
shockable ECG, and 6 samples (including 5 CPR- 
contaminated samples and 1 clean sample) for every 
nonshockable ECG. The reason for preparing a data 
set containing both CPR- contaminated ECG and clean 
ECG samples was that our aim is to have an AED able 
to automatically make shock/no- shock decisions re-
gardless of whether the data contain only the ECG it-
self or ECG with CPR.

Deep Learning Algorithm Development
Our analytic decision approach is based on the 
use of the deep neural network (DNN). To train this 
model, we assume that the rhythm type is consist-
ent throughout each 8- second sample, and no as-
sumption is made about the segments before or 
after each 8- second segment. Because the model 
involves the use of the convolutional neural network 
(CNN), which has been shown to be most effective 
with digital images, we formulated 2- dimensional 
images by combining the ECG signal with the am-
plitude and phase information derived from the 

short- time Fourier transform. The Hamming window 
with 50% overlap was used for the short- time Fourier 
transform. To create the 2- dimensional images, each 
sample’s amplitude (size of 257×8) and phase (size 
of 257×8) components along with its replicated time 
series (size of 2000×1) were combined to convert 
the 1- dimensional signal into a 2- dimensional image 
representation by simply reshaping elements from a 
vector of 1×6112 into a matrix of 32×191×1 (Figure 4). 
The reformulated data images are used as an input 
to the deep learning model.

Distinguishing between shockable and nonshock-
able arrhythmia during CPR is a highly challenging 
task, because of the diversity of ECG arrhythmias, 
the variability of ECG waveforms, and, most import-
ant, variations in CPR artifacts attributable to different 
CPR delivery among performers. To compensate for 
these variations, a powerful network is required. The 
proposed deep learning model, shown in Figure  5, 
was composed of multiple processing layers con-
sisting sequentially of the CNN, bidirectional long 
short- term memory (BiLSTM) architecture,32 and the 
residual connection layer.33 As shown in the network 
architecture (Figure 5), the features are extracted from 
CNN layers. We used the sequence unfolding layer 
and the flatten layer to convert images to feature vec-
tors. Subsequently, extracted features were then fed 
into the BiLSTM layer for classification. Although CNN 
layers are capable of extracting and learning complex 

Figure 2. Block diagram of the data preparation.
Samples were from Creighton University tachyarrhythmia database (CUDB), Massachusetts institute of technology-  Beth Israel 
hospital (MIT- BIH) malignant ventricular arrhythmia database (VFDB), and sudden cardiac death Holter database (SDDB). AED 
indicates automated external defibrillator; CPR, cardiopulmonary resuscitation; DefibTech, defibrillation technician; and SNR, signal/
noise ratio.
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features from the input data, the BiLSTM layer is espe-
cially well suited for sequences and time- series analy-
sis. Moreover, it can examine the data in both forward 
and backward directions to look for temporal correla-
tion features. A batch normalization layer after each 
convolutional layer was used to avoid overfitting during 
training. We also used residual blocks with 2 CNN ar-
chitectures in each block, as described in the study 
by Hannun et al.23 The residual blocks help in avoiding 
vanishing gradients in deeper layers and improve the 
discrimination capability of the features. We examined 
how different numbers of residual blocks affected the 
performance, starting from 1, and began to see de-
creasing performance after 4 blocks. Our proposed 
network consisted of a far smaller number of residual 
blocks than the 16 in the study by Hannun et al,23 plus 
the BiLSTM layer34 with the hyperbolic tangent acti-
vation function (for hidden layers), fully connected lay-
ers, and the sigmoid activation function (for gates) with 
128 hidden units. The default initialization, consisting 
of random weights, was applied. The CNN layers have 
filter dimensions of 16×32×1, 16×32×2, and 16×32×4, 
for 1st to 4th, 5th to 8th, and 9th to 12th convolutional 
layers, respectively. There are dropout layers with a 

probability of 0.4 before each CNN layer. The adaptive 
moment estimation (Adam) optimizer with default pa-
rameters of β1=0.9, β2=0.999, and a mini batch size of 
128 was used. The initial learning rate was 0.001, and 
it decreased every 4 epochs by the drop factor of 0.1. 
To make a better shock decision based on 8- second 
samples of ECG data, manual tuning of hyperparame-
ters was performed. Finally, the set of parameters that 
best fit the objective of the study was chosen.

Statistical Analysis
To avoid overfitting and to provide unbiased evalua-
tions, database 1 was split into training and testing 
sets using the 4- fold cross- validation procedure. This 
ensured testing was based on nontrained subjects’ 
ECG segments (Figure 6). To consider nontrained CPR 
artifacts on each fold, we have separate training (33 
rescuers) and testing (10 rescuers) CPR data. The 
classification results for the entire data set are shown 
in Table  1. Furthermore, we evaluated the output of 
the optimally trained DNN model on the clean ECG 
(Table 2) and CPR- contaminated ECG (Table 3) sam-
ples, separately.

Figure 3. Representative illustrations of the combined various forms of cardiopulmonary resuscitation (CPR) artifacts with 
either normal sinus rhythm (NSR) or ventricular fibrillation (VF).
In the top row, the left and right panels represent typical NSR and VF, respectively. The bottom 3 rows represent 3 different forms of 
CPR artifacts that were combined with either NSR (left column) or VF (right column).



J Am Heart Assoc. 2021;10:e019065. DOI: 10.1161/JAHA.120.019065 6

Hajeb- M et al DNN Approach for AED During CPR

In addition to 4- fold cross- validation, we also ex-
amined leave- one- subject- out validation. For this, the 
DNN model was trained using ECG recordings from 39 

subjects and CPR artifacts from 20 different rescuers. 
Data from the 1 remaining subject and 23 CPR sam-
ples (those other than training) were used to create the 

Figure 4. Procedures for converting time series into an image that was then used as an input to a deep neural 
network model.
First, the 8- second sample is replicated to create time series “A.” Then, amplitude “B” and phase “C” of vector A’s short- 
time Fourier transform (STFT) is determined and concatenated. To produce the combined vector of time and frequency 
information, B and C are reshaped in a single column array and concatenated with A. Finally, this 1- dimensional vector 
is converted to 2- dimensional matrix, which is appropriate for convolutional layers.

Figure 5. The proposed deep learning neural network architecture.
Left: A block diagram of the model’s backbone. As shown by dashed lines, the second block is repeated n times in the models 
with different numbers of layers. In this study, n varies from 0 to 5. Right: Detailed description of each layer and the activations.
batchnorm indicates batch normalization layer; bilstm, bidirectional long short- term memory layer; classoutput, classification 
output layer; conv, convolution layer; fc, fully connected layer; maxpool, maximum pooling layer; sequnfold, sequence unfolding 
layer; and relu, rectified linear unit layer.
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testing set. For each training subject’s shockable or 
nonshockable data, 10 CPR samples were randomly 
selected of 20 CPR samples to produce 10 CPR- 
contaminated data sets. Repeating this procedure, we 
created 27 049 nonshockable (2459 clean ECGs and 
24 590 CPR- contaminated ECGs) and 10 967 shock-
able (997 clean ECGs and 9970 CPR- contaminated 
ECGs) data sets. Each class of data was shuffled. 
Applying down sample balancing, 10 967 shockable 
and 10 967 nonshockable samples were produced as 
the training data. The remaining subject was used for 
testing, and the choice of this subject was based on 
the one who had the highest number of the shockable 
or nonshockable rhythms. For each either shockable 
or nonshockable ECG sample, CPR artifacts from 23 
rescuers (those other than used for training) were com-
bined to produce 3216 shockable rhythms (134 clean 
ECGs and 3082 CPR- contaminated ECG samples) 
and 6768 nonshockable rhythms (282 clean ECGs 
and 6486 CPR- contaminated ECG samples) as the 
test data.

RESULTS
We determined the optimal number of residual blocks 
for our data. To examine this, we trained and tested 
the DNN model using both shockable and non-
shockable ECG data with and without CPR artifact 

using the 4- fold cross- validation method, by varying 
the number of residual blocks starting from 1 to 6 at 
an increment of 1. Note that each block contained 2 
CNN layers. In addition, there was a single CNN layer 
at the beginning of the DNN model; thus, in Table 1, 
we show the total number of CNN layers for our 
choice of 1 to 6 residual blocks. The results shown 
in Table 1 were based on the summation of all true 
positives, true negatives, false positives, and false 
negatives from the 4- fold cross- validation. These pa-
rameters were validated using the information from 
the annotation files provided by ECG experts who 
were blinded to initial underlying rhythms. As men-
tioned in section 2.1, all rhythms (both shockable 
and nonshockable) without CPR were adjudicated 
using the information from the associated annota-
tion files, which were created by ECG experts. To 
these rhythms we added CPR data collected during 
asystole. Hence, we knew a priori the adjudication 
of CPR- contaminated rhythms. As shown in Table 1, 
the network with 4 residual blocks (9 CNN layers) 
provided the best classification results. Figure 7 bet-
ter reflects the performance differences between 
various numbers of residual blocks. Although 5 re-
sidual blocks had slightly higher sensitivity (0.31%) 
than did 4 residual blocks, the specificity was lower 
(2.66%). In addition, 4 residual blocks had the high-
est F1- score among all 6 different numbers of re-
sidual blocks. Hence, we selected 4 residual blocks 
containing 9 CNN layers as the final optimal DNN 
model for subsequent data analysis, to be described 
henceforth. Increasing the number of residual blocks 
up to 6 (13 CNN layers) did not further improve the 
performances, and it came at the expense of higher 
computational costs.
Table 2 represents the results of the trained DNN model 
when the validation set contained the ECG samples 
without CPR artifact. The sensitivity of 99.04% and 
specificity of 95.2% over the 4- fold cross- validation 
show that the chosen DNN model is accurate in mak-
ing shock versus no- shock decisions based on the 
ECG in absence of CPR. The results for the data set 
containing ECG with CPR artifact are shown in Table 3. 

Figure 6. Performance evaluation using 4- fold cross- 
validation procedure. 

Table 1. Comparison Results for DNN With Different Numbers of Residual Blocks and CNN Layers for 4- Fold Cross- 
Validation Sets

No. of Residual 
Blocks No. of CNN Layers Sensitivity, % Specificity, % Accuracy, % F1- Score, %

1 2 90.72 88.23 88.96 82.76

2 5 92.40 86.20 87.30 80.04

3 7 93.50 87.22 88.10 82.20

4 9 95.21 86.03 88.13 83.52

5 11 95.52 83.37 86.22 80.39

6 13 94.50 84.11 86.00 80.10

CNN indicates convolutional neural network; and DNN, deep neural network.
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These results are based on the use of the 4- fold cross- 
validation data, which were iterated 4 times. Evaluation 
results of the leave- one- subject- out analysis for DNN 
model are shown in Table  4. The results are for the 
data set containing ECG with and without CPR artifact. 
The achieved sensitivity of 92.71% meets the American 
Heart Association’s requirement (>90%). The specific-
ity of 97.6%, which is better than accuracy reported 
in the literature, is comparable with American Heart 
Association’s requirement (>99% for normal sinus 
rhythm and >95% for other nonshockables).

Table 5 provides comparison of the result of our pro-
posed DNN model with support vector machine, long 
short- term memory, and CNN– long short- term memory. 
For these methods, we show 2 results using 2 differ-
ent feature vectors. The first feature (feature vector 1) 
includes both the instantaneous frequency and spectral 
entropy, whereas the second feature (feature vector 2) 
includes feature vector 1 as well as the image information 
converted by taking short- time Fourier transform of the 
ECG time series. Our proposed method’s results are the 
same as shown in Table 1, and the feature we have used 
is the image information converted by taking short- time 
Fourier transform of the ECG time series (following the 
method in Figure 4). As shown in Table 5, our proposed 
model provides the best sensitivity, accuracy, and F1- 
score to classify shockable and nonshockable data with 
and without CPR artifact when compared with all other 
methods. For classifiers other than the proposed model, 
the second feature (feature vector 2) provided better re-
sults across the board than the first feature.

DISCUSSION
To the best of our knowledge, this is one of the first 
studies that has considered the use of deep learning to 
classify shockable versus nonshockable rhythm using 
ECG waveforms with and without CPR artifact. Hence, 
the fact that our DNN approach is able to discriminate 
this decision only using ECG data with high accuracy is 

the novel finding of this work. This is a challenging sce-
nario, as CPR artifact often severely overwhelms the 
ECG morphological features. Our proposed approach 
does not require any reference signal or additional fil-
tering approaches to remove CPR artifact. Specifically, 
our proposed deep learning approach is based on the 
combined deployment of CNN with the residual net-
work and BiLSTM.

Some of the recent notable studies involve the 
use of data sets extracted from a large prospective 
study of out- of- hospital cardiac arrest conducted at 3 
European sites.35– 38 In these data sets, the ECGs were 
recorded along with multiple reference signals. The 
studies first applied adaptive filtering methods using ≥1 
reference signal to suppress the CPR artifact. Then, 
they made shock versus no- shock decision using fea-
tures extracted from time and frequency domains.37,38 
Recently, the support vector machine classifier14 and 
the CNN classifier39 were applied to make shock ver-
sus no- shock decision following the adaptive filtering 
methods based on the reference signal. The accuracy 
of the DNN method applied in our work (sensitivity of 
95.21% and specificity of 86.03% for the 4- fold cross- 
validation, and sensitivity of 92.71% and specificity of 
97.6% for leave- one- subject- out analysis) is compara-
ble with the accuracy of most of the previous methods 
using reference signal (sensitivity of ≈90%– 96% and 
specificity of ≈79%– 96%). However, the main disad-
vantage of using a reference signal is that most AEDs 
do not have the capability to capture it.14

Only a few studies have made an attempt to make 
shock versus no- shock decisions during CPR using the 
ECG data but without a reference signal. For instance, 
in the study by Didon et al,16 the authors proposed a 
method for shock advisory decisions based on extract-
ing 3 frequency bands derived from the power spectral 
density of the ECG combined with CPR artifact. This 
method requires setting threshold values to distinguish 
between different rhythms. They did not have separate 
testing and training subjects. The reported sensitivity and 
specificity values were 94.2% and 87%, respectively.

Table 2. Classification Results of Trained DNN Model for ECG in Absence of CPR

Method Sensitivity, % Specificity, % Accuracy, % F1- Score, %

DNN algorithm (7 CNN layers) 99.04 95.2 96.17 93.50

CNN indicates convolutional neural network; CPR, cardiopulmonary resuscitation; and DNN, deep neural network.

Table 3. Classification Results of Trained DNN Model for ECG in Presence of CPR

Method Sensitivity, % Specificity, % Accuracy, % F1- Score, %

DNN algorithm (7 CNN layers) 94.21 86.14 90.1 89.33

The entire process of creating testing samples using 4- fold cross- validation was repeated 4 times for each validation set. Therefore, the results are based 
on considering results from 16 separate iterations. CNN indicates convolutional neural network; CPR, cardiopulmonary resuscitation; and DNN, deep neural 
network.
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Although the objective of most recent studies is to 
remove CPR artifacts so that the AED can make a ju-
dicious shockable versus nonshockable decision, the 
DNN model used in this work automatically makes the 
decision using only the ECG data, which may or may 
not be corrupted with CPR artifact. The processing 
time for the trained DNN model with 9 CNN layers for an 
8- second data segment is ≈150 milliseconds on a DELL 
Intel Core i7 CPU processor using MATLAB 2019a.

Limitations
There are several potential limitations that need to be 
considered for future studies. First, the results were 
based on a limited number of subjects. Deep learning 
requires a vast amount of training data to be effective 
and to produce generalizable results. Hence, the DNN 
model used in this work needs to be further tested 
with larger data sets. The larger data sets should 
consist of different arrhythmias, various CPR arti-
facts, and data from different AED devices, to name 
a few considerations. Second, although we were able 
to create ECG recordings with CPR artifact, the per-
formance of the proposed DNN model needs to be 
further tested on ECG data from AED devices during 
CPR. Third, we have not tested our DNN model dur-
ing asystole. Finally, determining the optimum number 
of training iterations with different numbers of layers 
is challenging. In this study, the number of iterations 
used for training was fixed for all training data. The 
iteration number was chosen on the basis of manual 

tuning. However, this may not have been optimal be-
cause different numbers of residual layers may need 
different numbers of iterations to arrive at their best 
performance.

CONCLUSIONS
Early and accurate detection of shockable rhythms 
without interrupting CPR is one of the most impor-
tant goals for increasing out- of- hospital cardiac ar-
rest survival rate. The current AEDs require stopping 
CPR while ECG data are analyzed, which deprives 
critical oxygen supply to the brain. To overcome this 
limitation in current AED capabilities, a new method 
based on DNN was used. We found that DNN used 
in this work was successful in making accurate shock 
decision even in the presence of CPR, as the sensi-
tivity and specificity were 94.26% and 86.14%, respec-
tively, over 4- fold cross- validation procedure. We also 
achieved sensitivity of 92.71% and specificity of 97.6%, 
using test data that were not seen by the deep learn-
ing method. Although the results are based on a lim-
ited number of subjects, both training and testing were 
based on several thousand 8- second data segments 
to minimize overfitting of the model. The sensitivity 
meets the American Heart Association’s requirement 
for AEDs. However, further validation is needed, in-
cluding using more training and testing data sets from 
different AED devices. In addition, the DNN architec-
ture may also need to be optimized so that the most 

Figure 7. Comparison of model with different numbers of residual blocks.
 

Table 4. Classification Results of Trained DNN Model for One- Subject- Out Validation Scenario

Method Sensitivity, % Specificity, % Accuracy, % F1- Score, %

DNN algorithm (7 CNN layers) 92.71 97.6 96.33 93.06

CNN indicates convolutional neural network; and DNN, deep neural network.
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compact and computationally efficient model can be 
developed that can be embedded into AEDs for real- 
time implementation.
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