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Abstract
Cardiovascular disease is one of the main causes of death worldwide which can be easily diagnosed by listening to the mur-
mur sound of heartbeat sounds using a stethoscope. The murmur sound happens at the Lub-Dub, which indicates there are
abnormalities in the heart. However, using the stethoscope for listening to the heartbeat sound requires a long time of train-
ing then only the physician can detect the murmuring sound. The existing studies show that young physicians face difficulties
in this heart sound detection. Use of computerized methods and data analytics for detection and classification of heartbeat
sounds will improve the overall quality of sound detection. Many studies have been worked on classifying the heartbeat
sound; however, they lack the method with high accuracy. Therefore, this research aims to classify the heartbeat sound
using a novel optimized Adaptive Neuro-Fuzzy Inferences System (ANFIS) by artificial bee colony (ABC). The data is cleaned,
pre-processed, and MFCC is extracted from the heartbeat sounds. Then the proposed ABC-ANFIS is used to run the pre-pro-
cessed heartbeat sound, and accuracy is calculated for the model. The results indicate that the proposed ABC-ANFIS model
achieved 93% accuracy for the murmur class. The proposed ABC-ANFIS has higher accuracy in compared to ANFIS, PSO
ANFIS, SVM, KSTM, KNN, and other existing studies. Thus, this study can assist physicians to classify heartbeat sounds
for detecting cardiovascular disease in the early stages.
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Introduction
Cardiovascular disease is considered as one of the leading
causes of death worldwide1,4. Several advanced techniques
such as electrocardiograph (ECG) and computerized tomog-
raphy are used to detect heart disorders. However, these tech-
niques are costly and time-consuming5. Besides ECG,
phonocardiograms (PCG), a graphical representation of heart
sound signals, also diagnose cardiovascular disease6. There
are several studies that focus on the classification of heartbeat
sounds in the past few years. Based on the comparison done
among these studies, lack of high quality, rigorously validated,
and standardized databases of heart sound are varying7. The
cardiac Auscultation method used to listen to the heartbeat is
difficult to diagnosis the abnormalities in heartbeat sound for
the least experienced medical officer. According to Ref. 8, a

study of office-based pediatricians demonstrated low diagnostic
accuracy using auscultation skills to listen to the heartbeat,
while studies of experienced surgeons were found to have
high diagnostic accuracy.

Currently, there is big medical data and artificial intelli-
gence technology, and there is increased focus on the
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development of deep learning approaches for heart sound
classification.9,10 Classification of heart sound is crucial
and need to select an optimized classifier. Research on
hearts sound classification using an artificial neural
network (ANN) model shows it achieved 90% accuracy.11

A better classification model is needed to classify the heart-
beat sound, and therefore other field research is taken into
consideration to select a better classifier.12 In this research,
a comparison is made of breast ultrasound classification.
The study used ANN, FIS, and ANFIS, and the result
shows that ANFIS has 96% accuracy. In comparison,
ANN is only 88%, and FIS is 92.3%, proving that ANFIS
is a better classifier. This accuracy gives a justification
that the ANFIS is a better classifier. Adaptive neuro-fuzzy
inference system (ANFIS) has been used to classify the
heartbeat sound, and it provides better accuracy than
other models. Therefore, it is an appropriate model to clas-
sify heart diseases.13

Most of the existing studies only focus on the abnormal
and normal heartbeat sound. Reference 5 has managed to
classify heartbeat sound using Conventional Neural
Network with 1D local binary pattern and ternary pattern
and managed to get only 91% accuracy. The heartbeat
sound can be classified into normal, murmur, and extrasys-
tole as well but this type of classification might make the
model less accurate. Therefore, a much better accuracy
model is needed to classify the heartbeat sounds into
these three categories. Based on this issue, a research ques-
tion is raised as “how to improve the accuracy of heartbeat
sounds classification using ANFIS?”.

Therefore, to answer the research question, the main
goal of this study is to have a better and optimized
ANFIS approached to classify heartbeat sound. The more
accurate and faster the heart sound classification happens,
the better will be for heart cardiovascular disease detection.
In Ref. 14, authors have concluded that artificial bee colony
(ABC) is well suited for huge optimization datasets, param-
eter estimation, cluster analysis and play an important role
in medical field for MRI classification. To obtain better
classification results in content filtering, ABC with
Logistic regression classified shows a 96.13% success
rate.15 This justifies the ABC algorithm can be used to opti-
mize another classifier. Thus, this study aims to optimize
ANFIS by ABC algorithm. For this reason, this study pro-
posed a novel ABC-ANFIS framework in which focuses on
optimizing ANFIS for the classification of heartbeat sound
to improve the accuracy. Instead of focusing on two classes
of normal and abnormal, this study classify heartbeat
sounds into four classes of (1) normal, (2) Murmur, (3)
extrasytole, and (4) artifact. Furthermore, other existing
standalone and optimized algorithms such as support
vector machine (SVM), long short-term memory (LSTM),
and K-nearest neighbors (KNN), ANFIS, and ANFIS opti-
mized by particle swarm optimization (PSO) are used to
classify heartbeat sound in this study. Finally, the results

of the proposed ABC-ANFIS are compared with SVM,
LSTM, KNN, ANFIS, and ANFIS-PSO.

The remaining of this paper starts with background in
Section 2, methodology in Section 3, results, and analysis
in Section 4. Finally, this paper is wrapped up with discus-
sion and conclusion in Section 5.

Background

Artificial intelligence (AI) and big data analytics
for heart disease

Nowadays, massive amounts of data in healthcare must be
analyzed in order to identify, diagnose, detect, and prevent
illnesses. As big data contains a huge number of records and
complex data, big data analysis is challenging. Proper ana-
lysis of big healthcare data such as patient records, scan
results, clinical prescription and notes, data related to
patent family illnesses history, etc. can be used to detect
and predict heart disease.16 Cardiovascular disease studies
have become increasingly reliant on big data. Big data ana-
lytics has the potential to create more powerful and interest-
ing applications such as prediction models. Big data
analytics might provide more accurate predictions of out-
comes ranging from death to patient-reported outcomes to
resource usage, making them more therapeutically useful.
For example, Artificial intelligence (AI) machine learning
assesses patterns associated with an outcome directly
from the data rather than from a pre-specified collection
of variables used in traditional methods.17 Big data analyt-
ical techniques and related research are very crucial for
Chronic heart failure (HF) due to “the complex etiology
of the syndrome, the large number of risk factors, the
high degree of comorbidity in patients, and the prolonged
and progressive course of disease.”18

Al and big data analytics play a crucial role in heart
disease diagnosis. It assists in heart failure monitoring,
health monitoring after surgery, and health monitoring
for oncology patients. There is a prototype developed for
computed aided diagnosis for heart disease in which the
system is intended to assist doctors in making the decision.
The system considers previous patient history, pre-
information, and instrument-related data and makes a
diagnosis of patient health. This model achieved 86.10%
accuracy, and this will be technology on heart failure
monitor.19

AI is also used to assist in auscultation to detect congeni-
tal heart disease. Computer-aided auscultation is created to
help the doctors to evaluate the heartbeat sound from the
remote area. The computer can automatically analyze the
uploaded sample and discover the abnormal and normal
heart sounds. This system has 97% accuracy.

Researchers have used the Crow Search Optimization
algorithm based on the Cascaded Long Term Memory
model to diagnose disease. The research manager to
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achieve 96.16% in diagnosing heart disease and prove that
it can be used in disease diagnosis tools for smart healthcare
systems.20

Random forest and decision tree-based hybrid scheme
are used to predict heart disease. Random forest is used in
feature extraction, and decision tree is used in classification.
The model obtained an accuracy of 94.44%.21

Heartbeat sounds classification

Many studies are conducted to classify heartbeat sounds
using various techniques, models, and algorithms. This
classification results are used to predict heart disease. For
instance, Raza et al.22 proposed a deep learning model for
heartbeat classification based on data framing, down sam-
pling, and recurrent neural network (RNN). This method
can detect the heartbeat signal and give information to
decide on further treatment. Furthermore, the research
manages to prove that this method is more competitive
and efficient.

Next,23 proposed a method to classify Heart sounds
PASCAL Challenge. Authors have used an algorithm that
identified the S1, and S2 heart sound, which is s1, is lub
and s2 is dub. To remove the noise in the signal, the
researcher applied the decimate function of MATLAB on
the original sound signal and applied a band-pass filter.
After the filter, they applied the average Shannon energy
used to identify the peaks of the heart sound signal easily.
The authors have used an algorithm to find the minima
and maxima points of the sound signal to accomplish the
segmentation of heartbeat sound. Lastly, they used the
J48 and MLP algorithm to train the model that predicts
the sound signal.

Moving forward,24 have proposed different novel
feature extraction to detect abnormal heart sound and clas-
sify heart murmur. First and second heart sound (S1-
S2EF), energy fraction of heart murmur (HMEF), the
maximum energy fraction of heart sound frequency
sub-band (Shema), sample entropy of heart murmur compo-
nent. The heart sound is decomposed into a wavelet packet.
For a classifier used to detect the abnormality of heart sound
and discriminate heart murmur, the support vector machine
(SVM) was used. The result was very promising and proved
that the method could be used as a tool for cardiac
auscultation.

Next, a system to correctly identify and classify eight
different pathological heart sounds and four normal
sounds is developed by Ref. 25. The authors have used
modified linear predictive coding (LPC) to extract the
necessary information from heart sound. This improved
the distinguishable state and decreased the computational
complexity of the process. The authors then used an opti-
mized classifier algorithm that supports vector machine-
modified Cuckoo Search for the classification process. In
addition, the optimize SVM can reduce the feature space

and select optimizer values of support vector parameters
to further improve the system’s performance. The
overall model LPC- SVM- MCS system provided good
accuracy of 95.43% and only depended on few coeffi-
cients related to the MCS search algorithm, which made
no more tuning.

In Ref. 26, research has implemented convolutional
neural network (CNN) to perform automatic abnormal
heart sound classification. The authors have segmented
the heart sounds per heartbeat. Each segment is con-
verted to form an intensity map and classified into two
methods: a simple SoftMax Regression (SMR) network
and a CNN. The feature is determined automatically
through training in Neural Network models. This
research provides better classification accuracy than
the SMR, and this classification provides better reso-
lution in detecting abnormal heart sounds in the early
stage of heart disease.

Furthermore, heart sound classification using the tensor
approach was developed by Ref. 27. This research is the
mixed approach for binary classification. The author has
used a four-way tensor to set features for each heartbeat
segment. After that, tensor representation is decomposed
and compressed to find out the most discriminating param-
eter before the data are applied to the classifier. This
research proved that this method could classify noisy
PCG signals.

Adaptive neuro-fuzzy inferencing systems (ANFIS)

ANFIS is an integration system in which neural networks
are applied to optimize the fuzzy inference system.
ANFIS can modify these fuzzy if-then rules and member-
ship functions to minimize the output error measure or
explain the input-output relationship of the complex
system. Two fuzzy if-then rules are considered28,31, as
shown in Figure 1.

Rule 1: if (x is A1) and (y is B1) then (Z1= p1x+ q1y+ r1),
Rule 2: if (x is A2) and (y is B2) then (Z1= p2x+ q2y+ r2),

Where Ai and Bi are fuzzy sets in the antecedent, pi, qi,
and ri are the design parameters that are identified during
training process.

The ANFIS has five layers as follows:

Layer 1:
The first layer is called the fuzzification layer. The output

of the node in this layer is given as the following equation:

O1
i , i = μAi(x) = exp − x− ci

σi

( )2
[ ]{ }

, where , i

= 1, 2 orO1, i = μBi(y), i = 3, 4 ,

x= node input, {σi, bi, ci }= starting parameter
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If μAi and μBi are Gaussian MFs, they are specified by two
parameters { c, σ}.

Layer 2:
Nodes decide the firing strength of a rule and the output

of node i is shown in the following equation:

O2
i = wi = μAi(x1).μBi(x2). i = 1, 2

Layer 3:
Nodes normalize the rule firing strength and the output of

node i is shown in the following equation.

ANFIS for classification and hybrid models for improving
accuracy. ANFIS has been used in various fields for classi-
fication, such as heart sound classification, brain signal clas-
sification and so forth. For example, ANFIS was used for
the classification approach in the power distribution
system32. The researchers concluded that this framework
manages to classify ten types of short circuits fault in distri-
bution and can actualize high resistance fault resistance in
the paper.

Furthermore, ANFIS is used to for classification to
predict heart disease.13 The proposed ANFIS model by
Ref. 13 gives an average testing error of 0.01 which is
very satisfying for heart disease prediction. This show
that ANFIS has high accuracy, especially when compared
with other studies and conclude this model is the appropri-
ate model for classification in healthcare era specially heart
disease.

ANFIS system is also used to classify brain signals into
normal and abnormal.33 The authors used a hybrid model in

which ANFIS is optimized with Adam optimization algo-
rithm (ADAM) and mini-lots of two rules layers with 20
and 5 rules for classification. The proposed model in this
study33 achieved 97% accuracy.

In medical field, successful classification is crucial. For this
purpose, a hybrid approach based on the ANFIS, the fuzzy
c-means clustering (FCM), and the simulated annealing
(SA) algorithm was proposed in a study to classify five differ-
ent cancer datasets. The datasets were related to lung cancer,
nervous system cancer, and brain cancer, endometrial
cancer, and prostate cancer.34 The findings of this study34

demonstrate that, with an average accuracy rate of 96.28%
for classifying all cancer datasets, the performance of training
FCM-based ANFIS using the SA algorithm becomes more
successful, and the outcomes of the other techniques are good.

To enhance the power extraction capabilities of the
FC-connected system, an improved ANFIS based maximum
power point tracking (MPPT) approach is offered by
Ref. 35. To regulate the FC output voltage as effectively as
possible, the genetic algorithm (GA)-ANFIS approach is sug-
gested in this study.35 The suggested method’s feasibility and
efficacy (>98%) are confirmed by the power extraction ratings
and efficiency values.

Finally, a study classified and segmented meningioma
tumors using soft computing methods.36 In order to
convert the spatial pixels in the noise-smoothed brain
picture into multi-resolution pixels, the noise contents are
first recognized and minimized using directional filters.
This multi-resolution image that has been Gabor converted
also contains features that are extracted from it and
improved using an ant feature learning optimization
approach. In order to segment the tumor areas on this

Figure 1. Architecture of ANFIS28,31.
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categorized abnormal meningioma brain picture, the mor-
phological segmentation method is used after these
optimal features are classified using the ANFIS classifica-
tion model. The proposed meningioma tumor detection
system obtains 98.1% of sensitivity, 99.75 of specificity,
99.6% of accuracy, 98.55 of precision, 97.95 of F1-Score,
and 98.1% of relevance factor.36

By reviewing the existing studies, it can be concluded
that ANFIS is a suitable model for classification purposes.
Furthermore, ANFIS can be optimized to achieve higher
accuracy for classification in medial domain. Therefore,
this study aims to propose a hybrid model to optimize
ANFIS for achieving higher accuracy while classifying
heartbeat sounds.

Swarm intelligence meta-heuristics

Finding the "best available" values of an objective function
within a given domain (or input) is referred to as optimiza-
tion. There are many different types of objective functions
and domains that may be used. Traditional methods of
problem-solving are time-consuming and unable to handle
complex issues. Natural-inspired optimization approaches
such as metaheuristic algorithms are used to address com-
plicated issues in the real world.37,39

Swarm intelligence (SI) refers to methods to the solved
problem that emerges in the interactions of the simple
information-processing unit, and this concept suggests
multiplicity, randomness, and messiness.40 SI is an innova-
tive distributed intelligent paradigm for solving an opti-
mization problem that originally took its inspiration from
biological examples by swarming, flocking, and herding
phenomena invertebrates.41

Most of the swarm intelligent based algorithms are
simple and robust techniques that determine the optimum
solution of optimization problems efficiently. Some of the
swarm intelligence algorithms are ant colony optimizer,
particle swarm optimizer, ABC algorithm, cuckoo search,
and so forth.42 PSO is used to enhance the performance
of the ANFIS system in classification problems. For
instance, the researchers proposed a model in which PSO
is used to tune ANFIS parameters for enhancing its classi-
fication accuracy.42

Swarm intelligence is used to address stationary opti-
mization problems and also dynamic optimization pro-
blems; therefore, Swarm intelligence can be used to
optimize the various problems. Swarm intelligence can
also be integrated with ANFIS for optimization purposes.
A study by Ref. 42 integrated one of the swarm intelligence
techniques that are PSO with ANFIS using modified lin-
guistic and the threshold value. This combination improves
the classification accuracy compared to other methods.
Nevertheless, in this part, it can be concluded that swarm
intelligence can be combined with ANFIS for optimization
purposes.

Artificial bee colony (ABC)

ABC is one of the members of swarm intelligence. ABC
tries to model the natural behavior of real honeybees in
food foraging. Honey used several mechanisms like
waggle dance to optimally locate food sources and search
for new ones. It was influenced by intelligent foraging
behavior of honeybees. The algorithm is especially based
on the model for the foraging behavior of honey bee col-
onies which was proposed by Tereshko and Loengarov.43

This makes them a good candidate for developing intelli-
gent search algorithm.44 Figure 2 shows the ABC
Framework in which the bee in a colony is divided into
three groups (1) employee bee – in charge of food source,
(2) onlooker bees – choose a food source to forage, and
(3) Scouts – searching randomly for new food sources.

There are two distinct parameter groups in the ANFIS
structure: premise and consequence. ANFIS training
entails applying an optimization technique to determine
these parameters.45 A study by Ref. 46 introduced a new
approach for training the ANFIS using ABC. In this
study46, ABC as one of the swarm intelligent branches, is
used for training. ABC is used for training the antecedent
parameters and the conclusion parameters for identification
of the nonlinear system. The results are compared with
other methods, and ABC shows better results than genetic
algorithms, backpropagation and hybrid learning.32

Furthermore, a hybrids ant bee colony (ABC) with
ANFIS is proposed by Ref. 47, which is called NF-ABC.
This proposed method enhances the classification accuracy
and reduces the complexity of dimensionality, redundancy,
and irrelevant data.

A specific multiobjective ABC optimizer called
H-MOABC is proposed by Ref. 48. Comparing the suggested
approach to state-of-the-art algorithms, the proposed optimizer
shows to be competitive in solving two- and three-objective
optimization problems. In the experiments, two scalable real-
world RNP situations are solved using H-MOABC in a hier-
archical decoupling fashion. The suggested H-MOABC is par-
ticularly successful and efficient in optimizing RFID
networks, according to computational findings.

Based on the results of existing studies32,46,47, ABC as one of
the members of swarm intelligence, is used for optimization to
enhance the accuracy. ABC is used is used for training the ante-
cedent parameters and the conclusion parameters of ANFIS to
improve the performance results. Since heart disease is still
number one killer in the world49,53, the performance of predic-
tion and classification algorithms are very sensitive and requires
high accuracy.54 Therefore, this study used ABC to optimize
ANFIS for the classification of heartbeat sounds.

Comparison of existing studies

Existing studies related to classification of heartbeat
sounds are compared in Table 1 in terms of accuracy.

Keikhosrokiani et al. 5



Most of the existing studies related to heartbeat sound
classification used only one main technique such as
neural network, support vector machine, and hidden
Markov model. Most of the authors focused on improv-
ing the techniques in pre-processing the data, such
as cleaning the noise, dimension diverged, and so
forth. There are very few authors who concentrate on
optimizing the hybrid classifier. Moreover, the classifi-
cation of heartbeat sound requires high accuracy while
classification using one algorithm has less accurate.
It is crucial to have a more accurate heartbeat sound
classification to assist the doctor in providing
treatment to patients. ANFIS alone does not have good
accuracy. Therefore, an optimized ANFIS is needed to
enhance the accuracy to classify the heartbeat sound.
Consequently, the main gap in the existing study is an
optimized hybrid classification model to classify heart-
beat sounds.

Method
This study aims to create an optimized ANFIS model for the
classification of heartbeat sound using ABC. In this section,
the steps that will carry out to achieve the aim are explained
as shown in Figure 3. Firstly, the data is normalized and
undergo feature selection. After the feature selection, the
data is separated as a training and test set. The training set is
used to train the proposed model, and the test set is used for
evaluation. The details of the data and data collection, the
data cleaning process, the feature extraction, and the proposed
classification model are discussed in the following sections.

Data collection, pre-processing, cleaning,
and feature extraction

The data set was gathered from two sources. The first
source was taken from the general public via the

Figure 2. ABC framework44.
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Stethoscope Pro iPhone app and the second source was taken
from a clinical trial in the hospital using the digital stetho-
scope DigiScope. The data contains heartbeat sound with
lub and dub sounds, and its length varies from 1 s to 30
s. There are a total of 835 data sets. There are four categories
in dataset A: (1) artifact, (2) extra systole, (3) murmur, and (4)
normal heartbeat sounds. Dataset B has fewer classes and 461
samples, and it contains three classes: (1) extra systole, (2)
murmur, and (3) normal heartbeat sound. These two datasets
are used to verify the generalizability of classification models.
Datasets A and B are combined, and four classes are pre-
sented in the dataset which is (1) murmur, (2) artifact, (3)
extra systole, and (4) normal heartbeat sounds.

Data pre-processing is a crucial part of the research. In
this process, raw data is transformed into well-formed
data to be further used in the study. In this research, data

pre-processing consists of two parts: data cleaning and
feature extraction (Figure 3). The heartbeat sound is then
proposed to be classified.

Data cleaning is done using python in Juypter editor.
The data were denoised, down sampling, normalizing,
framing, concatenating both the data, and shuffle the data.
This process concludes that the dataset has four classes:
murmur, normal, artifact, and extra systole.

Firstly, noise elimination is done to the heartbeat sounds.
The heartbeat sound in the database does contain environ-
mental noise and external sounds. The sound needs to be
eliminated from capturing the exact sound heartbeat
sound. The unwanted sound is eliminated using the noise
function. The sound is denoised and makes it uniform for
better feature extraction length of the sample is also filtered,
and the only sample with more than 0.5 s is taken.

Table 1. Comparison of existing studies.

No. Reference Pre-processing and Feature Extraction Classifier Accuracy

1 55 Pre-processing: PCG signal is segmented using logistic regression hidden semi-Markov
model.
Two group of features from the time and frequency domain are extracted from segmented
PCG

SVM 82.33%

Feature Extraction: Extracted MFCC feature converted 2D time frequency heat map
representation.

2 56 Pre-processing: reduce noise and then slice the heart sound into fixed-length segments. The
first and last slices are dropped from analysis

CNN 81.38%

Feature Extraction: extract high-level features such as edges from the input image
Max Pooling is used to returns the highest value from the part of the feature map covered by
the kernel.

3 57 Pre-processing:
PCG Recording: High pass filter, spike removal, normalized to zero mean
Segmentation using HSMM

CNN 86.8%

Feature Extraction:
497 Feature from the eight domains

4 58 Pre-processing: PCG is down sampled and divided into smaller time segments of 6s FNN 85.65%

Feature Extraction: 1D time series signal

5 59 Pre-processing: Denoising using notch, Butterworth filtering, discrete Fourier transform, 5s
heart sound duration

ANFIS 89%

Feature Extraction: Five features using High Order Spectral(H0S)

Feature extraction: Convert all audio file into spectrogram

5 21 Pre-processing: Logistic regression, HSMM-based heart sound segmentation LSTM 91.39%

Feature Extraction: MFCC Feature

Keikhosrokiani et al. 7



Next, Data Framing is carried out to the heartbeat sound.
The frame rate of each file is not equal and do not apply for
any classification because of the different length. The data
framing is used to fix the sampling record of each file.
The data framing makes classification run better and more
accurately. Down sampling was also done to the audio
files. Each data will have frame rates. This will make the
CPU usage a lot, consume a lot of power and take a
longer time to complete the task. Down sampling is used
to resolve this issue. Down sampling is a signal reducing
technique applied to reduce the feature of sound files.
This technique will make the frame look minimized.

Lastly, the data are concatenated and shuffled. There
were two data, and the dataset was already in classified
mode. Therefore, the data are concatenated into one
dataset and shuffle to be used for the classification. Using
this technique, a better dataset was provided, and four cat-
egories were formed.

The models do not immediately understand the audio
signal, and more structural function extraction is applied
to them. In this study, multiple features are extracted,
such as Mel frequency cepstral coefficients (MFFC),
Chroma, Mel spectrogram, etc. The feature is extracted
using librosa library in python. The main feature that will
be extracted is MFCC.

MFCC is based on a linear transformation of log power
spectrum on a nonlinear Mel frequency scale. The feature
can be extracted using the MFCCs method, and the
feature extracted with that method shows the time spectrum.
These features are widely used for analyzing sound process-
ing tasks. Since each heartbeat exhibits different oscilla-
tional and amplitudes, the standard deviation within each
interval and the deviation of the diastolic period were
used to represent the different classes. The MFCC is
extracted using the python library. The best 250 datasets
are used for the classifier. An example of MFCC extract
is shown in Table 2.

Hardware and software specifications

Table 3 shows the hardware and software specifications
used in this research.

Experimental design of the optimized model

The experimental setup in this study consists of two training
phases. In Phase 1, ANFIS without any optimization is used
to train the dataset. In Phase 2, ANFIS is optimized using an
ABC algorithm.

Figure 3. The overall framework with training and test data for classification.
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ANFIS model to classify the heartbeat sound. The flowchart
and Pseudo-code of ANFIS are shown in Figure 4 and
Table 4 respectively which explain the ANFIS flow
where the data is load-in and then data will go through a
layer of data and output the class of the sound signals.

ANFIS consists of 5 layers, as shown in Figure 5. The
first layer is the fuzzification layer, where the inputted par-
ameter has its membership functions for each input, the a-f
is the parameter set and the antecedent parameter. Layer
two is the rule layer. This layer represents the firing strength
for each rule generated in the previous layer. The third layer
is the normalization layer, which has a certain ratio and cal-
culates the firing strength. The fourth layer is called the
defuzzification layer. The output of layer three is simple,
also known as the conclusion parameter. Finally, layer 5
is the sum layer where the layer comes out with all the
final MFCC readings.

Design of ANFIS model optimized by artificial bee colony
Artificial bee colony. In order to optimize numerical

issues, Karaboga proposed the ABC method in 2005.60

The ABC algorithm is a swarm-based meta-heuristic algo-
rithm. In this algorithm, there are two main types of bees:
(1) Employee bees and (2) Onlooker bees. Meanwhile,
the scout bee will only play a small part in this algorithm
process. The data are inputted randomly at the starting

point. This employee bee then goes to the data that is
being inputted (food sources) and search for related Mel
Frequency Cepstral Coefficient (MFCC) readings (food
sources), and it will compute the amount of MFCC readings
(nectar in this data) (food source). Details from employee
bee are then sent to onlooker bee the nectar details and
place, onlooker bee then check the MFCC readings and
are determined on amounts of nectar. If the MFCC
reading cannot be determined or recognized, the data is con-
sidered exhausted, and the scout bee is sent again to the
search area to check new food sources.

Figure 6 shows the flow of ABC-ANFIS. As mentioned
in the literature review, Swarm intelligence can be used for
optimization purposes. The purpose Method in classifying
the heart sound is using ANFIS optimized by ABC. The
optimization is done in layers 1 and 4 in the ANFIS struc-
ture, the antecedent, and conclusion parameters. The pos-
ition of a food source is the possible solution. A set of
antecedent and conclusion parameters of ANFIS corre-
sponds to a food source in the ABC algorithm. Thus, the
ABC algorithm finds the best food source around the
hive or the best antecedent and conclusion parameter set
in the search scope.

In ANFIS layers 1 and 4, ABC is incorporated where the
parameter handling happens. The parameter initializing layer
and defuzzification layer are layer 1 and 4, respectively.

Table 2. Extracted MFCC raw data from a wav file.

MFCC1 MFCC2 MFCC3 MFCC4 MFCC5 MFCC6 MFCC7 MFCC8

−594.026 38.77056 5.471499 5.691145 3.350877 1.374128 −1.03362 −2.05567

−751.324 30.39076 −5.21726 −1.76162 −5.62171 −0.72199 −2.56536 0.92472

−559.913 36.2598 −14.0335 −2.94188 −11.0781 −2.0575 −9.39913 0.957246

−293.751 104.1867 −13.7194 20.37077 −14.8908 −3.17973 −15.9996 −3.9872

−291.848 96.26853 −12.5934 9.578255 −4.88332 2.832744 −8.98405 −5.78688

−645.317 49.54219 −17.5711 15.6059 1.365261 6.585101 −3.18771 5.67139

−531.035 61.47423 −24.3375 6.575305 −6.11652 −0.23215 −11.2366 −1.46623

−261.461 119.5892 −2.56864 36.90712 −6.57661 7.531987 7.884009 −5.01733

−370.77 80.99999 −4.04252 12.01621 −15.8745 2.921428 −19.0344 −3.39241

87.81788 39.86122 −27.8745 15.03672 −11.7306 2.834516 −8.81979 1.68993

−502.013 54.9685 −5.01427 −4.85213 −10.9098 3.195849 0.481476 0.225147

−498.702 76.62179 −5.37649 −4.00983 −0.33783 0.785949 −1.67749 −1.50992

−457.103 109.103 8.137326 18.17597 7.808587 4.333597 2.145938 0.107877
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These two layers handle the parameter in ANFIS, which
know as antecedent and conclusion parameters.

Table 5 shows how the ANFIS is optimized using ABC.
The parameter of ANFIS is the main thing, and then this
ABC is used to update the parameter. ANFIS has two
types of parameters one on the antecedent, and the other
one is the conclusion. The antecedent parameter is the

membership function. The conclusion parameter tends to
use the defuzzification layer of ANFIS. The ABC then
plays an important role in both parameters. ABC creates
food source on the antecedent part and determine the
nectar amount, which is allocating each membership func-
tion as nectar then and undergoes its process until the
requirement is met and then the memorize the best food
source, which is the parameters. At the conclusion, all
onlookers are sent to check the parameter and see
whether the amount is satisfied. ABC plays its optimized
role by optimizing the parameters in ANFIS and makes
the system more effective.

Figure 7 shows that ANFIS has two types of para-
meters that are antecedent and conclusion parameters.
Antecedent Parameter is on layer one and has six para-
meters (A, B, C). The number of memberships is equal
to the total parameter of all membership. If there are
four memberships; therefore, 24 parameters are present
in the antecedent parameter. In the conclusion parameter,

Figure 4. The flowchart for ANFIS model10.

Table 3. Hardware and software specifications.

Hardware/ Software Details

Processor Intel® Core i5-3337U

RAM 8 GB

Operating system 64-bit Window 10

Programming language MATLAB 64-bit, Python

Software tools MATLAB, JUYPTER

Table 4. The pseudo-code of ANFIS.

Algorithm 1

1: Training= 70% base

2: Validation= 30% base

3: Vector of rules to be tested

4: Vector of initial learning rates to be tested TA

5: n= number of test

6: EP= number of epoch

7: for i ∈ TA do

8: for i ∈ Rt do

9: for l= 1: n do

10: Generate random FIS with four inputs and R= J

11: Evaluate ANFIS function with TA= I, Ep, training, validation
and random generated FIS

12: Save the FIS with lowest validation error, the training error,
and the output vector validation k

13: end for

14: end for

15: end for

16: Lowest validation error=MinV, associated FIS= CheckFis

10 DIGITAL HEALTH



Figure 5. ANFIS model with five layers.

Figure 6. The proposed ABC-ANFIS framework.

Keikhosrokiani et al. 11



there are also 24 parameters as there are four rules, and
each rule has six conclusion parameters.

classification performance index

The error lost occurrence in the training model usually is
measured by these three measurement techniques: (1)
mean squared error (MSE), (2) root mean square error
(RMSE), and (3) mean error and absolute precision error
(STD ERROR).

The MSE of an estimator computes the average of the
squares of the errors or deviations (difference between the
output and target). The following formula is used for MSE:

MSE =
∑n

i=1 (yi − ŷi)
2

n

where MSE=mean square error, n= the tested item’s

number, yi = classification of heart sound, ŷi = actual
value of heart sound.”

Next, RMSE is used to measure the number of the exist-
ence of errors between the train and test, respectively. This
implementation is to validate the data of the training dataset
(S. M. H., S. Y., & V, 2017). The smaller the RMSE, the
higher the accuracy and less error in the classifying
model. The following formula is used to calculate RMSE:

RMSE =
																∑n

i=1 (yi − ŷi)
2

n

√
or square root of MSE.

Mean error and STD error are “mean and standard deviation
of the” training error. Mean error shows the average of all
errors in a set. STD error portrays the sample data charac-
teristic and explains the statistical analysis solutions.

Lastly, the accuracy of the test is the ability to differen-
tiate the heartbeat sound correctly. To estimate the accuracy
of a test, we should calculate the proportion of true positive
and true negative in all evaluated cases.

Accuracy = (TP+ TP)/(TP+ TN+ FP+ FN)

Analysis and results
This section discusses the overall results of the proposed
ANFIS optimized by ABC for the heartbeat sound classifi-
cation. In the first section, experimental and simulation
results are discussed. Next, the comparison between the
ANFIS and ABC-ANFIS is mentioned.

Experimental and simulation results

The experimental result was attained to assess the perform-
ance of ANFIS and the optimized ABC-ANFIS. The assess-
ment includes the parameters benchmark (MSE, RMSE,
error mean, and standard deviation) measurement and the
execution time and training model to classify the heartbeat
sound. The dataset is split into two sets, one for training and
another one for testing purposes. 70% of the data set are used
for training and only 30% is used for testing purpose. Both
datasets are input into ANFIS and ABC-ANFIS to get the
validation.

Table 6 explains the Parameter setting for both ANFIS
and ABC-ANFIS. The parameters set up used for ANFIS
are error goal, decrease rate, the initial step, increate
rate, maximum epochs, while for ABC-ANFIS are food
source, onlooker bee, and employee bee. The parameter
setting plays an important role in optimizing ANFIS.
Each onlooker bee estimates the amount of nectar it
received from its food source with some errors. Each
onlooker bee will choose a food source based on how
much nectar they think the food source is producing.
The likelihood that an onlooker bee will pick the nectar
increases with its elevation. Therefore, ABC controls

Table 5. Pseudocode of optimized ANFIS with ABC.

Algorithm 2

1: Set the training dataset to be 70% of the whole data

2: Initialize ANFIS structure parameters: J, R, Type of Input/
Output membership functions

3: Present the values of ABC parameters: D, SN, MCN, limit,
cycle= 1.

4: Form the ABC-ANFIS food sources using Eq. (12) and
initialize the ABC-ANFIS food sources using Eq. (8).

5: ANFIS-evaluate (food sources).

6: Repeat

7: Produce new solutions food sources for the employed bees
using Eq (7) and ANFIS-evaluate (food sources), then
apply greedy selection process employed bees ‘phase.

8: Produce new food sources for the onlookers from the food
source Xi selected

9: depending on p(Xi)) and ANFIS-evaluate (food sources),
then apply the greedy selection process onlookers’
phase.

10: Determine the abandoned food source for the scout, if
exists, and replace it with a new randomly produced
solution scout’s phase

11: Memorize the best food source achieved so far.

12: Cycle= cycle+ 1

13: Until cycle=Maximum Cycle Number (MCN)
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the parameters. The control parameters of ABC are as
follows:

▪ The number of colony size (employed bees and onlooker
bees) is the dataset size.

▪ The number of food sources equals the half of the colony
size.

▪ The employee bee leaves out the dataset that has no
improvement in 100 trials.

▪ The stopping criteria, which is also the cycle of foraging,
is 1000.

The optimization problem for all models is based on the
following equation:

Minimize: f (x) = MSE

For all models, the benchmark is fin= 0, meaning that if the
results of MSE and RMSE are closer to 0.

ANFIS result in heartbeat sound classification

This section includes the RSME and SD of both the testing
and training model of the ANFIS and ABC-ANFIC.

Root mean square error. Root Mean Square is used as a
standard statistical metric to measure model performance
61. The lower the RSME, the better performance results
are obtained. Table 7 shows that RSME for most of the
classes is low. RSME shows how good the fitness is, and
above all, this model has good fitness. In the training set,
normal class score is 0.122, the murmur class score is
0.126, the extrasystole class score is 0.116, and the artifact
class score is 0.129. In the training set, extrasystole has the

Table 6. ANFIS and ABC-ANFIS algorithm’s parameters settings.

Algorithm Parameter Value

ANFIS ERROR GOAL
DECREASE RATE
INITIAL STEP
INCREASE RATE
MAXIMUM EPOCHS

0
0.9
0.01
1.1
100

ABC-ANFIS FOOD SOURCE
ONLOOKER BEE
EMPLOYEE BEE

1
0.5
0.5

Figure 7. The architecture of ABC-ANFIS.
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lowest value. In the test set, the normal class score is 0.13.
The murmur class score is 0.136, the extrasystole score is
0.12, and the artifact class score is 0.131. The lowest
score in the test set is also the extrasystole. The test set
has higher reading for all classes compared to training.
The higher score is the murmur class in both sets and the
lowest in the extrasystole class. This indicates the ANFIS
model has a better capacity to classify the extrasystole
class; meanwhile, this class was also nearer to 0-point, indi-
cating that ANFIS manages to classify most of the class
closer to the actual value.

The RSME of ABC-ANFIS is shown in Table 7, the
normal class has a score of 0.148661, the murmur class
score is 0.1483224, the ABC-ANFIS score for extrasystole
is 0.149666295, and the artifact class score is 0.15. In the
test set, the normal class has a score of 0.15, and the
murmur class has a score of 0.148997. The extrasystole
has a score of 0.15, and the artifact class has a score of
0.150665.

The murmur class has lower reading in both training and
test set. The lower the RSME, the better it is. Table 7 shows
that most of the RSME are also lower. RSME shows
how good the fitness is, and above data, this model
has good fitness. When comparing Tables 8 and 9, the
ABC-ANFIS has a lower overall reading for all classes
than the ANFIS.

Standard deviation. The standard deviation focuses on
whether data is clustered around the mean, and the nearer
the data to 0, the closer the data to the mean. As shown
in the training set included in Table 9, the normal class
score is 0.349285, the murmur class score is 0.354965,
the extrasystole class score is 0.340587727, and the artifact
class score is 0.359166. The lowest value for the standard
deviation in the training set is the extrasystole class. In
the test set, the normal class score is 0.360555, the
murmur class score is 0.368782, the extrasystole class is
0.34641, and the artifact class score is 0.361939. The
lowest reading in the training set is extrasystole. In both
test and training set in Table 9, the extrasystole is the
lowest In this ANFIS model, all the classes are nearer to
the mean, and the extrasystole is nearest to the mean.

The standard deviation of ABC-ANFIS is discussed in
this part. Table 9 shows that in the training set, the standard
deviation in the normal class is 0.14661, in the murmur
class is 0.138324, the extrasystole class is 0.13966, and
the artifact class is 0.14. The lowest in the training set is
murmur. In the test set, the normal class scores 0.149, the
murmur test scores 0.147997, the extrasystole class is
0.148, and the artifact class score is 0.148665. In the
testing set, the lowest is murmur as well. Overall test set
and training set have lower reading in murmur class com-
pared to other classes. The standard deviation focuses on

Table 8. Standard deviation for different algorithms.

Algorithm

Training Test

Normal Murmur Extrasytole Artifact Normal Murmur Extrasytole Artifact

Anfis 0.349185 0.344965 0.330587727 0.349166 0.359555 0.367782 0.34441 0.359939

Anfis+Abc 0.146661 0.138324 0.139666295 0.14 0.149 0.147997 0.148 0.148665

Anfis+ PSO 0.22516 0.222379 0.218035085 0.224521 0.253951 0.243949 0.256844 0.258768

Lstm 0.3789 0.437214 0.414264069 04113106 0.518615 0.43489 0.498 0.487898

SVM 0.467 0.479898 0.537722558 0.462229 0.518615 0.52815 0.536516 0.52715

KNN 0.4372 0.49 0.509615242 0.462229 0.546723 0.555776 0.589608 0.606276

Table 7. RSME reading for all classes for both training and test.

Algorithm Training Test

Normal Murmur Extrasystole Artifact Normal Murmur Extrasystole Artifact

ANFIS 0.122 0.126 0.116 0.129 0.13 0.136 0.12 0.131

ANFIS+ ABC 0.0221 0.022 0.0224 0.0225 0.0225 0.0222 0.0225 0.0227
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whether data is clustered around the mean, and the nearer
the data to 0, the closer is the data to the mean.

Accuracy. It is the closeness of a measured value to a stand-
ard or known value (Accuracy and Precision, n.d.). In
Table 10, the accuracy for class normal is 85%, the
murmur is 84%, the extrasystole % is 85, and artifact
class is 83%. The mean average accuracy for all classes is
84.25%. This shows that the correct classification for the
ANFIS model achieved an overall 84.25%. The ANFIS
manages to classify the four classes with 84.25% accuracy.

The accuracy of ABC-ANFIS is discussed. As shown in
Table 10, the accuracy of the normal class is 92%, the
murmur class is 93% and extrasystole is 92%, and artifact
class is 91%. The overall average accuracy for all four
classes was 92%. This shows that the ABC-ANFIS model
can classify the heartbeat sound with 92% accuracy.

Comparison of classification result

In this section, the result is compared among ANFIS, opti-
mized ANFIS, and other classifiers such as SVM, LSTM,
and KNN algorithm. First, this study implements the exist-
ing classifiers such as SVM, LSTM, KNN, and optimized
ANFIS-PSO to classify heartbeat sounds into normal,
murmur, extrasystole, and artifact. The results were
reported based on RMSE and accuracy. Then, this study
focused on proposing and implementing ABC-ANFIS.
Finally, the results of the proposed ABC-ANFIS are com-
pared with SVM, LSTM, KNN, and ANFIS-PSO.

Root mean squared error. In this section, the RSME of all
classification models is discussed. In Table 11, the

reading of both training and test set is shown. The training
set for murmur class is 0.23237 in PSO ANFIS, 0.447214 in
the LSTM, 0.489898 in the SVM, and 0.5 in KNN.

While in the test set, the murmur is 0.244 for PSO
ANFIS, 0.43589 for LSTM, 0.529 in SVM, and 0.556776
in KNN. The overall reading shows that ABC-ANFIS has
lower reading for both test and training set.

The RSME also shows that ABC-ANFIS has lower
reading and LSTM has higher reading (Figure 8). The
reading in LSTM is higher in both training in test data
and also in all classes. The ABC-ANFIS has the lowest in
both test and training, and all classes.

Standard deviation. In this section, standard deviation of all
models is discussed. Table 8 exhibits the reading of both
test and training set for all classes. In the training set, the
murmur class, the standard deviation for PSO-ANFIS is
0.222379, 0.437214 for LSTM, 0479898 for SVM, and
0.49 for KNN. While in the test set, the murmur class
reading is 0.243849 for ANFIS PSO, LSTM is 0.43489,
SVM is 0.52815, and KNN is 0.555776. Overall, the
ABC-ANFIS has the lowest value for both training and test.

The RSME also shows that ABC-ANFIS has lower
reading and LSTM has higher reading. The ABC-ANFIS
is the smallest value for all the classes (Figure 9).

Accuracy. In this section, the accuracy of all models is com-
pared. Table 12 shows the accuracy of the reading of all the
classification models. The normal class’s accuracy is that
ANFIS has 85%, ABC-ANFIS has 92%, ANFIS+ PSO is
89%, LSTM is 79%, SVM% is 65, and KNN is 75%. The
murmur class has 84% in ANFIS, 93% in ABC-ANFIS,
88% in ANFIS-PSO, 79% in LSTM, 65% in SVM, 77%
in KNN, and 79% in extrasystole. The ABC-ANFIS has
higher accuracy for all classes than other classifiers.

Figure 10 shows that the ABC-ANFIS has higher accur-
acy, indicating that the ABC-ANFIS model is a more accur-
ate and better classifier. ABC has optimized the ANFIS to
be a better classifier for heartbeat sound.

Comparing the models

In this section, the main class which is related to
murmur is taken to discuss the accuracy. Murmur

Table 10. Accuracy of ANFIS.

Algorithm Accuracy

Normal Murmur Extrasystole Artifact

ANFIS 85 84 85 83

Anfis+Abc 92 93 92 91

Table 9. The standard deviation for ANFIS and both test and training.

Algorithm
Training Test

Normal Murmur Extrasytole Artifact Normal Murmur Extrasytole Artifact

ANFIS 0.349285 0.354965 0.340587727 0.359166 0.360555 0.368782 0.34641 0.361939

ANFIS+ ABC 0.146661 0.138324 0.139666295 0.14 0.149 0.147997 0.148 0.148665
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class is selected for discussion as a murmur sound clas-
sification is of utmost importance to detect cardiovascu-
lar disease and help in early treatment. As shown in
Table 13, ABC-ANFIS has the highest accuracy for
murmur class.

In Figure 11, the ABC-ANFIS is shown to have higher
accuracy than other models. ABC optimization plays a
role in higher accuracy. The ABC-ANFIS also shows per-
forming better than the ANFIS-PSO. This show ABC has
more effect on optimizing ANFIS.

Comparing with related works. In this section, this research
and related works are compared. The selected related
works are those studies that focuses on heartbeat sound

classification. Table 14 shows the comparison of the exist-
ing research and the proposed classifier. Khan et al.21 used
LSTM as a classifier and concluded the accuracy of
91.39%, Al-Naami et al.59 used ANFIS which managed
to achieve 89% accuracy, Nogueira et al.55 used SVM, in
which the accuracy is 82.33%, Li et al.57 used CNN with
86.90% accuracy. Sharma et al.56 have also done research
using the same dataset that is used in this research. They
have achieved an average accuracy of 81.38%. Finally,
this research uses ABC-ANFIS and obtains 93.00% accur-
acy which is sligtly better but very close to the results of the
study done by Khan et al.21Figure 12 shows five related
works that are compared. One of the related studies used
the same dataset as this research; however, the other four

Figure 8. The comparison of RSME for different algorithms.

Table 11. RSME reading for all classifiers for training and data sets.

Algorithm

Training Test

Normal Murmur Extrasytole Artifact Normal Murmur Extrasytole Artifact

Anfis 0.349285 0.354965 0.340587727 0.359166 0.360555 0.368782 0.34641 0.361939

Anfis+Abc 0.148661 0.148324 0.149666295 0.15 0.15 0.148997 0.15 0.150665

Anfis+ PSO 0.23516 0.232379 0.228035085 0.234521 0.254951 0.244949 0.258844 0.260768

Lstm 0.387298 0.447214 0.424264069 0.4123106 0.519615 0.43589 0.5 0.489898

SVM 0.479583 0.489898 0.547722558 0.472229 0.519615 0.52915 0.538516 0.52915

KNN 0.447214 0.5 0.519615242 0.472229 0.547723 0.556776 0.591608 0.608276
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used different datasets. In Sharma et al.,56 the authors have
researched multiple datasets, and one of the data sets is
heartbeat sound in wave form as this research. However,
the authors have not shuffled both datasets. They have
used it separately. They have also converted the whole
audio file into the spectrogram and make it more like
image classification. The research also mainly emphasized
on heart disease detection and managed to get an average
accuracy of 93% for murmur class.

Next, the other four related works mainly use the PCG
signals dataset. This is because PCG Signal requires less pre-
processing than audio files and the signal classification
involves time and domains. Most of the research focuses on
signal classification; meanwhile, this research focuses on the
heart sounds in another term in the audio classification. This

is because auscultation is hearing e dataset consist o heartbeat
sounds. This research aims to assist in detecting the abnormal-
ities in the heartbeat sound and classifying heartbeat sounds.

In Khan et al.,21 the authors have used 3126 PCG signals
labeled with normal and abnormal sounds within the
cardiac cycle by the experts. Then PCG signal was
feature extracted into the time and frequency domain by
the experts as well. The authors mainly segmented the
PCG signals and separated the given dataset into training
and test set. They ran into the classifier LSTM and
managed to get an accuracy of 91.39%.

Next, in a study done by Al-Naami et al.,59, the authors
have taken a dataset from an international dataset from
PhysioNet-Challenge 2016. The authors have accepted
the challenge; therefore, they needed to use the provided
dataset. The dataset contains 3000 heart sound recordings.
The dataset consists of class A, B, C, D, and E and the
time duration of the recording is 120 s, and each signal
sampled is 2000 Hz. The authors have then used the dis-
crete Fourier Transform to preprocess the signal and then
run it in the ANFIS classifier.

Moving forward, in Ref. 55, the authors have also used a
challenge database named Physionet/Computing in
Cardiology Challenge. The database provides the training
set consists of both EGG and PCG signals. The authors
have used 120 PCG signals and 400 ECG signals for
their research. The authors then did feature extraction and
ran the heart sound image classification using the SVM
classifier.

Sharma et al.56 have used the same dataset as the
present research. The authors have done some data clean-
ing and convert the wav file into the spectrogram and made

Table 12. The accuracy of all classes for different algorithms.

Algorithm Accuracy

Normal Murmur Extrasytole Artifact

Anfis 85 84 85 83

Anfis+Abc 92 93 92 91

Anfis+ PSO 89 88 87 86

Lstm 79 78 77 75

SVM 65 67 68 69

KNN 75 77 79 76

Figure 9. The comparison of standard deviation for different algorithms.
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it as heartbeat sound image classification using CNN
classifier.

Lastly, Li et al.57 have also used a dataset from
PhysioNet/Computing in Cardiology Challenge. The
authors have used all the PCG data provided in the chal-
lenge of 3153 PCG with six subsets. The authors then fil-
tered the PCG recording by a high-pass filter with a
cut-of-frequency and spike removal algorithm. The
authors also did feature extraction and ran the PCG signal
into the CNN classifier.

Discussion and conclusion
This study aims to develop an improved and optimized
ANFIS classification method. An ABC is used for optimiz-
ing ANFIS to enhance the accuracy. This proposed a novel

ABC-ANFIS framework that focuses on improving the
accuracy of ANFIS for the classification of heartbeat
sound. This study classified heartbeat sounds into four cat-
egories (1) normal, (2) Murmur, (3) extrasytole, and (4) arti-
fact, as opposed to two categories of normal and abnormal
in other studies. In addition, additional standalone and
improved algorithms are used in this study to classify heart-
beat sounds, including SVM, LSTM, KNN, ANFIS, and
ANFIS optimized by PSO. Finally, SVM, LSTM, KNN,
ANFIS, and ANFIS-PSO results are compared to those of
the proposed ABC-ANFIS.

The proposed model using ABC-ANFIS for heartbeat
sound classification provides almost 93% of accuracy. The
obtained results are presented using four metrics MSE,
RSME, standard deviation, and accuracy. ABC-ANFIS
shows a significantly improved performance in compared to
all four measures compare to other models and related
works. This improvement suggests the significance of

Table 13. The accuracy of murmur class for different algorithms.

Algorithm Accuracy

Murmur

Anfis 84

Anfis+Abc 93

Anfis+ PSO 88

Lstm 78

SVM 67

KNN 77

Table 14. The comparison of related works with this study.

Research Details Method Accuracy (%)

21 LSTM 91.39

This study ABC-ANFIS 93.00

59 ANFIS 89

56 CNN 81.38

55 SVM 82.33

57 CNN 86.80

Figure 10. The comparison of accuracy for different classifiers.
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ABC-ANFIS for a better classification tool for heartbeat
sounds. This is due to ABC-ANFIS’s ability to function
as an optimizing parameter, neural network, and fuzzy
system. Besides optimizing the parameter in layer 1, the
ANFIS’s layers 2, 3, 4 have easier classification. At
layer 5, where the decision layer is also optimized to
make the decision, this makes the heartbeat sound
MFCC classified accordingly to its class with more accur-
acy. This is an important finding for the heart sound clas-
sification for all four classes.

The MSE reading of ABC-ANFIS shows the best among
all. This model achieves the lowest among all models. MSE
is the average of square the difference between the actual
and estimated value and also evaluates the model’s error.

The lower the error, the better the model fitness is. This is
because the ABC algorithm has optimized the parameter
at the starting and ending parts of ANFIS. This makes
fewer errors in classification, and therefore, the model has
good fitness.

The RSME reading of ABC-ANFIS outperforms all the
models. The RMSE is used to evaluate trained models for
usefulness or accuracy. This is because the ABC algorithm
has already optimized the inputted parameter. The
employee bee already checked for the source, which MF
is accurate and set the information to the onlooker bee.
Then it can be understood how to look for MFCC
amounts for specific classes and how to become nectar,
which is MFCC collection for the heartbeat sound.

Figure 12. The comparison of the proposed ABC-ANFIS with existing studies.

Figure 11. The comparison of accuracy for the murmur class using different algorithms.
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Therefore, this lessens the burden on the ANFIS in layer
2, layer 3, and layer 4. At the last layer, the ABC algorithm
also optimizes the half classified MFCC again in the middle
layer and then provides the classes to which the MFCC
belongs. Hence, the model is useful and provides it accur-
acy as it undergoes optimization.

Next, in this paper, accuracy is also used as one of the
evaluating metrics. ABC-ANFIS manages to score 93%
accuracy in classifying the murmur class, making this one
of the biggest contributions of the research. This is due to
the amount of murmur dataset classified by the model to
the actual value being high. The onlooker bee plays an
important role in keeping the nectar amount as it will
collect the required amount using details given by the
employee bee, making the conclusion parameter optimized
and increasing the accuracy of the model.

The model is also compared to other related works. The
related works aim to classify the heartbeat sound yet using
other feature extraction and other classifiers. ABC-ANFIS
manages to score the highest among them and shows that
this hybrid classifier can provide better accuracy. This is
also one of the main contributions of the research. The
ABC-ANFIS can be used in heart sound classification and
provide better classification than other feature extraction
and classifier. Besides, the research also proves that opti-
mizing parameters in ANFIS classifier will provide a
good fit model, less error model, and more accurate results.

This research focuses on the classification of heartbeat
sounds by selecting the best algorithm based on subjective
measurement parameters. Thus, this study aims to propose a
model for the classification of the heartbeat sound using the
ANFIS. Furthermore, an optimized ANFIS with ABC algo-
rithm for the classification of heartbeat sound is developed
and managed to provide better accuracy. The overall object-
ive is achieved as ABC-ANFIS has better performance and
proves that it has managed to optimize the ANFIS.

In this current world, cardiovascular disease has become
more prominent, and more people are dying due to this
disease. This disease can be cured if it is detected earlier.
The disease can be detected using the heartbeat sound.
The sound of the heart consists of two-part lub and dub,
the abnormal between these two sounds indicated there is
some pathological disease. The heart sound is determined
using a stethoscope. The method is known as auscultation.
However, there is proof that current doctors are less effi-
cient in determining the heart sounds as they are more
dependent on clinical results. The clinical result is only
taken during any huge symptoms, and this might be late.
Therefore, a heartbeat sound classification is of utmost
importance to detect the disease.

Heartbeat classification is essential to detect cardiovascu-
lar disease at an early stage. There is a need to have new soft
computing technologies that can help classify heart sounds
for better heart disease prediction. There are various techni-
ques to classify the heartbeat sound. A lot of research has

used a variety of classifier models to classify this heartbeat
sound.

ABC-ANFIS is a good classifier especially for heartbeat
sounds. In ABC-ANFIS, optimizing the antecedent param-
eter and conclusion parameter increases accuracy contrary
to ANFIS. Its accuracy is lower when the parameters are
not optimized. The evaluation metric also shows the
ABC-ANFIS is good in classifying and shows better accur-
acy. Optimizing ANFIS using ABC gives an accuracy of
93% for the murmur class.

Numerous future studies can be conducted based on the
findings of the research. For instance, more experiments
and research can be done to compare different algorithms
to show best algorithm to optimized ANFIS model.
Furthermore, other classifiers can be experimented to con-
tribute to heartbeat sound classification. Other methods
for feature extractions can be utilized.
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