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Clinical care in ophthalmology is rapidly evolving as artificial intelligence (AI) algorithms
are being developed. The medical community and national and federal regulatory
bodies are recognizing the importance of adapting to AI. However, there is a gap in
physicians’ understanding of AI and its implications regarding its potential use in clini-
cal care, and there are limited resources and established programs focused on AI and
medical education in ophthalmology. Physicians are essential in the application of AI
in a clinical context. An AI curriculum in ophthalmology can help provide physicians
with a fund of knowledge and skills to integrate AI into their practice. In this paper, we
provide general recommendations for an AI curriculum for medical students, residents,
and fellows in ophthalmology.

Introduction

Although there has been a rapid evolution of artifi-
cial intelligence (AI) inmedicine, there remainsmuch to
be learned regarding the implications of AI for future
clinical care.1 The concept of humans versus machines
in medicine has been controversial for several decades
with the introduction of new technology.2,3 Computer
algorithms have advantages in that they can process
large amounts of data based on multiple parameters
to determine a result or diagnosis, whereas humans
use a multifactorial approach applying clinical knowl-

edge (including the latest best medical evidence), prior
experience, patient preference, and nonverbal cues to
manage a patient.4 As the practice of medicine under-
goes a paradigm shift with the expansion of AI, there is
a need to assimilate this new discipline into the medical
education curriculum.5,6

Current Accreditation Council for Graduate
Medical Education (ACGME) guidelines for inter-
nal medicine are being revised, as AI is anticipated to
“disrupt and refine patient care practice and business
models.”7 The 2019 American Medical Association
(AMA) guidelines promoted the development of AI
and included topics on regulation, payment, liability,
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and deployment.8 Furthermore, the new AMA policy
encourages the inclusion of AI in medical education by
addressing AI in accrediting and licensing standards
and educational modules and through enhanced
training to apply data to patient care.9 Specifically in
ophthalmology, the American Academy of Ophthal-
mology Task Force on Artificial Intelligence was
created in 2019 to identify gaps in the application
of AI with regard to clinical practice and medical
education.

In this paper, we explore AI in ophthalmology,
perceptions of AI among the medical community, the
need to adopt AI inmedical education while preserving
the humanization of medicine, and recommendations
for an AI curriculum for medical students, residents,
and fellows in ophthalmology.

AI in Ophthalmology

AI is a general term for any system that utilizes data
processing and pattern recognition simulating cogni-
tive functions, including learning and problem solving.
Physicians must understand the basic concepts of AI
to interpret the results of these systems appropriately
as they transition toward clinical implementation. AI-
assisted ophthalmic imaging modalities and analyses
are quickly developing.10 AI shows promise to favor-
ably impact diagnostic accuracy, efficiency, access to
care, health equity, and knowledge in the field of
ophthalmology.

Diagnostic Accuracy and Efficiency

AI systems can perform as well as clinicians
in image-based diagnoses. Specifically, studies in
diabetic retinopathy (DR) have shown that AI systems
can accurately detect disease with high sensitivi-
ties and specificities.11–13 One study found that
AI algorithms had higher sensitivity in detecting
referable DR, severe or worse DR, proliferative
DR, and diabetic macular edema compared with
human experts.14 However, algorithm performance
for identifying the severity of DR can potentially
be enhanced by evaluations performed by human
experts.15 In retinopathy of prematurity (ROP),
significant inter-expert variability exists in classifying
disease severity, especially regarding plus disease.16,17
AI algorithms such as the i-ROP deep learning
(DL) system have demonstrated high diagnostic
accuracy for ROP,18–20 outperforming experts in the
field, and can be used to monitor disease progres-
sion.21,22 Automated diagnosis in diseases such as

age-related macular degeneration can improve clini-
cal workflow by reducing the workload of physi-
cians but have yet to be implemented or evaluated in
practice.23

Access to Care

AI can broaden access to care for underserved
populations or areas with a shortage of ophthalmol-
ogists in the United States and globally. For example,
AI-assisted telemedicine platforms are being explored
in screening for cataracts, ROP, and DR.20,24,25 The
US Food and Drug Administration (FDA) approved
two autonomous AI systems for diabetic retinopathy:
IDx-DR (Digital Diagnostics, Inc., Coralville, IA)
in April 2018 and EyeArt (Eyenuk, Inc., Woodland
Hills, CA) in August 2020. The FDA granted break-
through status to the i-ROP DL system in January
2020.26–28 In addition, an AI-integrated cataract
screening program demonstrated not only high
diagnostic performance but also a tenfold increase
in the number of patients evaluated a year.24 Virtual
clinic models using telemedicine have been success-
ful in retina and glaucoma by reducing costs and
relieving the burden on onsite clinics.29 Similar to the
telemedicine model, AI could be incorporated into
the workflow of virtual clinics to assist with diagnosis
and management of ocular conditions. A virtual care
clinic for type 1 diabetes has been developed that
utilizes an AI algorithm to analyze a patient’s insulin
and glucose data and provides recommendations to
physicians.30

Health Equity

AI has the potential to improve health equity,
but there is also some concern that it can perpet-
uate inequity. Given that systemic biases are often
engrained in data, AI models may recognize disease
representations that are affected by racial, ethnic, or
socioeconomic biases.31 With thoughtful design and
deployment of AI algorithms to create fair models
that address inequities, protect vulnerable popula-
tions, and prevent the perpetuation of biases, AI may
help improve prediction models, identify implicit social
biases in documentation in the electronic health record,
and create more inclusive datasets to better understand
and address healthcare disparities.32,33

Knowledge

AI is expanding our current body of knowledge.
The Google AI DL system has shown evidence of
accurately predicting cardiovascular risk factors from
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digital fundus images.34 For example, information
regarding age, sex, and smoking status was elucidated
using features on a fundus photo. Moreover, it was
recently discovered that chronic kidney disease can
be accurately detected through digital fundus images
and has implications for screening in the commu-
nity.35 Another study evaluating DL and retinal images
showed that refractive error can be predicted primarily
from foveal features.36 Prior to these studies, we did not
know that such information could be extracted from
fundus photos. AI gives us the opportunity to discover
new facts and to bridge gaps in our knowledge.

Perceptions of AI

With the increasing number of AI algorithms and
studies being developed, it is becoming more impor-
tant for physicians and medical trainees to acquire a
better understanding of AI systems.37 Trainees and
certified radiologists in diagnostic radiology reported
a lack of exposure to and awareness of AI tools
currently used in their practice or described in the
literature.38 A group of medical students reported
they had little understanding of how AI could impact
clinical practice,39 and other practicing physicians
and trainees have expressed concern about potential
negative career implications of AI.38,40 At the other
end of the spectrum, many in the medical field have
reported believing that AI will advance their careers by
playing an integral part in patient care without replac-
ing the physician role while providing more time for
academics or research.39–41 In the United Kingdom,
compared with general practitioners, biomedical infor-
maticians were more likely to believe that AI will
transform medicine.42 These reports demonstrate the
mixed perceptions of AI in the medical community.
Even less is known regarding physician and trainee
perspectives in ophthalmology. We conducted a survey
study of members of national and regional ophthal-
mologic societies across the United States and found
that the majority of participants believed that AI
will improve ophthalmology but had concerns regard-
ing the patient–physician relationship and diagnostic
accuracy.43

Limitations of AI

Amajor concern about the adoption of AI is patient
and physician acceptance due to perceived lack of
transparency, as well as issues regarding safety, data
usage, and perception of bias.44,45 There is a learning

curvewith any new technology, but training and experi-
ence can facilitate understanding. Inaccurate results
and “garbage in, garbage out” principles are impor-
tant to consider when evaluating AI systems.46 Physi-
cians should understand the limitations of AI systems
and their impact on clinical care. In addition, there
are medicolegal and ethical implications for physicians
who use AI.47

Impact of AI on the Physician’s Role

The physician plays a central role in an environ-
ment that integrates AI, acting as the interpreter of this
technology to improve clinical care. Historically, the
x-ray and electrocardiogram revolutionized medicine
by assisting in the diagnosis and treatment of
patients.48,49 Both of these technologies served as
valuable supplements to the history and physical exam,
but the physician was still essential for interpretation
and clinical correlation of the results. This new technol-
ogy is just one element that clinicians must consider in
the context of the entire patient care experience.49

Humanization of care is a multifaceted concept that
includes relationship building between the physician
and patient and using a holistic approach to deliver
empathy and respect in the healthcare system.50 AI
can offer new information pertinent to a patient’s care
while potentially saving time, allowing physicians to
spend that extra time building rapport, educating, and
counseling patients.Wartman et al.51 describedmoving
from the “information age to the age of artificial intel-
ligence” by rebooting medical education while still
maintaining compassionate care.

Physicians should be AI literate and leverage its
clinical use, as medicine is shifting rapidly with the
incorporation of AI tools. Physicians who embrace AI
may be rewarded with better efficiency, accuracy, cost
effectiveness, and enhanced patient–physician relation-
ships in their day-to-day clinical functioning.1

Medical Education and AI

Historically, the Flexner Report helped to identify
limitations of medical education and redefined an
educational framework based on a biomedical model.52
With reforms in education, caution must be taken
not to jeopardize the quality of medical education
and to maintain the standards defined in the Flexner
Report.53 Other trends in clinical practice, such as new
advances in technology and the availability of more
medical information, require a critical evaluation and
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restructuring of our current medical education system
to provide trainees with relevant information to
prepare them for their future careers.54 AI has the
potential to reshape clinical practice and should be
integrated into medical education. Medical trainees are
interested in AI.38 In our survey, 75% of ophthalmol-
ogists believed that AI should be incorporated into
medical school and residency curricula, even those who
were concerned that AI would replace physicians.43

Currently, AI is not discussed in the Ameri-
can Academy of Ophthalmology Basic and Clinical
Science Course series, which serves as a fundamental
resource for ophthalmology residents. The ACGME
Program Requirements and Resident/Fellow Scholarly
Activity do not mention AI in any subspecialty of
medicine, including ophthalmology.55,56 Furthermore,
standardized tests, including the Ophthalmic Knowl-
edge Assessment Program and the USMedical Licens-
ing Examination, do not test on the topic of AI.57
Incorporating AI into common educational materials
and standardized tests will better ensure its integration
into medical education.

AI resources for medical education are inconsis-
tently available, and medical trainees might lack aware-
ness of existing opportunities. Through the AMA,
programs centered on partnerships between medical
students and professionals have been created to help
them learn how to use data to provide innovative
solutions for physicians and healthcare systems.58 For
example, at the Duke Institute of Health Innovation,
medical students worked on a scholarly project using
an AI system for identifying predictors of early stages
of sepsis and launched this model in the emergency
department.59 Medical students also attended fireside
chats with physicians to discuss the use of big data in
their clinical practices.60

Continuing medical education programs in AI
include “Artificial Intelligence and the Future of Clini-
cal Practice” and “Intro to AI and Machine Learn-
ing: Why All the Buzz.”58 These online webinars have
various experts and moderators and serve as another
means for physicians to understand AI and its role
in clinical practice. Topics on AI have been included
at major international and national ophthalmology
conferences, including Association for Research in
Vision and Ophthalmology meetings and American
Academy of Ophthalmology annual meetings andmid-
year forums.61–63 In 2019 and 2020, the University
of Illinois at Chicago hosted an Artificial Intelli-
gence in Ophthalmology Symposium featuring experts
discussing AI in clinical practice, medical education,
surgery, and global health.

AI educational resources can serve as a frame-
work to better assimilate AI into medical education.

These resources should help physicians understand
both established and emerging AI tools.64 The current
fragmented state of existing AI resources, trainees’
interest in learning about AI, and the need to better
prepare physicians for AI indicate a need for a formal
AI curriculum.

Recommendations for an AI
Curriculum

An AI curriculum for medical schools, residen-
cies, and fellowships should provide information to
help trainees to (1) develop the ability to appro-
priately utilize AI clinically, (2) understand how to
interpret AI results, and 3) explain AI results to
patients and other healthcare providers.65 McCoy et
al.65 explained how AI could fit into a “reimagined
medical school” concept in which a general framework
pathway provides students with the knowledge that all
trainees should have regarding AI and another special-
ized pathway is available for students who express a
greater interest in the subject matter.

Structure of a Standardized Curriculum

The goals of a coreAI curriculum in ophthalmology
include recognizingmajor studies and discoveries of AI
with regard to ophthalmology, identifying the limita-
tions of AI, and learning about potential applications
in clinical practice. A core curriculum could begin with
lessons in basic mathematic and statistical knowledge
as it relates to AI. It could then cover the fundamen-
tals of AI,machine learning, andDL. The course could
discuss a methodology for evaluating AI studies in the
literature using resources such as “An Ophthalmolo-
gist’s Guide to Deciphering Studies in Artificial Intel-
ligence”13 or “A Clinician’s Guide to Artificial Intelli-
gence: How to Critically Appraise Machine Learning
Studies.”66 When this foundation has been established,
seminal articles in the literature can be introduced, as
well as key studies in the different subspecialties of
ophthalmology. The course should highlight strengths
and limitations of AI. Finally, the course should
focus on how AI should be used in clinical practice,
telemedicine, or virtual visits. A specialized curriculum
with extracurricular activities should also be consid-
ered for trainees and clinicians desiring an in-depth
understanding of AI. In fact, Faes et al.67 showed that
physicians without prior experience in coding could
utilize DL algorithms to perform medical imaging
classification tasks. These automated DL platforms
could provide amore hands-on experience of AI.Other



Artificial Intelligence and Medical Education TVST | June 2021 | Vol. 10 | No. 7 | Article 14 | 5

Table. Components of an AI Curriculum

Components of a core and/or specialized curriculum

Basic mathematics and statistics
Fundamentals of AI, machine learning, deep learning
How to evaluate AI literature
Review of seminal articles
Clinical applications
Surgical applications
Ethics
Medicolegal implications
Health disparities
Humanization of medicine

Figure 1. Survey results regarding belief that AI should be incorporated into training curriculum stratified by concern that AI will replace
physicians.

key principles that could be integrated into the core
or specialized AI curriculum are ethical implications,
medicolegal aspects, health disparities, and humaniza-
tion of medicine (see the Table for components of an
AI curriculum). This curriculum could be implemented
gradually from medical school to fellowship with a
different focus at each stage.

Curriculum development for medical school,
ophthalmology residency, and fellowships should
ensure that each stage of training builds on the previ-
ous skill sets. The standardized AI curriculum would
differ for preclinical and clinical years for medical
students or by postgraduate year level for residents.37,58
For example, in medical school, the focus could be on
fundamentals of AI in medicine that are gradually
incorporated through the 4 years of medical school.
In ophthalmology residency, this foundation can be
expanded upon during the first few years of residency

and transitioned to clinical practice and AI in the later
years. See the Figure 1 for an example of a potential AI
core curriculum for a 4-year ophthalmology program.
In fellowship, a more specialty-specific approach can
be undertaken by focusing on clinical implications and
research in AI within that field.

Surgical Training

Intelligent tutoring systems have been explored
in several surgical specialties.68 A study in
neurosurgery showed evidence for the potential
role of AI in simulation-based training through
automated feedback using proficiency performance
benchmarks.69,70 An AI system can synthesize the
large volumes of data that are generated by users in a
simulated scenario for training and testing, ultimately
generating prediction models that produce stepwise
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Figure 2. A proposed AI core curriculum. Adapted from Habboush Y, Hoyt R, Beidas S. Electronic health records as an educational tool:
viewpoint. JMIRMed Educ. 2018;4(2):e10306.

feedback to users regarding their performance on the
task. The incorporation of AI in surgical education
could also be very useful in ophthalmology, such that
many trainees could use simulated platforms such as
Eyesi (Haag-Streit, Köniz, Switzerland) to practice
their surgical skills. Intelligent tutoring systems could
potentially improve microsurgical skills and provide
a standardized method for grading surgical perfor-
mance.71

Method of Learning

An AI curriculum should reflect the changes in
methods of learning. In the past, medical education
consisted of a traditional pedagogical approach with a
classroom and books and using real patients to practice
examination techniques and tools such as the stetho-
scope. Now, we see a transition from traditional learn-
ing to modernized learning with case-based learning,
flipped classrooms, virtual lectures, and simulation-
based training through standardized patients, online
webinars, conferences, and case studies. A focus on
active learning rather than passive learning should be
emphasized.65 Another aspect of teaching and learn-
ing includes personalized medical education. AI has
been used to predict student performance and learn-
ing styles.72 AnAdaptive Radiology Interpretation and
Education System has used a web-based platform and
Bayesian networks to drive precisionmedical education

based on individual needs.73 Other AI systems that use
an adaptive learning environment aimed at personal-
ized education have potential in future medical educa-
tion.74

Future Directions

Incorporating AI into medical school, residency,
and fellowship curricula will require the support
of larger organizations and collaboration among
programs to promote uniform adoption of a relevant
curriculum. Given the complexity of such a curricu-
lum, we recommend collaboration with the Ameri-
can Academy of Ophthalmology Committee for
Resident Education, Association of University Profes-
sors of Ophthalmology, and American Academy of
Ophthalmology. These associations can help outline
a basic framework for an AI curriculum that would
be integrated into medical schools, residencies, or
fellowships. We also recommend a multidisciplinary
approach among departments, including bioinformat-
ics, bioengineering, computer science, and statistics,
and other scientific organizations in designing AI
curricula.

Expertise in AI varies among institutions. Poten-
tial solutions to this lack of uniform expertise include
conferences, courses, or virtual lectures moderated by
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AI experts in which trainees can participate. Exist-
ing frameworks, such as the ophthalmology advocacy
curriculum or ONE Network, that incorporate online
platforms developed by experts can serve as helpful
online resources when building an AI curriculum.75,76
Long-term solutions could involve faculty develop-
ment programs in AI or training grants that focus on
AI and medical education. Additionally, incentives can
be developed by training programs to recruit experts in
the field. This variability in expertise further supports
the need for a standardized AI curriculum for medical
education.

AI algorithms and curricula should be routinely
evaluated and modified to include new information or
technologies that develop over time. For example, for
DR, current teachings regarding AI may be focused
on image-based diagnosis, telescreening, or referral
patterns, but 5 years from now this attention could
shift more toward practical clinical use of the technol-
ogy to help manage DR. In addition, AI could address
concerns of how our diagnosis of a condition may
change over time by providing a more standardized
approach to grading over time. For example, in 2016,
it was reported that experts diagnosed plus disease
for ROP at an earlier stage of disease compared with
experts in 2007.77 A potential limitation of that study
was less familiarity with wide-angle digital images in
2007 compared with 2016, which perhaps played a role
in the diagnostic differences.

Big data and information technology are quickly
evolving areas and pertinent to a dynamic AI curricu-
lum. Big data is characterized by high-volume, fast
processing speeds and heterogeneity.78 In ophthalmol-
ogy, clinical registries, population health databases,
hospital-based biorepositories, and the electronic
health record are all sources of big data that are
constantly being expanded or created.79 The AI
curriculum should be modified with time as we learn
more about the potential applications of AI in big
data, especially its clinical use.

AI andMedical Education in
Ophthalmology During and Beyond
the COVID-19 Pandemic

AI is more valuable than ever in this dire period of
the coronavirus disease 2019 (COVID-19) pandemic.
The severe acute respiratory syndrome (SARS)
epidemic in 2003 led to a fundamental shift in aChinese
medical school’s method of learning to incorporate
online learning techniques that persisted beyond

the resolution of the epidemic.80 Similarly, we will
likely see a change in pedagogical methods due to the
COVID-19 pandemic, resulting in a greater focus on
virtual learning. This is an opportune time to imple-
ment AI in medical education to better understand our
current pandemic and educate our future leaders. We
can incorporate lessons learned from the COVID-19
pandemic, such as the advantages of incorporating
virtual learning in standardized curricula. We must
utilize the advantages of AI and medical education
to save and protect not only our patients and health-
care workers but also all individuals in our society.
AI together with medical education will be helpful in
overcoming this pandemic but also preparing for life
beyond COVID-19.

Conclusions

In this paper, we have described the quickly evolving
impact of AI in ophthalmology and the current limited
incorporation of AI inmedical education, necessitating
a formal AI curriculum.We have outlined basic recom-
mendations for an AI curriculum for medical school,
residencies, and fellowships. Currently, the limited
AI educational resources are unevenly distributed or
accessible, and there is a lack of a standardized
program regarding AI in medical school, residencies,
or fellowships. Advancements in AI have implications
for clinical care, and physicians must understand AI to
appropriately utilize this tool. The role of the ophthal-
mologist is fundamental to the use of this technology.
As the current ACGME president and CEO, Thomas
J. Nasca, MD, said regarding AI and the medical
workforce, “We have to roll up our sleeves and help.
We have to diversify our educational environments. We
have to create a more harmonized approach to educa-
tion, and we have to be better at nurturing the profes-
sional identity formation of our physicians. … We can
do it together.”81 With the help of national organi-
zations, we can reform medical education and devise
a formal integrated AI curriculum in medical school,
residencies, and fellowships to better equip physicians
to serve their patients.
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