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Abstract

Although single cell RNA-sequencing (scRNA-seq) provides unprecedented insights into the biology
of complex tissues, analyzing such data on a gene-by-gene basis is challenging due to the large number
of tested hypotheses and consequent low statistical power and difficult interpretation. These issues
are magnified by the increased noise, significant sparsity and multi-modal distributions characteristic
of single cell data. One promising approach for addressing these challenges is gene set testing, or
pathway analysis. Unfortunately, statistical and biological differences between single cell and bulk
transcriptomic data make it challenging to use existing gene set collections, which were developed for
bulk tissue analysis, on scRNA-seq data. In this paper, we describe a procedure for customizing gene
set collections originally created for bulk tissue analysis to reflect the structure of gene activity within
specific cell types. Our approach leverages information about mean gene expression in the 81 human
cell types profiled via scRNA-seq by the Human Protein Atlas (HPA) Single Cell Type Atlas. This HPA
information is used to compute cell type-specific gene and gene set weights that can be used to filter
or weight gene set collections. As demonstrated through the analysis of immune cell scRNA-seq data
using gene sets from the Molecular Signatures Database (MSigDB), accounting for cell type-specificity
can significantly improve gene set testing power and interpretability. An example vignette along with
gene and gene set weights for the 81 HPA SCTA cell types and the MSigDB collections are available at
https://hrfrost.host.dartmouth.edu/SCGeneSetOpt/.

1 Introduction

1.1 Single cell analysis challenges

Although single cell assays such as single cell RNA-sequencing (scRNA-seq) [1] are a powerful tool for
studying complex tissues, technical and biological limitations make statistical analysis challenging [2, 3].
Single cell methods profile very small amounts of genomic material, leading to significant amplification bias
and sparsity relative to bulk tissue assays [4]. Single cell approaches for quality control, normalization and
statistical analysis (e.g., zero-inflated models) only partially address these challenges [5, 6]. In addition to
the challenges of noise and sparsity, important biological differences exist between bulk tissue and single
cell data. As the average over a large number of cells, bulk tissue measurements are non-sparse, typically
unimodal and, in many cases, approximately normally distributed. In contrast, single cell datasets reflect
a heterogenous mixture of cell types and states resulting in multi-modal and non-normal distributions [4].
The diverse mixture of cell types and states found in complex tissues also leads to significant differences
in gene expression patterns between bulk tissue and single cell data. As evidenced by projects such as the
Human Protein Atlas (HPA) [7], gene activity in bulk tissue, as quantified via gene expression or protein
abundance, can differ substantially from the activity occurring within the cell subpopulations comprising
the tissue.
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Figure 1: Cell type-specific expression
of genes in the MSigDB Hallmark TGF-
β signaling pathway. Cells represent the
fold-change in mean expression of the
gene in a given cell type relative to the
average across all 81 cell types profiled
by the HPA Single Cell Type Atlas.

The HPA repository was recently updated with the Single Cell
Type Atlas (SCTA) [8], which captures gene expression values for
81 common human cell types as measured by scRNA-seq on healthy
tissue for 31 different tissue types. For the HPA SCTA, the source
scRNA-seq data was obtained from the Single Cell Expression At-
las (SCEA) [9], the Human Cell Atlas (HCA) [10,11], the Gene Ex-
pression Omnibus (GEO) [12], and the European Genome-phenome
Archive (EGA) [13]. The datasets from these source repositories
were carefully curated to identify high-quality scRNA-seq data mea-
sured on 31 different tissue types where the samples were obtained
from healthy individuals and processed without cell type enrich-
ment. Using this data, cell type clusters where identified represent-
ing 81 distinct cell types. The mean expression profile of each cell
type enables the quantification of the cell type-specificity of human
protein coding genes.

Importantly, mean gene expression differs not only between dif-
ferent cell types but also between bulk tissue samples and the
cell types that comprise that tissue. Figure 1 illustrates these
marginal differences for a subset of genes in the Molecular Signa-
tures Database (MSigDB) [14] Hallmark TGF-β signaling pathway
based on the cell types captured via scRNA-seq in human skin [15]
as represented in the HPA SCTA. As illustrated by this figure,
gene expression values measured via scRNA-seq on the cell types
that comprise skin can look very different from the values com-
puted via bulk RNA-seq on skin samples, which will be a weighted
average of the cell type-specific measurements. The pattern of co-
expression can also vary significantly between single cells and bulk
tissue. A comparison of gene co-expression in single cell and bulk
glioblastoma samples performed by Wang et al. [16] found that over
90% of the gene co-expression pairs were unique to either the bulk
or single cell data. This dramatic difference in the pattern of co-
expression is due to the fact that co-expression at the bulk tissue
level is often driven by variation in the proportion of cell types in a
given tissue which can bear little resemblance to gene co-expression
across cells of a specific type [16, 17]. Genes that are uncorrelated

at the single cell level can appear to be correlated at the bulk tissue level if the mean expression varies
across cell types and cell type proportions vary across bulk samples. The inverse is also possible, i.e., genes
whose expression is correlated at the single cell level can appear uncorrelated in bulk tissue.

A similar issue exists for the association of gene expression values with a given experimental condition,
i.e., the associations found at the bulk tissue level can be very dissimilar to those found for a specific cell
type. Figure 2 provides a simplified illustration of the marginal and joint distribution characteristics of
single cell and bulk tissue expression data. In this figure, the marginal distribution is represented by density
plots for a single gene while the joint distribution is represented by covariance matrices. Collectively,
the distributional differences between single cell and bulk tissue genomic data make it challenging to
successfully analyze single cell expression data using biological models originally developed for bulk tissue,
which represent the pattern of gene product abundance within an average cell.
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1.2 Gene set testing for single cell data

Figure 2: Bulk tissue
vs. single cell distribu-
tions. The middle and bot-
tom rows illustrate approxi-
mate marginal and joint ex-
pression distributions.

Although high-dimensional genomic data provides a molecular-level lens on
biological systems, the gain in fidelity obtained by testing thousands of ge-
nomic variables comes at the price of impaired interpretation, loss of power
due to multiple hypothesis correction and poor reproducibility [18, 19]. To
help address these challenges for bulk tissue data, researchers developed gene
set testing, or pathway analysis, methods [20]. Gene set testing is an effec-
tive hypothesis aggregation technique that lets researchers step back from the
level of individual genomic variables and explore associations for biologically
meaningful groups of genes. Focusing on a small number of pathways can sub-
stantially improve power, interpretation and replication relative to an analysis
focused on individual genomic variables [21]. The benefits that gene set-based
hypothesis aggregation offers for the analysis of bulk tissue data are even more
pronounced for single cell data given increased technical variance and spar-
sity. Although significant progress has been made developing gene set testing
methods, including methods developed by us that are specifically optimized
for scRNA-seq data [22,23], and building and maintaining gene set collections,
existing collections were largely developed for the analysis of bulk tissue data.
This is problematic since many gene sets in collections like the Molecular Sig-
natures Database (MSigDB) [14] are defined to contain groups of genes whose
expression in bulk tissue is correlated (e.g., MSigDB cancer modules [24]) or
is associated with a specific experimental variable (e.g., MSigDB chemical and
genetic perturbations). Such gene sets will often represent biological associa-
tions that do not hold at the single cell level [16]. It is important to note that new collections, e.g., the
Human Cell Atlas-based MSigDB C8 collection [25], are being developed that contain gene sets derived
from scRNA-seq data.

2 Data and methods

To address the bulk tissue bias that exists in most public gene set collections, we have developed a procedure
for customizing gene set collections to reflect the structure of gene activity within specific cell types as
measured by single cell transcriptomic assays. Our approach leverages information about mean gene
expression in the 81 human cell types profiled via scRNA-seq by the HPA SCTA. As detailed below, this
SCTA information was used to compute cell type-specific gene and gene set weights that can be used to
filter or weight gene set collections. An example vignette and gene and gene set weights for the 81 HPA
SCTA cell types and MSigDB collections are available at
https://hrfrost.host.dartmouth.edu/SCGeneSetOpt/.

2.1 Data sources

The following data sources were leveraged to compute the cell type-specific gene and gene set weights and
generate the paper results:

• Human Protein Atlas Single Cell Type Atlas (HPA SCTA): Information about the cell type-specific
expression of human protein coding genes was obtained from the HPA SCTA via the downloadable
file https://www.proteinatlas.org/download/rna single cell type.tsv.zip.

• Molecular Signatures Database (MSigDB): Gene set definitions were obtained from the MSigDB
v2024.1 via the downloadable files at https://www.gsea-msigdb.org/gsea/msigdb/index.jsp.
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• 10k PBMC3k scRNA-seq data: The PBMC scRNA-seq dataset used to generated the results in Sec-
tion 3 is also used in the Seurat Guided Clustering Tutorial
(https://satijalab.org/seurat/articles/pbmc3k tutorial.html), is included in the SeuratData R pack-
age and is freely accessible from 10x Genomics via a Creative Commons Attribution license at
https://cf.10xgenomics.com/samples/cell/pbmc3k/pbmc3k filtered gene bc matrices.tar.gz. Process-
ing of the PBMC3k dataset was performed using the same logic employed in the Seurat Guided
Clustering Tutorial, which is also contained in the vignette available at
https://hrfrost.host.dartmouth.edu/SCGeneSetOpt/.

2.2 Computation of cell type-specific gene and gene set weights

Building on our prior work creating customized versions of MSigDB for different normal human tissue
types [26], our method first computes cell type-specific weights for each protein coding human gene for all
81 normal human cell types profiled by the HPA SCTA (wg

i,t for gene i in cell type t). Specifically, wg
i,t is set

to the fold-change between the mean normalized transcript abundance of gene i in cell type t as computed
via scRNA-seq relative to the average across all 81 cell types These gene-level weights are then leveraged to
compute cell type-specific gene set weights for the sets in the MSigDB collections. Specifically, a weight ws

j,t

for each gene set j in a target collection is computed as the -log of the p-value from a one-sided, two-sample
test t test comparing the wg

∗,t values for the genes in set j to the wg
∗,t for genes not in j (this is similar to

the competitive gene set test implemented by the cameraPR method in the R limma package [27]).

2.3 Using gene weights for annotation filtering and weighting

The cell type-specific gene weights wg
i,t can be used to customize gene sets via either annotation filtering or

weighting. Gene set annotations can be customized for cell type t by simply removing all annotations for
each gene i if wg

i,t ≤ T , where T is a threshold (T ≥ 0) that can be user specified or selected to optimize
a gene set testing performance metric, e.g., replication of gene set testing results across related datasets.
Filtering has the benefit of parsimony (it results in smaller and more easily intepreted sets), improved
power (the remaining set members should be more likely to capture the relevant biological signal), and
can work with any gene set testing method, however, it does require the specification of a threshold and
ignores most of the information contained in the continuous weights. An alternate approach that uses the
continuous gene weights and does not require a threshold is annotation weighting. In this scenario, the log
of the gene weights is used to provide a directional weight that can be used with gene set testing methods
like fry (see Section 2.6 for more details) that accept gene weights.

2.4 Using gene set weights for collection filtering and weighting

Similar to the application of gene-level weights, the cell type-specific gene set weights ws
j,t can be used

for either filtering or weighting. Filtering can be performed by removing (or not using) all sets in a given
collection where ws

j,t is less than some threshold. Collection filtering has the benefits of interpretation and
statistical power since a smaller number of more biologically relevant gene sets are tested, which makes
interpretation easier and reduces the multiple hypothesis correction penalty. Like annotation filtering,
the downsides of collection filtering include the need for a specific threshold and fact that most of the
information in the weights is not used. The weights can alternatively be used for p-value weighting (e.g.,
weighted FDR [28]) following gene set testing, which avoids the need for a specific threshold.

2.5 Choice of cell type weights

The effectiveness of the filtering and weighting techniques detailed in Sections 2.3 and 2.4 is strongly
dependent on the what cell type weight is employed. Considerations for several common scenarios are
discussed below:
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• Analysis of a single cell type in different experimental conditions: For this scenario, gene set analysis is
typically performed to identify sets that are differentially active between the experimental conditions.
Using gene and/or gene set weights for type of cell in the dataset is usually appropriate since this
will prioritize the pathways/functions most critical to the biology of that cell type.

• Analysis of multiple cell types in different experimental conditions: For this scenario, the goal of
gene set analysis is usually to identify sets that are differentially active between the experimental
conditions irrespective of the cell type. In this case, using an average (or weighted average) of the
weights for all cell types present in the data can be effective. Similar to the single cell type case, this
will priorize the pathways/functions most relevant to the function of those cell types.

• Comparative analysis of different cell types in the same experimental condition: For this scenario,
gene set analysis aims to identify sets that are differentially active in cells of one type relative to
cells of a different type. If the analysis is primarily focused on one of the cell types, then the weights
for that type could be used. Alternatively, the average of the weights (or maximum weight) for the
analyzed cell types could be used.

The results in Section 3 correspond to the last scenario and weights for just one of the cell types in the
comparison are used (either B cell or T cell weights).

2.6 Gene set testing

The gene set testing results shown in Section 3 were generated using two techniques, both availble via the
limma R package [27], for population-level gene set analysis:

• Camera [27]: This technique implements a competitive and population-level gene set test that ac-
counts for inter-gene correlation.

• Fry [29]: This technique implementes a self-contained and population-level gene set test that can
accept gene-level weights.

Both methods were executed using default parameters unless otherwise specified.

3 Results
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Figure 3: Projection of PBMC scRNA-seq data onto
the first two UMAP dimensions. Each point in the
plot represents one cell.

To evaluate the cell type-specific weight model detailed
in Section 2.2, we computed gene and gene set weights
for all 81 normal human cell types included in the HPA
SCTA. For each of these cell types, gene weights were
generated for all human protein coding genes profiled by
the HPA SCTA and gene set weights were calculated for
all collections in v2024.1 of the MSigDB. To illustrate
the utility of these weights and their application for the
filtering and weighting approaches detailed in Sections
2.3 and 2.4, we performed various gene set analyses of
the 10x PBMC3k example scRNA-seq dataset (visual-
ized in Figure 3) using both B and T cell weights and
the sets in the Gene Ontology Biological Process collec-
tion (MSigDB collection C5.GO.BP). Results from these
analyses are detailed in Sections 3.1-3.4 below.

Both the cell type-specific weights and R logic for the
B cell-based results are available on the paper website
(https://hrfrost.host.dartmouth.edu/SCGeneSetOpt/).
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3.1 Collection filtering using B cell gene set weights

As illustrated by Table 1, which lists the top ten MSigDB C5.GO.BP (Gene Ontology Biological Process)
terms for B cells, the gene sets with the largest ws values clearly reflect the known biological features of B
cells.

Table 1: Top 10 MSigDB C5.GO.BP gene sets based on B cell gene set weights.
Gene set Weight (ws)
GOBP˙B˙CELL˙RECEPTOR˙SIGNALING˙PATHWAY 412
GOBP˙B˙CELL˙ACTIVATION 270
GOBP˙ANTIGEN˙RECEPTOR˙MEDIATED˙SIGNALING˙PATHWAY 206
GOBP˙ADAPTIVE˙IMMUNE˙RESPONSE 205
GOBP˙LYMPHOCYTE˙ACTIVATION 200
GOBP˙B˙CELL˙PROLIFERATION 186
GOBP˙IMMUNE˙RESPONSE˙REGULATING˙CELL˙SURFACE˙RECEPTOR˙SIGNALING˙PATHWAY 185
GOBP˙CELL˙ACTIVATION 161
GOBP˙POSITIVE˙REGULATION˙OF˙IMMUNE˙RESPONSE 155
GOBP˙IMMUNE˙RESPONSE˙REGULATING˙SIGNALING˙PATHWAY 155

[h]

Figure 4: Distribution of FDR values from a gene set
analysis comparing B cells against other cell types in
the PBMC data using the MSigDB C5.GO.BP collection.
Each point captures the FDR values for one of the terms
remaining after collection filtering with the x-axis repre-
senting the non-filtered FDR value and the y-axis repre-
senting the filtered FDR value. Blue lines reflect the FDR
threshold of 0.1 and the red line reflects expected distribu-
tion for equal FDR values.

Following the approach outlined in Section 2.4,
we used the B cell-based gene set weights to filter
the MSigDB C5.GO.BP collection with the goal of
both improving statistical power by reducing the
multiple hypothesis correction burden and improv-
ing the biological relevance and interpretability of
the analysis by only testing sets specific to B cells.
To perform this analysis, we created a filtered ver-
sion of the C5.GO.BP collection that retained the
sets with B cell weights above 10, which corre-
sponds to 4.5% of the 5,777 C5.GO.BP sets retained
after alignment with the PBMC scRNA-seq genes
(annotations were removed for genes not captured
in the PBMC data and then sets were eliminated if
they had less then 5 or greater than 200 members).
We then performed a population-level and compet-
itive gene set analysis using the camera method
comparing set expression among B cells against ex-
pression in non-B cells. Weight-based collection fil-
tering had the desired effect of improving the multi-
ple correction-adjusted statistical significance of the
results. Specifically, without filtering only 36 terms
had FDR values < 0.1; with filtering this number
increased to 67. This trend is visualized in Figure
4.
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Table 2: Top 10 MSigDB C5.GO.BP gene sets based on T cell gene set weights.
Gene set Weight (ws)
GOBP˙ADAPTIVE˙IMMUNE˙RESPONSE 500.0
GOBP˙T˙CELL˙ACTIVATION 109
GOBP˙T˙CELL˙RECEPTOR˙SIGNALING˙PATHWAY 101
GOBP˙LYMPHOCYTE˙ACTIVATION 91
GOBP˙ANTIGEN˙RECEPTOR˙MEDIATED˙SIGNALING˙PATHWAY 81
GOBP˙BIOLOGICAL˙PROCESS˙INVOLVED˙IN˙INTERSPECIES˙INTERACTION˙BETWEEN˙ORGANISMS 75
GOBP˙T˙CELL˙DIFFERENTIATION 69
GOBP˙ALPHA˙BETA˙T˙CELL˙ACTIVATION 68
GOBP˙POSITIVE˙REGULATION˙OF˙IMMUNE˙SYSTEM˙PROCESS 68
GOBP˙CELL˙ACTIVATION 67

3.2 Collection filtering using T cell gene set weights

Table 2 lists the top ten MSigDB C5.GO.BP (Gene Ontology Biological Process) terms according to the
T cell-specific gene set weights. Similar to the top terms for B cells shown in Table 1, the Gene Ontology
terms with the largest ws values effectively capture the key aspects of T cell biology.

[h]

Figure 5: Distribution of FDR values from a gene set
analysis comparing T cells against other cell types in
the PBMC data using the MSigDB C5.GO.BP collection.
Each point captures the FDR values for one of the terms
remaining after collection filtering with the x-axis repre-
senting the non-filtered FDR value and the y-axis repre-
senting the filtered FDR value. Blue lines reflect the FDR
threshold of 0.1 and the red line reflects expected distribu-
tion for equal FDR values.

Similar to the B cell analysis above, we created a
filtered version of the C5.GO.BP collection that re-
tained the sets with T cell weights above 10, which
corresponds to 4.4% of the 5,777 C5.GO.BP sets
retained after alignment with the PBMC scRNA-
seq genes. We then performed a gene set anal-
ysis using the camera method comparing set ex-
pression among T cells against expression in non-
T cells. Weight-based collection filtering again
had the desired effect of improving the multiple
correction-adjusted statistical significance of the re-
sults. Specifically, without filtering 56 terms had
FDR values < 0.1, with filtering this number in-
creased to 68. This trend is visualized in Figure
5.

3.3 Annotation weighting using B cell
gene weights

Following the approach in Section 2.3, we used the
B cell-based gene weights to perform a weighted
gene set analysis using the fry method. Specifi-
cally, set expression in B cells was compared to set
expression in non-B cells and this analysis was per-
formed both without weights and with gene weights
set to the log2 of the B cell-based gene weight
plus a pseudo-count of 1e-4 (the log transformation
generates sign-based directional weights as need by
fry). This weighting scheme prioritizes genes that
are strongly up-regulated or down-regulated in B
cells according to the HPA SCTA. The fry method
(which is a fast approximation of the roast tech-
nique) generated unexpectedly small FDR values
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(much smaller than camera), however, the rank ordering of the sets based on significance was similar to
camera and matched the expected biology of B cells. Use of B cell gene weights improved the statistical
power of the gene set analysis. Specifically, without weights 1,965 terms had FDR values < 1e − 4, with
weights this number increased to 2,348.

3.4 Annotation weighting using T cell gene weights

Similar to the B cell analysis in Section 3.3, we used T cell-based gene weights to perform a weighted gene
set analysis comparing set expression in T cells to expression in non-T cells. Use of T cell gene weights
also improved the statistical power of the gene set analysis. Specifically, without weights 2,920 terms had
FDR values < 1e− 4, with weights this number increased to 3,590.

4 Conclusions

Gene set testing is a powerful tool for the analysis of scRNA-seq data that addresses the challenges of
sparsity and noise. Unfortunately, the utility of gene set testing for single cell data is limited by the fact
that most existing gene set collections were developed to capture gene activity within bulk tissue data,
which can differ substantially from gene activity in specific cell types. In particular, the pattern of gene
co-expression found among cells of a specific type is often significantly different from the pattern seen in
bulk tissue samples, which is driven by cell type proportions. A similar issue exists for the association
of gene expression values with a given experimental condition. To address this challenge, we explored
methods for computing gene and gene set weights using information about the cell type-specificity of
human protein coding genes from the HPA SCTA. These cell type-specific weights can be leveraged to
improve the power and interpretability of gene set analyses through the filtering or weighting of gene set
collections or gene set annotations. To support this type of analysis by other researchers, an example
vignette along with gene and gene set weights for the 81 HPA SCTA cell types and MSigDB collections
are available at https://hrfrost.host.dartmouth.edu/SCGeneSetOpt/.
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