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a b s t r a c t

In the wide array of physiological processes, protein–protein interactions and their binding are the most
basal activities for achieving adequate biological metabolism. Among the studies on binding proteins, the
examination of interactions between immunoglobulin G (IgG) and natural immunoglobulin-binding
ligands, such as staphylococcal protein A (spA) and streptococcal protein G (spG), is essential in the devel-
opment of pharmaceutical science, biotechnology, and affinity chromatography. The widespread utiliza-
tion of IgG-spA/spG binding characteristics has allowed researchers to investigate these molecular
interactions. However, the detailed binding strength of each ligand and the corresponding binding mech-
anisms have yet to be fully investigated. In this study, the authors analyzed the binding strengths of IgG–
spA and IgG–spG complexes and identified the mechanisms enabling these bindings using molecular
dynamics simulation, steered molecular dynamics, and advanced Poisson–Boltzmann Solver simulations.
Based on the presented data, the binding strength of the spA ligand was found to significantly exceed that
of the spG ligand. To find out which non-covalent interactions or amino acid sites have a dominant role in
the tight binding of these ligands, further detailed analyses of electrostatic interactions, hydrophobic
bonding, and binding free energies have been performed. In investigating their binding affinity, a rela-
tively independent and different unbinding mechanism was found in each ligand. These distinctly differ-
ent mechanisms were observed to be highly correlated to the protein secondary and tertiary structures of
spA and spG ligands, as explicated from the perspective of hydrogen bonding.

� 2021 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Biotechnology and biopharmaceutical researchers have devoted
considerable resources to study the large-scale production of
highly purified antibodies for a wide range of scientific applications
[1,2]. To achieve this objective, various methods have been devised
to enrich or purify the protein of interest from other proteins and
macromolecules. Among the most powerful methods employed is
affinity chromatography, also known as affinity purification.
Through this method, the protein of interest is purified by virtue
of its specific binding characteristics with immobilized ligands
[3]. By stable covalent bonding, specific ligands are biochemically
attached to an insoluble solid matrix, binding the biomolecules
with a specific affinity to ligands when a complex mixture is intro-
duced into the column [4,5].

In affinity chromatography processes, various binding ligands
are commonly used depending on the target biomolecule. For
example, substrate analogs, lectin, and avidin are utilized as
ligands for purifying target proteins, such as enzymes, polysaccha-
rides, and biotin [6,7]. Each affinity system requires its own set of
sample preparation processes and has its advantages depending on
the given research purpose. Among these, understanding the bind-
ing of immunoglobulin G (IgG), which is the most prevalent type of
antibody in the blood, with natural immunoglobulin-binding
ligands has been the focus of biochemical and biotechnology
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research [8]. This is because IgGs has been used as an essential con-
stituent of therapeutic protein drugs for various diseases (e.g., can-
cer, inflammation, and infectious and autoimmune diseases) and as
a basic component of various immunological assays, such as
enzyme-linked immunosorbent assays (ELISA) and western blot
analysis [9–13].

The wide utilization range of IgGs has allowed several research
groups to devise methods for purifying or isolating the antibodies
from complex mixtures. For the IgG type antibody purification, the
chromatographies of staphylococcal protein A (spA) and strepto-
coccal protein G (spG) have been the most popular choices as bind-
ing ligands to purify IgG [14–17]. The bacterial cell wall proteins
spA and spG, which are generally purified from staphylococcus
aureus and streptococci bacteria, respectively, are known to be
reversibly bound to the fragment crystallizable (Fc) region of most
mammalian immunoglobulins through strong binding mecha-
nisms [18,19]. Through this reversible binding mechanism, the
spA and spG chromatographs for IgG purification afford advantages
over other ligands in terms of stability, target selectivity, and yield.

From a scientific perspective, the authors consider that two fun-
damental unknowns have to be resolved for future bioengineering
designs and processes: (i) quantitatively identifying the tightness
of the binding of IgG with the spA or spG ligand and (ii) exploring
the underlying protein interactions enabling the binding. In biol-
ogy, such inquisitiveness has aided in understanding the key
aspects of various biological processes [20]. In addition, under-
standing the functions of these binding proteins may provide an
important optimization protocol for formulating new drugs; it also
affords insight into many essential elements of life. Hence, the
exploration of the underlying interaction mechanism and mutual
binding of IgG with spA or spG from the viewpoint of conforma-
tional and energetic change is extremely important.

Although some early studies have detected the presence of
molecular interactions and provided information on the IgG–spA/
spG binding characteristics, some straightforward details cannot
be confirmed [21–24]. For example, the existence of molecular
interactions and the nature of IgG binding with spA or spG can
be detected using immunological assays (e.g., ELISA test). However,
this method only provides relatively comparative data, not inde-
pendent quantitative indexes, of the binding strengths of spA and
spG with various mammalian immunoglobulins [25–27]. Similarly,
other methods developed to date (for example, fluorescence spec-
troscopy, surface plasmon resonance spectroscopy, gel-shift
assays, and equilibrium dialysis) are not only competitive binding
analyses but also binary classification studies to predict whether
the interaction between the receptor and the ligand exists
[21,28–32]. These experiments alone do not provide a fundamental
understanding of the factors that control the activity of biological
systems.

These shortcomings of previous methods can be resolved by
leveraging computational studies enabling the detailed investiga-
tion of mechanisms behind the reversible binding of receptor–li-
gand complexes in terms of ionic and hydrophobic interactions,
hydrogen bonds, and van der Waals (vdW) forces [33,79]. How-
ever, there have been no in-depth studies on IgG-spA/spG com-
plexes, even though they are the most prevalent combination in
affinity chromatography. This is because most of the few direct
and quantitative measurement studies on protein binding have
been primarily focused on monomeric ligand complexes (e.g., lin-
ear short peptide with a small amount of residue rather than mul-
timeric complexes) [33–37]. Moreover, the studies on larger
ligands have been hampered by the inconvenience of modeling
many rotatable bonds in flexible peptides and obtaining accurate
high-resolution models of binding interfaces [38]. Nevertheless,
these barriers have been overcome by recent advances in robust
computational and experimental methods [38–40]. Accordingly,
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by employing these computational approaches, molecular dynam-
ics (MD) simulations were performed to analyze the immunologi-
cal response of the IgG Fc portion to the spA or spG ligand [41–43].

The objective of this study is to measure the binding strength of
each complex and explicate the dominant factors between the IgG
and spA/spG interactions; hence, some important characteristics of
these reactions were thoroughly analyzed. First, the root mean
square deviation (RMSD) was monitored to evaluate whether the
crystalline structures of the proteins achieved the best-fit docking
pose during their binding states. Second, a simulation of the
steered molecular dynamics (SMD) protocol, which applied the
pulling detachment force to analyze the binding strengths, was
employed. The authors confirmed that the spA ligand was strongly
bound to the IgG Fc portion than the spG ligand, and dissociation
events occurred through a completely different mechanism due
to differences in the secondary and tertiary backbone structures
between spA and spG. Further, their different unbinding pathways
and mechanisms were examined in terms of hydrogen bonding.
Finally, to clarify the non-covalent interactions that mostly con-
tributed to the binding reactions, various properties of each amino
acid residue interactions, such as surface electrostatic map,
hydrophobic bonding interactions, and binding free energy calcu-
lations, were evaluated. Although the contributions of non-
covalent interactions were independently investigated, all of them
corroborated the tight binding strength of the IgG-spA complex
and the corresponding docking mechanism. The authors consider
that these analyses allow the detailed exploration of the foregoing
phenomena and are considerably useful for creating a strategy to
develop new potent biotechnology designs and processes.
2. Materials and method

2.1. Binding complex preparation

The initial binding conformational structures were based on X-
ray crystallographic data, including those on the IgG Fc portion and
spA (PDB ID: 5U4Y) or spG (PDB ID: 1FCC) ligand obtained from the
Protein Data Bank (PDB) [44,45]. Certain adjustments in each ini-
tial binding complex were applied before the simulations were
conducted. The initial crystallographic complex models were mod-
ified by deleting the water molecules and co-crystallized ligands.
Then, each refined binding complex structure of IgG–spA/spG
was placed in a rectangular periodic boundary box and solvated
with TIP3P water (solvent box size: 10.8 � 10.8 � 10.8 nm3)
[46]. To neutralize the system, the counter ion pairs of K+ and
Cl� were placed at random positions in the box using the Monte
Carlo ion-placing method. The simulation models are shown in
Fig. 1.
2.2. MD protocol for IgG–spA/spG equilibration

The MD simulations were performed using nanoscale molecular
dynamics (NAMD) and large-scale atomic/molecular massively
parallel simulator (LAMMPS) programs with the Chemistry at HAR-
vard Macromolecular Mechanics (CHARMM) 36 force field [47–49].
A few simulation steps were performed before post-processing
data were generated. First, each solvated IgG–spA/spG system
was energetically minimized using the conjugate gradient method
[50]. After minimization, the solvent was thermalized to 303.15 K
and equilibrated for 1 ns under isothermal NVT ensemble condi-
tions. Subsequently, a post-processing data production run was
conducted for 50 ns under isothermal–isobaric NpT ensemble con-
ditions at 101.325 kPa and 303.15 K to evaluate the dynamics of
the complexes and check the stability of their crystal conformation.
The atomic motion equations were integrated with a time step of



Fig. 1. Three-dimensional representation of protein crystalline structure between IgG Fc portion and proteins (a) A or (b) G; orange and yellow ribbons indicate spA and spG
ligands, respectively. Two heavy chains in IgG Fc portion are marked with green and cyan ribbons. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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2 fs, a cutoff distance of 12 Å for short-range interactions, and par-
ticle–particle particle–mesh solver for long-range interactions
[51].

To constrain the covalent bonds of hydrogen atoms, the
SHAKE algorithm was employed in the simulation [52,53], and
a periodic boundary condition was applied to the xyz-directions.
Configuration trajectories were collected every 10 ps for post-
analysis, including hydrogen bonds, binding free energies, and
RMSD calculations of the complexes. The formation of hydrogen
bonds (H) was quantified via the Visual Molecular Dynamics
Hbonds plugin when the distance between a hydrogen donor
(D) and an acceptor atom (A) was less than 3.5 Å and angle D
H���A was less than 60.0� [54]. The final configuration of each sim-
ulation was then employed as the initial configuration of the SMD
calculations. The UCSF Chimera and Pymol software were used to
obtain visual snapshots of each complex configuration, hydrogen
bonding, electrostatic potential map, and hydrophobicity map
[55,56].

2.3. SMD protocol for IgG–spA/spG unbinding

The SMD, an enhanced sampling MD approach, applies the har-
monic potential to the atom or its aggregation to observe its
response to external forces. This SMD approach provides insight
into the binding strengths and ligand disassociation processes
between binding receptors and ligands in response to mechanical
forces [57,58]. In a typical SMD simulation, the complex of interest
is pulled along a specific direction by applying a constant force or
velocity on the atom or its aggregation [37,43,59]. Here, the con-
stant pulling velocity approach was applied to the SMD simulation
settings. The Ca atom of the 155th amino acid of spA (PRO155) and
the 1st amino acid of spG (THR1) were attached to a harmonic vir-
tual spring (Fig. S1). The virtual spring was moved with a constant
velocity in the y direction perpendicular to the IgG-binding pocket.
The force imposed on this spring is calculated using the following
equations:

Uharmonic ¼ 1
2
khðv!� t � r!Þ2 ð1Þ

Fharmonic ¼ �rUharmonic ð2Þ
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where Uharmonic is the potential energy; kh represents the force con-
stant of the harmonic potential function; v! denotes the pulling
velocity of a virtual atom; and t and r! represent the simulation
time and coordinate of the atom or atom aggregation with an addi-
tional action on itself, respectively. The measured force over time is
recorded in a diagram form, demonstrating the force reaction of
protein conformation states over time. For each complex, the results
reported in this paper are based on the kh and v! values of 2.20

kcal=mol � Å2
and 0.150 Å=ps, respectively. To prevent the freely

dragged motion of the total complex by the external harmonic force
imposed on spA/spG ligands, the Ca atoms of the 269th and 359th
amino acid residues (GLU269, THR359) of both IgG proteins were
fixed on the initial equilibrium positions (Fig. S1). To reduce the
computational cost, the authors only considered directly docked
heavy chains of the IgG Fc portion for the SMD simulations.

2.4. Free-binding energy calculation

The IgG–spA/spG free-binding energy or binding affinity were
calculated using the molecular mechanics Poisson–Boltzmann sur-
face area (MM/PBSA) method [60]. In the present study, MM/PBSA
calculations were performed using the Calculation of Free Energy
plugin powered by NAMD [47,54,61]. The calculated binding free
energy values aid in determining the key amino acid sites from
all the amino acid sequences by analyzing the binding energy con-
tribution of each amino acid residue. For the MM/PBSA, three con-
figuration trajectories (complex, separated receptor (IgG), and
ligand (spA/spG)) should be extracted from the MD trajectory files.
Then, the binding free energy (DGbind) is obtained as the sum of dif-
ferent energy terms, as follows:

DGbind ¼ DEgas þ DGpolar
sol þ DGnonpolar

sol � TDS
D E

ð3Þ

The gas-phase free energy difference (DEgas) between the com-
plex and separate receptor or ligand (the first term on the right
side of the equation) is obtained in the gas phase and can be
divided into two components: vdW and electrostatic (ele) contri-
butions, as follows:

DEgas ¼ DEvdW þ DEele ð4Þ
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Then, the polar solvation free energy difference (DGpolar
sol ) is cal-

culated using the advanced Poisson–Boltzmann solver (APBS) soft-
ware [62]. The nonpolar solvation free energy difference is
measured by estimating the approximate linear fitting relationship
of the solvent-accessible surface area (SASA) difference. Subse-
quently, the change in the conformational entropy (�TDS) is set
equal to 0.0 in this study because the influence of this entropic
term on a similar protein–protein binding complex is negligible
[33,63]. Finally, the binding free energy, which has a less structural
RMSD fluctuation, is summed and averaged over the selected tra-
jectory periods.
3. Results and Discussions:

3.1. Secondary and tertiary structures of spA/spG

Before exploring the interactions of each IgG–spA/spG complex,
fully comprehending the type of secondary structure composing
the tertiary structure of spA or spG ligands is essential. Typically,
alpha-helix and beta-sheet structures are the two most common
types of protein secondary structures that are formed by hydrogen
bonds between the carbonyl (O) of one amino acid and amino acid,
H, of another. The alpha-helix segment is a rod-like structure in
which tightly coiled main backbone chains form a right hand-
helix conformation, and the beta-sheet segment is a planar struc-
ture composed of two or more segments of polypeptide chains
(beta strands) that are laterally linked to each other, forming a
sheet-like structure [64].

The configuration percentage of these two protein secondary
structures performs a key role in protein function. Although spA
and spG seem to have slightly similar structures, they yield differ-
ent percentages of alpha-helix and beta-sheet structures, as shown
in Fig. S2. The engineered IgG-binding domain of spA contains
three alpha helixes in polypeptide segments from Lys105 to His116
(helix 1a), from Glu122 to Asp134 (helix 2a), and from Ser139 to
Gln153 (helix 3a). The Ig-binding domains of spG is composed of
a central alpha-helix segment encompassed by four beta strands:
from ALA23 to ASN37 (helix 1b), from TYR3 to GLY9 (strand 1b), from
LEU12 to THR18 (strand 2b), from GLU42 to THR44 (strand 3b), and
from THR51 to THR55 (strand 4b).

Furthermore, understanding the role of hydrogen bonds in the
formation of each protein’s secondary structure is another requi-
site prior to exploring the binding characteristics. This concept is
based on the fact that the formation mechanism is the reverse pro-
cess of protein unbinding. The alpha-helix structure is only formed
by the hydrogen bonds among amino acid residues in the same
helix segment, whereas all hydrogen bonds are formed by different
beta-strand segments in the beta-sheet structure. More intuitively,
in the case of spA consisting of three alpha helixes, local and more
frequently repeated hydrogen bonds are formed by four adjacent
amino acid residues within the same helix structure with an axial
distance of only 1.5 Å [64]. However, spG consisting of four mixed
parallel/antiparallel beta strands with a single alpha-helix has less
repetitive hydrogen bonds among the laterally aligned beta strands
owing to the wide axial distances (3.5 Å) between adjacent amino
acids [64]. Therefore, the spG polypeptide structures are generally
more widely apart and form hydrogen bonds more subtly than
those of spA. These different hydrogen bond formation processes
in their secondary structures are linked to the peculiar binding
properties of each complex in the subsequent section.

3.2. Stability analysis of IgG–spA and IgG–spG complexes

Before investigating the binding strength of each IgG–spA or
IgG–spG, the RMSD values were calculated by measuring the dif-
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ference between its initial backbone conformation and its next
position. These values provide a specific and unified approach for
analyzing and quantifying the stability of the proteins in the sim-
ulation: the lower the RMSD, the more stable the crystalline struc-
ture. To check the stability of each binding IgG–spA/spG complex,
the RMSD values for the protein backbone are recorded during the
50-ns simulation, as shown in Fig. 2. For a simple and efficient cal-
culation, only the RMSD of the protein backbone is considered by
the authors; this technique is typically employed in many previous
studies [34,65].

The RMSD values of each complex composed of the IgG Fc
domain and spA or spG ligand are shown in Fig. 2 (a) and (b),
respectively. Both complexes were observed as equilibrated during
the simulation; however, fluctuations were visible. Both complexes
were observed to equilibrate during the simulation; however, fluc-
tuations were visible. The RMSD value is dependent on the molec-
ular recognition state between the receptor and ligand, as well as
the energetic interaction with the surrounding macromolecules;
hence, this value is generally highly variable during the simulation.
Moreover, both spA and spG ligands exhibited smaller structural
fluctuations than the IgG Fc domain during each simulation, pre-
senting average values of 1.00 ± 0.12 Å (spA) and 1.22 ± 0.22 Å
(spG) versus 2.34 ± 0.49 Å (IgG Fc domain docked to spA) and 3.0
9 ± 0.61 Å (IgG Fc domain docked to spG), respectively. These
time-averaged values are obtained over a simulation time of
50 ns. These results show each ligand is more stabilized than the
IgG Fc domain.

Furthermore, to explore the structural stability and conforma-
tional changes within their binding interface more closely, the
authors defined the protein–protein interface residues for each
complex based on SASA calculations [66]. The protein–protein
interface residues were predicted using a clustering algorithm to
identify the surface regions with residues of high interface propen-
sities [67]; the residues for each complex are listed in Table S1 and
shown in Fig. S3. Various types of amino acid residues from both
the IgG Fc portion and spA or spG ligand are included in the pro-
tein–protein interface residues. The RMSD values of these residues
are shown in Fig. 2 (c) and (d). They are evidently more stabilized
than each Fc region, presenting average values of 0.87 ± 0.17 Å
(protein interface residues in IgG–spA complex) and 1.62 ± 0.32 Å
(protein interface residues in IgG–spG complex). Although the pro-
tein–protein interface residues in the IgG–spA complex contain
amino acid residues not only of spA but also the IgG Fc portion,
they have a smaller and more stable RMSD value than all of the
spA residues (1.00 ± 0.12 Å). Furthermore, the RMSD values that
are less than 2.0 Å are known to be extremely meaningful for eval-
uating crystalline docking pose quality [35,63,68]. These results
imply that the interface site of each complex considerably con-
tributes to stability and tight binding.

To further analyze the role of protein–protein interface resi-
dues in their binding, the authors quantitatively tracked the num-
ber of hydrogen bonds formed between IgG and spA or spG and
separated them into two categories: between protein–protein
interface (BIR) and non-BIR residues (Fig. 3). Table S2 lists the
details of the major residue pairs that form hydrogen bonds during
the entire RMSD simulations; the list indicates that the amino acid
pairs contribute to the binding stability. According to the data pre-
sented in Fig. 3, more than half of the hydrogen bonds, i.e., 72.3%
and 89.3% for spA and spG, respectively, are derived from BIR
interactions. Moreover, based on the summary in Table S2, the
residues in helix 1a or 2a(for spA) and helix 1b (for spG) are
majorly involved in forming the majority of stable hydrogen bonds
than the other segments of each complex. The overall RMSD and
hydrogen bonding results of each IgG–spA/spG complex intu-
itively indicate that the IgG Fc portion has maintained a stable
binding state with spA/spG.



Fig. 2. RMSD of complexes calculated during 50 ns of MD simulations from initial conformations for (a) IgG–spA and (b) IgG–spG complexes; RMSD values of protein–protein
interface residues and each heavy chain of IgG Fc domain are plotted in (c) and (d) with schematic of configuration pose of each complex on right.

Fig. 3. Hydrogen bond contribution to stable crystalline binding structures: (Left) Highlighted key pair of hydrogen bonding residues; pink dotted line in middle inserts
indicates key hydrogen bonds; (Right) number of hydrogen bonds formed between protein–protein interface residues (BIR) and non-BIR for (a) IgG–spA or (b) IgG–spG
complex over time (BIR ratio obtained by dividing BIR hydrogen bond by total number of hydrogen bonds). (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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3.3. Binding strength and unbinding mechanism of IgG–spA/spG
complexes

To calculate the binding strengths of each IgG–spA/spG com-
plex, the authors replicated the experimental process of atomic
force microscopy (AFM) via the SMD simulation that stretches
and unfolds the secondary and tertiary structures of protein. The
AFM protocol is a widely used experimental method that can pro-
vide information on the mechanical dissociation properties of the
binding complex by applying an unbinding pulling force. The
SMD is a long-established simulation technique that is known to
well imitate the AFM protocol [37,42,59,69]. More importantly,
the SMD methodology affords the opportunity to quantify the
required binding strength for extracting spA or spG ligands from
the IgG-binding pocket during the unbinding process. The evolu-
tion of the applied force during the SMD simulation considering
the spA or spG ligand bound to the IgG Fc portion is shown in
Fig. 4. The presented data confirmed that the different binding
strengths and unbinding mechanisms depended on each binding
ligand.

For an in-depth understanding of biomolecular processes, the
authors endeavored to demonstrate the SMD results from the
viewpoint of hydrogen bond formation and dissociation. The inter-
pretation based on this perspective is based on two points. (i) Dur-
ing a stable binding state, the hydrogen bonds stabilize the protein
secondary and tertiary structures; however, during unbinding, the
converse occurs, breaking most hydrogen bonds; (ii) the spA and
spG ligands have completely different protein structures except
for one alpha-helix segment. The alpha-helix and beta-sheet struc-
Fig. 4. Calculated forces over time to undock (a) spA ligand or (b) spG ligand from IgG bin
protein for corresponding time. Inter-protein ratio is obtained by dividing the inter-prote
of four sequence processes. For each process, representative conformations of each com
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tures are formed through different hydrogen bond formation pro-
cesses (Section 3.1). With the foregoing considerations, the
authors counted the number of hydrogen bonds formed between
the inter-protein and intra-protein in the SMD simulations, as
shown by the bottom panels in Fig. 4. Inter-protein hydrogen
bonding is formed among different molecules (i.e., between the
IgG Fc portion and spA or spG), whereas intra-protein hydrogen
bonding exists within the molecule (i.e., within spA or spG ligand).

Based on the foregoing, the considerably different binding
strengths and independent unbinding mechanisms of spA and
spG with IgG could be explained. As shown in Fig. 4, the unbinding
pathway consists of four sequence steps: complex maintenance
process (yellow-shaded zone), alpha-helix unwinding or beta-
sheet unfolding process (red-shaded zone), detachment process
(blue-shaded zone), and protein unbinding process (green-
shaded zone). The representative conformational changes during
the unbinding process are shown by the top panels in Fig. 4; all
inserted figures are enlarged in Fig. S4 with more detailed time
steps. When Ca of the last amino acid residue (PRO155 for spA
and THR1 for spG) is first stretched using the SMD protocol, rela-
tively monotonous force increments are observed on both com-
plexes (yellow-shaded zones in Fig. 4(a) and (b)). For spA, this
force increase is caused by the unbinding of helix 3a from the other
alpha helixes and the pulled motion of helix 3a , as shown in Fig. S4
(a) at 150 ps. In addition, the total number of hydrogen bonds
counted remains at approximately 88.1 with a small deviation.
At approximately 152 ps, the force increase ceased; then, it
decreased after reaching 674.4 nN, which is the required minimum
force for spA to enter the next phase.
ding site, and number of hydrogen bonds formed between inter-proteins and intra-
in hydrogen bond by total number of hydrogen bonds. Unbinding pathway consists
plex are shown in figure inserted above.
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Thereafter, the force starts to decrease and considerably fluctu-
ate, reaching an average of 421.7 nN (red-shaded zone). The highly
variable forces are correlated to the unwinding behaviors of the 3a
helix structure due to the pulling force. As mentioned, spA consists
of three connected and aligned alpha helixes. Therefore, each
alpha-helix is unwound in sequence and unbound from the IgG
Fc portion when the external force is applied. The dotted lines in
Fig. 4 indicate when each helix structure is unwound and unbound
from the IgG binding pocket approximately from 152 to 392 ps
(helix 3a), from 392 to 710 ps (helix 2a), and from 710 to 980 ps
(helix 1a). The corresponding configurational change in the com-
plex at each remarkable moment can be identified in Fig. S4(a).

For each of the three time domains, the inter-protein ratio fluc-
tuates as much as the force curve. In the first time domain, the
inter-protein ratio suddenly increases when the measured force
resistance decreases. The reason for this is that the unwinding
behavior of helix 3a particularly accelerates the breakdown of
the intra-protein hydrogen bonds formed by every four adjacent
amino acids in the same alpha-helix segment. However, the num-
ber of inter-protein hydrogen bonds does not significantly decrease
because most of the stable inter-protein hydrogen bonds are
majorly formed between IgG and helix 1a or 2a residues, as con-
firmed by the list in Table S2. Then, the pulling force starts to
unwind helix 2a in the second time domain. In this domain, the
inter-protein hydrogen bond ratio remains consistent with small
deviations because as helix 2a unwinds, both inter-protein and
intra-protein hydrogen bonds break at similar rates. This trend
continues until 914 ps (end time of red-shaded zone) when the
partial residues of helix 1a (from TYR112 to His116) have been
unwound. Thus, the measured force (i.e., 421.7 nN) primarily indi-
cates the average force required to interrupt the intra-protein
hydrogen bonds formed by every four adjacent amino acids in
the same alpha-helix structure of the spA ligand.

Thereafter, the measured force spikes at approximately 914 ps
(blue-shaded zone). The sharp peak is closely related to the behav-
ior of helix 1a (particularly the specific amino acid residues from
LYS105 to PHE111). As shown in Fig. S4(a) at 910 and 980 ps,
although the other residues in the same helix structure (from
TYR112 to His116) are smoothly unwound and undocked, the speci-
fic sequence of residues (from LYS105 to PHE111) remains in their
docking pose without unwinding until the applied force reaches
the 843.1nN peak. However, when more force is applied, helix 1a
detaches even without unwinding, as shown in Fig. S4(a) at
1140 ps. From the perspective of hydrogen bonding, the decou-
pling of spA with IgG occurs with the sudden breaking of all
inter-protein hydrogen bonds; after the detachment process, the
force gradually decreases (green shaded zone). Even after the dis-
sociation, the amino acid residues (from LYS105 to PHE111) retained
the existing helical shape; hence, approximately 23.0 hydrogen
bonds were maintained. The reason why these amino residues
are not fully unwound is discussed in the next analysis section

For the IgG-spG case, the monotonous force raise is observed as
seen with spA decoupling (yellow-shaded zone). However, in the
case of spG, this increase is triggered by different reasons com-
pared to the spA, considering that spG is composed of a central
alpha-helix segment surrounded by four b-strands. When the pull-
ing force is applied to Ca of the THR1 residue in beta-strand 1b, the
entire beta-sheet is detached from the central alpha-helix struc-
ture; the force reaches 613.9 nN at 188 ps. This configurational
change is shown in Fig. S4(b) at 0 ps and 190 ps. The dissociation
of the tertiary structure does not considerably influence the num-
ber of inter-protein and intra-protein hydrogen bonds because the
protein tertiary structure is majorly formed and determined by the
hydrophobicity of the side chain, rather than the hydrogen bonds.
Amino acids with hydrophilic and hydrophobic side chains are
usually found outside and inside the protein, respectively.
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Subsequently, the force curve enters the red-shaded zone,
where the beta-sheet structure is decomposed into three sub-
states: approximately 188–260, 260–362, and 362–488 ps, as indi-
cated by the dotted lines in Fig. 4(b). Two ridges and one plateau
region were observed in the overall force decrease domain (188–
488 ps). In the first ridge, beta strands 1b and 2b are isolated from
other beta strands (4b and 3b) by the pulling force, as shown in
Fig. S4(b) at 190 ps and 260 ps. The 616.7 nN peak is speculated
to be the force required to break the intra-protein hydrogen bonds
formed between strands 1b and 4b. Sequentially, beta strands 1b
and 2b are unfolded into two parts at the second peak ridge value
of 546.7 nN (Fig. S4(b) at 260 ps and 360 ps). Similarly, the intra-
protein hydrogen bonds are steadily reduced in the second time
domain due to the hydrogen bond interruption between strands
1b and 2b. For the third plateau domain (362–488 ps), the force
and number of hydrogen bonds do not significantly change. This
is related to the behavior when the already undocked but not fully
unfolded beta strands (1b and 2b) are further stretched by the pull-
ing force. The configurational changes are shown in Fig. S4(b) at
360 and 480 ps.

These results indicate that the force necessary to segregate
strand 1b from 4b (617.7 nN) is higher than that necessary to sep-
arate it from strand 2b (546.7 nN). This is because a more stable
hydrogen bond exists between the backbone and side chain of beta
strands 1b and 4b. This is evinced by the fact that the average
reduction in the number of intra-protein hydrogen bonds is higher
in the first ridge domain (i.e., 20.0) than in the second domain (i.e.,
15.0). In addition, the measured average force (i.e., 323.9 nN, red-
shaded zone) during this b-sheet unfolding process is lower than
the force required to unwind the alpha helixes in spA (i.e., 421.7
nN, red-shaded zone). This is because, as mentioned in section
3.1, the beta-sheet structure has fewer repeated hydrogen bonds
than the alpha-helix structure. Such loosely bound hydrogen bonds
cause resistance to the external force of the beta-sheet to be lower
than the alpha helix. These results show that the unbinding path-
way of each ligand is highly dependent on the protein secondary
and tertiary structures of the ligand.

After beta-strand 1b is undocked and unfolded, the force con-
siderably decreases to 58.8 nN and then starts to rebound (blue-
shaded zone). This time domain (488–782 ps) in Fig. 4 is correlated
to the unbinding processes of helix 1b, strand 3b, and strand 4b
structures that are still attached to the IgG-binding pocket. The
force curve suddenly increases and reaches 600.3 nN, which is
the required force for segregating the spG ligand from IgG , as
shown in Fig. S4(b) at 610 and 780 ps. The validity of this unbind-
ing force value, compared to the experimental value, is described
in the supplementary information section of S1. In monitoring
the number of hydrogen bonds during the detachment process,
all inter-protein hydrogen bonds are observed to break after the
force reaches the peak values. This is because most stable inter-
protein hydrogen bonds are mainly formed between IgG and the
helix 1b residues, as summarized in Table S2. After the spG ligand
is unbound, the force gradually decreases (green-shaded zone).
Helix 1b and strands 3b and 4b retain the existing helical and
beta-sheet conformation even after dissociation, respectively;
hence, approximately 50.6 hydrogen bonds are maintained. This
number is approximately twice that of the number of hydrogen
bonds remaining after the spA ligand is undocked (23.0).

With respect to the binding strengths, the force for unbinding
helix 1b (i.e., 600.3 nN) is lower compared with the force required
to separate the helix 1a structure from IgG Fc portion (843.1 nN).
This is unexpected given that practically the same alpha-helix seg-
ments of both ligands (helix 1a of spA or helix 1b of spG) are bound
to similar IgG-binding sites immediately before the detachment
process. Furthermore, the unwinding behaviors of the a-helix
structure that can be distinctly observed in the unbinding
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processes of helixes 2a and 3a in spA are virtually not observed in
the unbinding process of helix 1b although they have similar sec-
ondary protein structures. The unwinding behavior only occurs
in the few amino acids, from ALA23 to THR25 in helix 1b. This is
practically the same peculiar phenomenon that has been observed
in the unwinding behavior of the helix 1a segment in the spA
ligand; the specific sequence of residues (from LYS105 to PHE111
in helix 1a and from GLU26 to ASN37 in helix 1b) is undocked with-
out the unwinding behavior. To explain the foregoing phe-
nomenon, the following analysis section discusses the underlying
mechanisms involved.

3.4. Non-covalent interactions of protein–protein interface residues in
IgG–spA/spG complexes

To further explicate the considerable binding strength of the
IgG–spA complex compared with that of IgG–spG and the similar
peculiar unbinding conformation of the helix segment, which is
undocked without unwinding, the authors performed calculations
for three types of protein interactions. Among the various compo-
nents of molecular energetics, understanding the electrostatic
interactions, hydrophobic bonding, and binding free energies
among proteins is particularly important in examining the binding
complex of interest. Because the protein binding reaction is a com-
binational consequence of these non-covalent interactions at
specific binding domains on each protein, these examinations let
us thoroughly comprehend how such a binding strength and
unbinding mechanisms are observed for each IgG-spA/spG
complex.

First of all, the authors considered that the analyses, in the per-
spective of the electrostatic and hydrophobic bonding features at
the binding site, could explain why the alpha-helix structure in
spA has more resistance to be undocked from IgG than that in
spG. The electrostatic potential and hydrophobicity maps were
obtained using APBS and UCSF Chimera tools [55,62,70]. The
charge distribution maps for both complexes, separated receptors,
and ligands are plotted in Fig. 5. These maps are useful for evaluat-
ing the role of electrostatic repulsion and attraction in binding
complex formation and maintaining. These charge values decal
into a protein surface representation map. The detailed configura-
Fig. 5. Electrostatic potential maps of (a) IgG–spA and (b) IgG–spG complexes where i
relatively no electrons (positive charge). Red area has low potential and relatively abunda
Right rotational inserts show electrostatic interaction of complexes on each ligand or re
protein–protein interface residues. Detailed configuration poses of each protein are repre
this figure legend, the reader is referred to the web version of this article.)
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tion pose that is obscured in these charge distribution maps can be
confirmed by the transparent surface maps shown in Fig. S5. The
results indicated that the side portion of helixes 2a and 3a in
spA (belonging to the protein–protein interface residues) were
positively charged, and a relatively negatively charged binding
pocket was formed on the Fc portion of IgG. However, for the
IgG–spG complex, whereas the interface residue surface on the
IgG Fc portion still had negative electrostatic values, a relatively
neutrally charged binding pocket was observed in the interface
of spG ligand residues.

In addition, the hydrophobicity maps are plotted in Fig. 6. These
hydrophobic domains could be small binding clefts with only a few
peptides or large surfaces with hundreds of polypeptide segments.
It is well known that the binding strength or affinity is largely
influenced by the size of the hydrophobic domains [71]. This is
because the hydrophobic bonds allow the nonpolar surface resi-
dues to expel the water molecules between them, thus minimizing
the water contact area and allowing the residues to aggregate
tightly [72]. The opaque regions in Fig. 6 indicate the location of
the surface of protein–protein interface residues and its contribu-
tion to the formation of a hydrophobic surface on each protein sur-
face. Fig. S6 shows how the opaque regions of the protein–protein
interfaces are actually identified in each docking structure. The
interfacial residue surface in each protein can be further divided
into a few regions depending on the hydrophobicity. These are a,
b, c/a’, b’, and c’ for the IgG–spA complex or a, b/a’, and b’ for
the IgG–spG complex, where the a, b, and c regions face the a’,
b’, and c’ regions upon binding, respectively. To understand the
hydrophobic interactions, the focus should be on the hydrophobic
regions (i.e., b and b’ for each IgG–spA/spG complex).

For the IgG–spA complex, a strong and wide area of hydropho-
bic surface, i.e., the b region (including ALA110, PHE111, ILE114,
LEU115, and ILE129 residues) in the spA ligand, was observed as
hydrophobically interacting with the b’ region (e.g., PRO247,
LEU251, MET252, ILE253, and LEU314 residues) in the IgG Fc portion
(Fig. 6). However, in the case of spG, the interface surface has
hydrophilic surfaces with only two hydrophobic amino acid resi-
dues, i.e., ALA23 and ALA24. Therefore, the presented data show that
weak and confined hydrophobic bonding occurs between the
hydrophobic b region in the spG ligand and b’region (e.g., PRO247,
nteraction site is expressed on horizontal plane. Blue area has high potential with
nt electrons (negative charge). White area between red and blue has neutral charge.
ceptor binding pocket. Green dotted line on electrostatic surface show location of
sented by transparent surface maps. (For interpretation of the references to colour in



Fig. 6. Mapping hydrophobicity of each protein surface. Surface hydrophobicity map of protein–protein interface residues is opaque and surrounded by green dotted line.
Orange and blue portions denote the most hydrophobic and hydrophilic areas, respectively. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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LEU251, MET252, and ILE253 residues) in the IgG Fc portion. Based on
the information derived from these non-covalent interaction anal-
yses, the higher binding affinity in the a-helix structure in spA than
that in spG can be explained, i.e., a strong electrostatic and
hydrophobic attraction is present in the protein–protein interface
residues of the IgG–spA complex.

Furthermore, there is still one remaining question: why was the
specific sequence of amino-acid residues (from LYS105 to PHE111
in helix 1a, GLU26 to ASN37 in helix 1b) not unwound and directly
detached? To answer this, the authors calculated the binding free
energy contributions of each protein–protein interface residue in
both the spA and spG ligands, as listed in Table S1. The binding free
energy (DGbind) calculations were performed for 5 ns (correspond-
ing to 500 frames), extracted from the equilibrium phase of the
RMSD simulation (25–30 ns). The higher the negative DGbind value
of each amino acid, the more that each amino acid contributes to
the stable docking with the IgG Fc portion. This is because the
molecular structures generally tend to stabilize toward the lowest
energy configuration.

Therefore, the results shown in Fig. 7(a) intuitively suggest that
most protein–protein interface residues in the spA ligand (GLN107,
GLN108, ASN109, PHE111, TYR112, LEU115, ARG125, ASN126, and ILE129)
are involved in the tight binding with the IgG Fc portion. Among all
the protein–protein interface residues, we were interested in the
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residues in the helix 1a segment, which was involved in the pecu-
liar unbinding conformation. Except for the LYS105 residue, all of
the helix 1a residues have negative binding free energy. In partic-
ular, from the perspective of energy decomposition, the amino acid
of PHE111 contributes to the most stable energetic interaction
among all the interface residues. Furthermore, the amino acid of
PHE111 is confirmed to be involved in the hydrophobic bonding for-
mation, as shown in Fig. 6. This hydrophobic bonding provides an
energetically favorable binding site for the spA ligand. The high
energetic stability and hydrophobic interaction between the
PHE111 and the IgG Fc portion prevented the pulling force from
propagating to the amino-acid sequence below; consequently,
the specific sequence of the helix 1a structure (LYS105 to
PHE111) was not fully unwound, but directly undocked.

However, for the spG ligand, a different mechanism led to these
peculiar unbinding phenomena and weak binding strengths. In
contrast to the spA ligand, a strong positive binding free energy
is observed in the amino acid sequence from GLU27 to GLN32 in
helix 1b (Fig. 7b); this suggests that these residues do not actively
interact with the IgG-binding active site. Therefore, after the pull-
ing force unwinds the small portion of helix 1b (from ALA23 to
THR25), the above amino acid sequence in the helix 1b segment
(from GLU26 to ASN37) easily undocks from the binding pocket
without significant resistance. In particular, the calculated binding



Fig. 7. Binding free energy of protein–protein interface residues in (a) spA and (b)
spG ligands. Gray arrows indicate protein secondary segment to which residue
belongs. Helix 1a or 1b structure is segment of interest in which peculiar unbinding
conformation is observed.
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free energy of LYS31 indicates that this residue is a key amino acid
responsible for the binding strength of the spG ligand being lower
than that of the spA ligand.; this residue does not contribute to the
binding of spG to the IgG Fc portion. Although the non-covalent
interactions were independently investigated, the investigation
results collaboratively explained the high binding strength of the
IgG–spA complex and the corresponding peculiar docking
mechanism.

4. Conclusion

Understanding the underlying details of the binding character-
istics between the IgG Fc portion and natural IgG-binding ligands
(e.g., spA or spG) is of primary interest in devising many
immunoassays and chromatography applications. Furthermore,
this progress may have significant biotechnical implications for
researchers to understand the role of each protein’s secondary
structure on the docking mechanisms. This is because each of the
ligands is primarily composed of different major protein secondary
structures except for one alpha-helix segment (e.g., three alpha
helixes for spA or four beta strands with one alpha-helix for
spG). This study involved an in-depth computational investigation
to ascertain the binding strengths of each ligand and to determine
which non-covalent interactions or amino-acid sites play a pivotal
role in their tight binding. The stabilities of docked crystallographic
complexes were evaluated through RMSD calculations during the
50-ns simulation. In particular, the RMSD values and number of
hydrogen bonds of protein–protein interface residues show that
the highly stable and tight docking states are attributable to their
interface residues.

Based on these binding conformations, the distinct variation
force curves of each complex were observed using the SMD proto-
col, which employs the pulling detachment force to investigate the
binding affinity. According to the presented data, relatively differ-
ent spA/spG binding strengths and independent unbinding mecha-
nisms with IgG are observed. In addition, the binding strengths and
unbinding mechanisms, which could be explained in terms of
hydrogen bonding, are confirmed to be primarily correlated to
the protein secondary and tertiary structures of spA and spG. The
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higher average unwinding force of the helix segment in spA
(421.7 nN) compared with the unfolding force of the sheet segment
in spG (323.9 nN) can be attributed to the more repeated intra-
protein hydrogen bonds in the alpha-helix segment than in the
beta-sheet structure. Although seemingly similar force curve pat-
terns are observed in both complexes, each unbinding mechanism
occurs with a different sequence of dissociation processes. This is
proven by the results of tracking the number of inter-protein or
intra-protein hydrogen bonds. However, there remain two unre-
solved questions: (i) Despite the fact that they were similarly
docked, a far stronger force was needed to undock the spA ligand
(843.1 nN) from the IgG Fc portion than spG (600.3 nN). (ii) The
specific sequences of residues (from LYS105 to PHE111 in helix 1a
and from GLU26 to ASN37 in helix 1b) were not fully unwound
but were directly undocked by the pulling force, in contrast to
the other helix residues.

The detailed analyses of the non-covalent interactions (e.g.,
electrostatic interactions, hydrophobic bonding, and binding free
energies between the proteins) allowed us to resolve the afore-
mentioned questions. These collaborative energetic analyses from
the perspective of electrostatic and hydrophobic bonding features
explain why the alpha-helix structure in spA experiences more
resistance than the spG to be undocked from IgG. The results
obtained from this computational study indicate that a more dis-
tinct oppositely charged and broad hydrophobic surface is
observed at the interface of the IgG–spA complex consisting of pro-
tein–protein interfacial residues. This finding shows the electro-
static and hydrophobic contributions to the specificity and
affinity of each ligand. The binding free energy calculations prove
that the presence of key amino acids on each ligand (PHE111 in
spA or LYS31 in spG) is involved in the peculiar undocking confor-
mation and binding strength. In addition, in both complexes, not
fully unwound configurations of alpha-helix segments were
observed; however, the mechanisms behind these phenomena
were confirmed to be different. This is because the key amino acids
of each ligand oppositely affected their unwinding behaviors.

The authors believe that the results of this study have three rep-
resentative implications in biotechnology. First, these intuitive and
quantitative observations can be useful for biochemists and bio-
physicists to decide the bacterial protein to use in experiments
such as immunoprecipitation techniques, double sandwich
immunoassays, and affinity purification [73,74]. Conventionally,
the experimenter knew from experience whether spA binds to
human IgGs more strongly than spG but did not know how
strongly they bind and what non-covalent intermolecular interac-
tions facilitate this [73,75,76]. Thus, the results presented may rec-
tify this ambiguous situation for biochemists and biophysicists.
Second, the development of synthetic bacterial proteins to isolate
human IgGs would be necessary for the sustainable and reliable
production of these antibodies in the near future [18,77]. This
knowledge will be of considerable use to the advancement of the
future artificial protein industry by identifying the amino acid
types and protein-coding sequence optimization that are impor-
tant in terms of improving the binding capacity of synthetic pro-
teins [78]. Third, these simulation results can bridge the apparent
gap between direct observations through experiments and the
actual events occurring in such a short nano-time scale. Using
these intuitive results of our simulation, it is possible to infer the
events that occurred by simply analyzing the AFM force curves
without directly observing them in experiments.
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