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A B S T R A C T   

Background: Anxiety in university students can lead to poor academic performance and even dropout. The Adult 
Manifest Anxiety Scale (AMAS-C) is a validated measure designed to assess the level and nature of anxiety in 
college students. 
Objective: The aim of this study is to provide internet-based alternatives to the AMAS-C in the automated 
identification and prediction of anxiety in young university students. Two anxiety prediction methods, one based 
on facial emotion recognition and the other on text emotion recognition, are described and validated using the 
AMAS-C Test Anxiety, Lie and Total Anxiety scales as ground truth data. 
Methods: The first method analyses facial expressions, identifying the six basic emotions (anger, disgust, fear, 
happiness, sadness, surprise) and the neutral expression, while the students complete a technical skills test. The 
second method examines emotions in posts classified as positive, negative and neutral in the students' profile on 
the social network Facebook. Both approaches aim to predict the presence of anxiety. 
Results: Both methods achieved a high level of precision in predicting anxiety and proved to be effective in 
identifying anxiety disorders in relation to the AMAS-C validation tool. Text analysis-based prediction showed a 
slight advantage in terms of precision (86.84 %) in predicting anxiety compared to face analysis-based prediction 
(84.21 %). 
Conclusions: The applications developed can help educators, psychologists or relevant institutions to identify at 
an early stage those students who are likely to fail academically at university due to an anxiety disorder.   

1. Introduction 

Anxiety is a physiological, behavioural and psychological response 
(Ozen et al., 2010). It is a common symptom in every person when they 
must perform activities related to social obligations, meeting deadlines, 
driving in traffic, etc. (https://www.apa.org/topics/anxiety/). This 
anxiety helps us stay alert and focused to respond to any dangerous or 
demanding situation (Lawson, 2006; Ozen et al., 2010). However, a 
person with an anxiety disorder tends to experience extreme fear and 
prolonged worry, which interferes with daily activities (Scanlon et al., 
2007; Ran et al., 2016) and causes feelings of weakness and low self- 

esteem (Vanderlind et al., 2022; Yan and Horwitz, 2008; Spielberger 
and Vagg, 1995; Ratanasiripong et al., 2018; Beiter et al., 2015). Ac-
cording to Zambrano Verdesoto et al. (2018), the first year of university 
education is considered critical, as up to one third of students drop out of 
higher education institutions during this year (Zeidner, 1998; Spiel-
berger and Vagg, 1995; Eysenck, 2013). Anxiety is a determining factor 
in the academic performance of university students, especially in the 
first year of admission (Tijerina González et al., 2019). Poor academic 
performance can have a negative impact on students, causing them to 
drop subjects or, in the worst case, to drop out of university altogether. 

In recent years, social networks have become an important part of 
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the lives of young people between the ages of 16 and 24 (Glover and 
Fritsch, 2018). Nowadays, the use of social networks has become an 
everyday activity, as it is not only a means of communication, but also a 
source of information. It allows individuals to express their opinions, 
feelings and thoughts on any subject. In addition, people with mental 
disorders often share their mental states or discuss mental health issues 
with others through platforms by posting text messages, photos, videos 
and other links (Guo et al., 2022; Zhang et al., 2022, 2023). Thus, given 
the popularity of social networks, it would be possible to use social 
network data to detect stress, depression and anxiety (Jia, 2018). A 
recent analysis concludes that facial expressions, images, emotional 
chatbots and text on social media platforms can effectively detect 
emotions and depression (Joshi and Kanoongo, 2022). In terms of ma-
chine learning techniques used in text emotion detection, several 
notable studies are worth mentioning. For example, Ali et al. (2022) uses 
learning techniques to classify psychotic disorders based on Facebook 
status updates. The random forest classifier outperformed competing 
classifiers. Another paper by Benton et al. (2017) proposes a method for 
predicting suicide risk and mental health problems using multitask 
learning. The authors used Twitter datasets to identify users with anxi-
ety, bipolar disorder, depression, panic disorder, eating disorder or 
schizophrenia, as well as a dataset with characteristics of people who 
had attempted suicide. The results show that a multi-task learning model 
with all task predictions performs significantly better than other models. 
de Souza et al. (2022) predict depression in the social network Reddit. 
The proposed method identifies the features with the highest SHapley 
Additive Explanation values for a sample of test users. Regarding 
sentiment analysis in text, some authors recommend focusing the 
analysis on three main sentiments: positive, neutral and negative 
(Patankar et al., 2016; Jamal et al., 2021; Avila et al., 2020; Esposito 
et al., 2020). 

Moreover, some authors point out that recognising primary or basic 
emotions (happiness, anger, fear, disgust, surprise, sadness) in facial 
expressions allows a better analysis of emotions because they are easy to 
recognise (Lozano-Monasor et al., 2014, 2017). Furthermore, Ekman 
(1993) argues that the connection is so strong that one has a distinctive 
facial expression for each basic emotion. Nowadays, facial recognition 
software, especially commercial software, is constantly evolving to 
include larger training databases and more natural (not fake or experi-
mentally induced) emotional data (Harley, 2016). Guthier et al. (2016) 
note that facial expressions and emotions influence each other because a 
facial expression resulting from an emotion uses facial muscles that 
cannot be consciously controlled. For this reason, most vision-based 
approaches to emotion recognition focus on faces. Recently, a compre-
hensive review of the most commonly used classical and neural network 
strategies for interpreting and recognising facial expressions of emotion 
(Canal et al., 2022) has been conducted. In terms of machine learning 
techniques for facial emotion recognition, Florea et al. (2019) propose to 
predict anxiety/stress in children using the Annealed Label Transfer 
method. In addition, Giannakakis et al. (2017) develop a framework for 
the detection and analysis of stress/anxiety, focusing on non-voluntary 
and semi-voluntary facial signals. Finally, Huang et al. (2016) predict 
social anxiety related to public speaking using facial feature extraction 
methods to obtain 68 facial landmarks. The study uses support vector 
machine classifiers to identify facial expressions of public speaking 
anxiety. 

To conclude, it is possible to predict, or even know exactly, a young 
person's anxiety based on his or her activity on social networks and 
facial emotion recognition. Thus, the aim of this paper is to introduce an 
internet-based application that predicts anxiety in young university 
students using two methods: (i) identification of anxiety through the 
analysis of facial expressions and (ii) identification of anxiety through 
the analysis of feelings on the social network Facebook. For both 
methods, the Adult Manifest Anxiety Scale-College (AMAS-C) test is 
used as a validation tool. This test assesses whether the proposed 
methods (facial and textual) could provide an accurate prediction 

compared to the results obtained from the ground truth data. 

2. Methods 

2.1. The AMAS-C test 

A well-known test to measure anxiety is the Adult Manifest Anxiety 
Scale (AMAS) (Reynolds et al., 2003), which consists of three different 
instruments: (i) AMAS-A (for adults), (ii) AMAS-C (for college students) 
and (iii) AMAS-E (for older adults). Thus, the AMAS-C is designed to 
measure and assess anxiety in college students (Reynolds et al., 2003; 
González Ramírez et al., 2021). It holds 49 items divided into four 
anxiety scales and one validity scale. The first scale consists of 12 items 
focusing on Worry/Oversensitivity (WOS), the second scale consists of 7 
items focusing on Social Concerns/Stress (SOC) and the third scale 
consists of 8 items focusing on Physiological Activity (PHY). The fourth 
scale of the AMAS-C focuses on Test Anxiety and consists of 15 items. 
Finally, the AMAS-C has a scale on Lie, which is used for data validity 
and consists of 7 items. In addition, the AMAS-C has a Total Anxiety 
score that is based on the sum of the scores of the first four scales 
mentioned above, excluding the Lie scale. The T-score ranges of the 
three scales used are ≤44 (1), 45–54 (2), 55–64 (3), 65–74 (4), and ≥75 
(5), which correspond to the following clinical ratings: low, expected, 
mildly elevated, clinically significant, and extreme. These clinical rat-
ings open up the concept of a lag in prediction (Reynolds et al., 2003) 
due to the potential significance associated with the T-score of the 
AMAS-C test. A T-score that falls within a possible range of T-scores is 
associated with its corresponding potential significance. For this reason, 
the focus is on using this lag to validate the predictions of this study. 
Although the predicted T-score may or may not be very close to the 
actual score, it is sufficient for it to fall within the same range to provide 
an accurate interpretation of the student's anxiety. 

In this paper the Total Anxiety, Test Anxiety and Lie scales of the 
AMAS-C have been used. Indeed, the first step in assessing AMAS scores 
is to examine the Total Anxiety score. This scale is designed to reflect a 
wide range of symptoms, including irrational worry and fear, a general 
feeling of apprehension or unease, and the manifestation of these 
symptoms in interpersonal, physiological and cognitive domains. In 
addition, high Total Anxiety scores reflect general problems associated 
with anxiety. 

Then, the Test Anxiety scale is designed to measure anxiety associ-
ated with tests, test taking and performance evaluation. Elevated levels 
of test anxiety can lead to deficient performance on tests, despite 
adequate or even high knowledge of the subject matter. This scale 
captures the debilitating levels of stress associated with test taking and 
the unproductive drains that so often plague test anxiety sufferers. For 
this reason, this scale is included in the prediction of the T score. In the 
context of the present work, a correct or approximate prediction of the T 
score, or its interpretation, will allow us to identify students who are 
more likely to fail academically at university for anxiety-related reasons. 

As noted above, the first step in interpreting any form of the AMAS is 
to find whether a valid and interpretable protocol has been obtained. 
This can be done by observing invalid response patterns, by examining 
the responses, or by simple visual inspection. This is important because 
if there is any reason to suspect that an AMAS protocol is characterised 
by invalid responses, the results are likely to be uninterpretable. For this 
reason, each version of the AMAS includes a Lie scale designed to detect 
intentional distortions or response biases based on social desirability. 
The items on the Lie scale represent “ideal” behaviour that is not char-
acteristic of any individual. Those who respond positively to “I am al-
ways nice” or “I never get angry” are obviously not showing human 
behaviour at any age. For this reason, this scale is used to measure the 
truthfulness of participants' self-reports, based on the interpretation 
provided by the T-score ranges. 
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2.2. Meaning Cloud for detecting emotions in text 

The Meaning Cloud API performs detailed, multilingual sentiment 
analysis from a variety of sources (Chatzakou et al., 2017). The text 
supplied is analysed to determine whether it expresses a positive, 
neutral or negative sentiment (or is undetectable) (Patankar et al., 2016; 
Jamal et al., 2021; Avila et al., 2020; Esposito et al., 2020). This is done 
by identifying individual sentences and evaluating the relationship be-
tween them, resulting in an overall polarity value for the text as a whole 
(https://www.meaningcloud.com/products/sentiment-analysis). The 
features of the post-analysis API are:  

• Overall sentiment extracts the general opinion expressed in a tweet, 
post or review.  

• Attribute-level sentiment specific sentiment for an object or any of 
its qualities, analysing the sentiment of each sentence in detail. 

• Opinion and fact identification distinguishes between the expres-
sion of an objective fact or a subjective opinion.  

• Irony detection names comments in which what is expressed is the 
opposite of what is said.  

• Graded polarity distinguishes very positive and very negative 
opinions, as well as the absence of sentiment. 

• Agreement and disagreement finds opposing views and contra-
dictory or ambiguous messages. 

The prediction algorithm used for each participant is based on 
sentiment analysis of their posts on the social network Facebook using 
Meaning Cloud. The algorithm uses as input the percentage of total posts 
classified as positive, neutral and negative (see Fig. 1). The result of the 
prediction is two predicted T scores corresponding to the Test Anxiety 
and Total Anxiety scales. 

It should be noted that posts that do not stand for relevant infor-
mation are discarded. Table 1 describes the exclusion criteria used. 

2.3. Technical skills testing and Morph AI for facial emotion recognition 

Admission to higher education is often based primarily on prior 
achievement and entrance examination results. Today, all higher edu-
cation institutions, especially computer science and engineering fac-
ulties, face challenges in the admissions process. Every university should 
strive to have an admissions system based on valid and reliable admis-
sions criteria that selects candidates who are likely to succeed in their 
programmes (Mengash, 2020). 

Other parameters commonly used to predict student performance at 
university are assessments, quiz marks, laboratory work and examina-
tion marks. The test used in this document to support the process of 
access to higher education, which includes verbal, numerical and logical 
reasoning skills in their various forms, is based on the ability of students 
in the first or second year of the third level of education (degree) to 
answer the 10 questions in the test. In addition to the aptitude test 
(questions and answers), the time factor was added, i.e., a maximum 
response time per question was defined in order to provoke stress and 
anxiety in the participants when answering the test. The aim of the test 
developed is to provoke or infer emotional states to support facial 
analysis (Meiselman, 2016). More specifically, the technical skills test is 
designed to elicit the emotional state by analysing the participant's facial 
gestures using machine vision. The participant must answer a total of 10 
questions, each with a time limit. If a question is not answered within the 
allotted time, it is automatically skipped, and the participant is pre-
sented with the next question. 

For emotion recognition using artificial vision, the MorphCast tool 
(Harley, 2016) is available. The MorphCast AI HTML5 SDK (https: 
//www.morphcast.com) is a native JavaScript engine based on deep 
neural networks that can analyse facial expressions and features in any 
web page or application. MorphCast's facial expression analysis tech-
nology can analyse over 130 facial features. Each participant's identifier 
is linked to the results of the facial analysis of induced emotions, 
together with the results of the technical skills test. The affective states 
studied correspond to the six basic emotions (anger, disgust, fear, 
happiness, sadness, surprise) and neutral expression. It should be noted 
that the MorphCast tool analyses, for each of the questions, all the facial 
gestures shown within a given time (maximum response time) or until a 
given question is answered. Fig. 2 shows the diagram of the prediction 
algorithm using facial analysis of emotions using the MorphCast tool. 

The results of the facial analysis of emotions provide the average 
score for each of the seven emotions obtained during the solution of the 
technical skills test. Finally, two predicted T scores are obtained, cor-
responding to the Test Anxiety and Total Anxiety scales. 

Fig. 1. Prediction algorithm using Facebook posts.  

Table 1 
Exclusion criteria for Facebook posts.  

# Criterion Reason 

1 Posts about games, applications or 
other services provided by 
Facebook. 

Posts created through these services do 
not truly reflect the feelings or thoughts 
of the participant. 

2 Posts that contain a single link or 
multiple links. 

A link or multiple links do not reflect a 
particular sentiment, or the context of 
the sentiment may be lost when parsing 
a URL. 

3 Posts containing photos with no 
comments. 

Sentiment analysis requires specific text 
to analyse, so if it does not exist, there is 
no material for sentiment analysis. 

4 Posts containing only tags. A name or list of names does not reflect a 
specific sentiment. 

5 Posts containing only icons. The sentiment analysis API does not 
recognise icons, so it does not reflect the 
sentiment or thoughts of the participant. 

6 Posts containing only addresses. These address-only posts do not reflect 
sentiment. 

7 Posts that reflect spam (including 
criteria). 

These posts reflect repetition and will 
affect the overall rating.  
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2.4. Participants 

To determine the sample size, knowing the population size, the 
following formula was used, assuming a finite population (see Eq. (1)). 

n =

z2*p*q
e2

1 +
(

z2×p×q
e2×N

) (1)  

where n is the sample size, z is the margin of confidence in the normal 
distribution that provides the desired level of confidence (a confidence 
of 95 % corresponds to a score z = 1.96), p is the proportion of in-
dividuals with a given characteristic, q is the proportion of individuals 
not having this characteristic, e is the margin of error, and N is the 
population size. 

The formula gives a sample size of 120 students. Therefore, 120 
students enrolled in the first and second year of the Information Tech-
nology course at the University of the Armed Forces ESPE were recruited 
for the evaluation. The students were between 18 and 24 years old. All 
participants signed an informed consent form after a careful explanation 
of the study and before the experiment was conducted. The collected 
data were stored anonymously in dissociated databases. First, all 120 
students took the AMAS-C test. Then the sample was divided into two 
groups, one for the training base and one for the validation. Based on the 
Pareto principle or the 80/20 rule (Nemur, 2016), the ratio “few out of 
many” was applied, where the results of a few students (20 %) are 
represented by most of the other results (80 %). In this case, 80 % of the 

120 students resulted in a total of 96 students in the first group (training 
engine) and the remaining 20 %, i.e., 24 students, for the validation. 

2.5. Description of the experiment 

The Clinical Research Ethics Committee of the Complejo Hospital-
ario Universitario de Albacete approved this study on 24 September 
2019, with code number 2019/07/073. The authors confirm that all 
procedures contributing to this work complied with the ethical stan-
dards of the relevant national and institutional committees on human 
experimentation and with the Helsinki Declaration of 1975, as revised in 
2008. 

The experiment conducted was divided into three phases:  

• Phase 1. Administration of the AMAS-C test. In this phase, the 
measurement of the AMAS-C test scales (Total Anxiety, Test Anxiety 
and Lie) is obtained so that these scores can be compared with the 
methods proposed in phases 2 and 3. The aim is to check which of the 
two methods has scores closer to those obtained in this phase of the 
AMAS-C test, which is widely accepted in psychology. 

Fig. 3 describes the procedure for obtaining the T-scores of each scale 
using the AMAS-C test. First of all, the self-reporting form or question-
naire of the AMAS-C is used, where only the three desired values are 
obtained, namely T-scores for Test Anxiety, T-scores for Total Anxiety 
and T-scores for Lie. The questionnaire is administered to the 120 par-
ticipants. As previously explained, of these 120 participants, 96 will 
form part of the training base and the remaining 24 participants will 
form the basis for future testing. 

Once the T scores of the three scales studied have been obtained from 
the AMAS-C test, these scores are stored in different databases, taking 
into account that:  

1. The records of the 96 participants used as the training base with the T 
scores on the Test Anxiety and Total Anxiety scales are stored in a 
database.  

2. The records of the same 96 participants are stored in a second 
database with the T-scores of the Test Anxiety, Total Anxiety and Lie 
scales filtered by the T-score of Lie. Those participants who scored T 
≥ 75 are not recorded in this database.  

3. The records of the remaining 24 participants with T scores on the 
Test Anxiety and Total Anxiety scales are stored in the validation 
database.  

4. The records of the same 24 participants are stored in a second 
database, with the Lie T-value filter applied, with T-values from the 
Test Anxiety, Total Anxiety and Lie scales. Those participants who 
scored T ≥ 75 are not included in this database.  

• Phase 2. Identification of anxiety by sentiment analysis of posts 
on the social network Facebook. This first method is conducted by 
performing a textual analysis of the participants' posts on the Face-
book social network. This phase is in turn divided into the following 
four steps: (1) preprocessing, (2) learning to classify the posts as 
positive, negative and neutral, (3) evaluation or contrast with the 
scores obtained in the AMAS-C test (phase 1) for the Test Anxiety and 
Total Anxiety scales, and (4) prediction with a new group of 
participants. 

The procedure for prediction by textual analysis using the Facebook 
posts of each of the 24 participants is described below. Fig. 4 serves as an 
example to illustrate the procedure.  

– The records obtained with the scores for Test Anxiety, Total Anxiety 
and Lie are stored by administering the AMAS-C test.  

– All of the participants' Facebook posts are acquired using the 
Meaning Cloud API. 

Fig. 2. Prediction algorithm using facial emotion analysis.  
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Fig. 3. Registration process of the participants' T scores.  

Fig. 4. Example of Phase 2 detection and prediction of anxiety by analysing sentiments in publications on the social network Facebook.  
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– The posts obtained from the participants are processed to categorise 
them into three states (positive, negative and neutral). As an example 
of this step, Fig. 4 predicts the T score of a user whose percentage of 
positive posts is 76 %, negative posts is 15 % and neutral posts is 9 %. 
All these percentages add up to 100 % of the textual representation of 
the content of the user's posts on the social network Facebook.  

– The percentage of each state is taken (% of positive publications, % 
of negative publications and % of neutral publications) and 
compared with the percentages present in the training base of the 96 
participants of the learning phase, together with the result of the 
AMAS-C test in each of the scales obtained by these 96 students. In 
Fig. 4 we see how the three states are contrasted with each of the 
training base records where the other participants' information is 
stored, and the three states of the percentages of positive, negative 
and neutral publications. To this training base are added the scores 
obtained in phase 1 on the AMAS-C scales (Test Anxiety and Total 
Anxiety).  

– The closest superior value and the closest inferior value in the 
training database are taken from each of the percentages obtained 
from positive, negative and neutral posts.  

– For both scales of the AMAS-C test (Test Anxiety and Total Anxiety), 
the T scores corresponding to the positive, negative and neutral posts 
are averaged. Following the example, we take the value of the per-
centage of positive publications of the participant (76 %) and 
compare a similar value in each record. If we do not find it, we select 
an upper and a lower value, i.e. the selected records would be 77 and 
75, since they are the only ones in the training base of the example. 
These selected records have the values of the AMAS-C test scales. 
Assuming that we want to calculate the T-score of the Test Anxiety 
scale, the corresponding values are 50 and 60. The mean (55) is 
obtained from these values. The same procedure is repeated to obtain 
the average of the AMAS-C scores to obtain the scores of negative 
(50) and neutral (54) publications. 

Fig. 5. Example of Phase 3 detection and prediction of anxiety by analysing facial expressions.  
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– Finally, an overall average (predicted T-score) is obtained, which is 
assigned to the participant from the three T-scores of each of the two 
scales under consideration. We can see in Fig. 4 how the scores from 
the three states are averaged to give a T score of 53. This is the 
predicted value for the Test Anxiety scale for one of the participants.  

• Phase 3. Identification of anxiety through facial expression 
analysis. In this phase, the second proposed method is developed by 
detecting emotions through facial expressions. This phase is also 
divided into four steps to be followed. (1) preprocessing, in which the 
technical skills test is carried out with the aim of capturing the 
emotions emitted by each participant in each question of the test, (2) 
learning with the emotions obtained, classifying them into anger, 
disgust, fear, happiness, sadness, surprise and neutral, (3) evaluation 
or contrast with the scores obtained in the AMAS-C test (phase 1) for 
the Test Anxiety and Total Anxiety scales, and (4) prediction, in 
which new participants perform the technical skills test while the 
stored emotions are extracted in the background. 

Fig. 5 illustrates the facial recognition algorithm in the same way as 
an example of text recognition was shown above. In this case, the 
example is of a participant with the following emotion ratios obtained 
by MorphCast AI: anger (0.10), disgust (0.06), fear (0.19), happiness 
(0.04), neutral (0.16), sadness (0.31) and surprise (0.14). Each of these 
emotions is called a state. All these averages add up to the value of one 
(1) of the extraction of emotions by facial recognition while the 
participant is performing a skill test. 

2.6. Architecture 

An architecture based on free software tools was implemented as 
shown in Fig. 6. The application, called “Anxiety Sentiment Test”, was 
developed using the React (https://reactjs.org/) library suite, a Java-
Script library designed for creating participant interfaces and supported 
by Facebook. Because it is internet-based, it works on any mobile device, 

laptop or desktop computer with a browser and camera. 
The application uses the Facebook API to log in participants and 

obtain public data such as their name, email and an ID provided by 
Facebook to identify them and store their results. It also uses the SDK 
provided by Firebase to interact with the Firestore database and store 
the results in the corresponding collections. The data is obtained from 
the participants' interaction with the different sections of the web 
application: 

1. 49-item form (AMAS-C test), which allows us to measure the par-
ticipant's Test Anxiety and Total Anxiety, and to check the validity of 
the test using the Lie scale.  

2. Analysis of Facebook posts using the sentiment analysis API provided 
by Meaning Cloud.  

3. Analysis of emotions using the MorphCast HTML5 AI SDK. 

These last two functions supply results that are analysed and pro-
cessed to make the prediction about the Test Anxiety and Total Anxiety 
of the participants. Being a web application, the interface is one of the 
most relevant parts of the system, as it allows communication between 
the database and the process generated by the participant. The 
outstanding features of this framework are its versatility and ease of 
communication, both with JavaScript and with the Firestore database. 
An intuitive and easy to use interface has been designed, based on the 
Material Design standard developed by Google (https://material. 
io/design/introduction/#principles). 

3. Results 

This section presents the prediction results obtained by each method, 
as well as the errors obtained in each of them. In addition, we present the 
results in their respective ranges according to the AMAS-C test, to 
determine the discrepancy between sentiment analysis in texts and in 
facial expressions when making predictions. For the evaluation, two 
different predictions were made: (i) including the entire sample foreseen 

Fig. 6. “Anxiety Sentiment Test” architecture.  
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in the experiment and (ii) studying the precision of the obtained data 
filtered by the Lie scale of the AMAS-C test. 

3.1. Results using the whole sample 

Based on the 80/20 rule mentioned above, the prediction results 
were obtained with 96 students in the learning phase and 24 students in 
the prediction phase. Table 2 shows the results obtained for the Test 
Anxiety scale and Table 3 shows the results of the Total Anxiety of the 24 
students (named from 1 to 24). The columns of these tables are made up 
of: (i) the student's identifier, (ii) the ranges of scores according to the 
AMAS-C test scale, (iii) the score that the participant obtained when 
solving the AMAS-C test, (iv) the prediction of the results of the analysis 
of the publications by textual analysis, (v) the prediction of the results of 
the facial emotion analysis, (vi) the absolute value of the difference 
between the AMAS-C test and the prediction of the textual analysis, and 
(vii) the absolute value of the difference between the AMAS-C test and 
the prediction of the facial emotion analysis. 

Looking at Tables 2 and 3, it can be seen that the overall average 
error of the T-score between the AMAS-C test result and the prediction 
using sentiment analysis in Facebook posts is 7.85 and 9.15 for Test 
Anxiety and Total Anxiety, respectively. On the other hand, the pre-
diction error between the AMAS-C test and the prediction by facial 
emotion analysis is 8.30 and 8.85 for the two scales. 

Taking Reynolds et al. (2003) as a reference, the concept of lag is 
defined as the distance of ranges that exists between the actual range 
and the predicted one. That is, a lag of 0 signifies that the predicted 
range is the same as the actual range, a lag of 1 means that the predicted 
range is one category away from the actual range, and so on. Table 4 
shows the lag (G), both for the Test Anxiety scale and the Total Anxiety 
scale, for each of the students. C-R, T-R and F-R stand for AMAS-C, text 
analysis and facial analysis range, respectively. Similarly, T-lag and F- 
lag are the lags between C-R and T-R, and C-R and F-R, respectively. The 
average lag is 0.92 (0.88 and 0.96) and 0.90 (0.88 and 0.92) for the 
prediction using the text analysis method and the face analysis method, 
respectively. Both approaches give comparable results, although slightly 
better for the facial emotion analysis method. 

3.2. Results using the Lie scale 

For this prediction, the Lie scale of the AMAS-C test is used. In fact, 
the Lie scale is used to filter and discard the T-scores ≤44 and ≥75. After 
studying the Lie scale, the sample was reduced to 99 participants. After 
applying the Pareto rule to the sample for training and validation, there 
was a base of 80 students for training and 19 students for the validation. 
The results for the Test Anxiety and Total Anxiety scales are now shown 
in Tables 5 and 6. 

From these tables, we can see that the overall average error of the T- 
score (Test Anxiety and Total Anxiety) between the result of the AMAS-C 

Table 2 
Results of Test Anxiety prediction.  

ID AMAS-C 
range 

AMAS-C 
score (C) 

Text analysis 
score (T) 

Facial 
analysis score 
(F) 

∣C-T∣ ∣C-F∣ 

20 ≤44 40 65.83 65.17  25.83  25.17 
6  42 61.60 61.92  19.60  19.92 
11  45 62.50 64.86  17.50  19.86 
7 45 53 61.00 63.79  8.00  10.79 
9 – 53 62.57 64.50  9.57  11.50 
12 54 53 67.80 67.07  14.80  14.07 
17  53 62.42 60.64  9.42  7.64 
5  56 60.83 64.21  4.83  8.21 
14 55 56 61.11 66.29  5.11  10.29 
19 – 56 57.00 67.64  1.00  11.64 
1 64 59 64.50 60.71  5.50  1.71 
3  62 59.00 65.50  3.00  3.50 
4  62 65.86 62.57  3.85  0.57 
13  65 61.83 62.71  3.17  2.29 
16  65 61.67 65.50  3.33  0.50 
8  67 60.83 63.93  6.17  3.07 
10 65 67 63.17 65.07  3.83  1.93 
18 – 67 61.33 59.14  5.67  7.86 
22 74 67 62.17 65.14  4.83  1.86 
24  67 66.00 60.93  1.00  6.07 
15  70 67.40 60.00  2.60  10.00 
21  70 64.50 68.71  5.50  1.29 
23  70 65.50 61.57  4.50  8.43 
2 ≥75 76 56.33 64.85  19.67  11.15 
Mean difference:  7.85  8.30  

Table 3 
Results of Total Anxiety prediction.  

ID AMAS-C 
range 

AMAS-C 
score (C) 

Text analysis 
score (T) 

Facial 
analysis score 
(F) 

∣C-T∣ ∣C-F∣ 

6  45 58.40 60.85  13.40  15.85 
20  48 65.17 58.23  17.17  10.23 
7 45 48 59.00 61.00  10.57  13.36 
14 – 49 60.00 66.00  10.79  16.57 
11 54 53 59.83 65.86  6.83  12.86 
3  53 55.67 58.79  2.67  5.79 
4  53 66.43 60.57  13.43  7.57 
12  60 68.80 62.79  8.80  2.79 
22  60 60.67 68.86  0.67  8.86 
9 55 63 64.14 61.50  1.14  1.50 
1 – 63 66.00 58.86  3.00  4.14 
24 64 63 61.50 57.57  1.50  5.43 
17  64 61.47 57.36  2.53  6.64 
19  64 59.33 60.71  4.67  3.29 
18  64 54.33 53.21  9.67  10.79 
8  65 58.83 65.50  6.17  0.50 
16 65 68 59.67 64.93  8.33  3.07 
15 – 68 64.80 57.43  3.20  10.57 
13 74 71 55.50 60.14  15.50  10.86 
23  71 65.17 60.93  5.83  10.07 
5  73 58.17 62.43  14.83  10.57 
10 ≥ 75 62.00 61.21  13.00  13.79 
21 75 T 75 58.83 66.43  16.17  8.57 
2  81 51.17 62.23  29.83  18.77 
Mean difference:  9.15  8.85  

Table 4 
Prediction results by range (R) and student (ID).  

ID Test Anxiety Total Anxiety 

C-R T-R F-R T-lag F-lag C-R T-R F-R T-lag F-lag 

1 3 3 3 0 0 4 4 3  0  1 
2 5 3 4 2 1 5 2 3  3  2 
3 3 3 4 0 1 2 3 3  1  1 
4 3 4 3 1 0 2 4 3  2  1 
5 3 3 3 0 0 4 3 3  1  1 
6 1 3 3 2 2 2 3 3  1  1 
7 2 3 3 1 1 2 3 3  1  1 
8 4 3 3 1 1 4 3 4  1  0 
9 2 3 3 1 1 3 3 3  0  0 
10 4 3 4 1 0 5 3 3  2  2 
11 2 3 4 1 2 2 3 4  1  2 
12 2 4 4 2 2 3 4 3  1  0 
13 4 3 3 1 1 4 3 3  1  1 
14 3 3 4 0 1 2 3 4  1  2 
15 4 4 3 0 1 4 3 3  1  1 
16 4 3 4 1 0 4 3 4  1  0 
17 2 3 3 1 1 3 3 3  0  0 
18 4 3 3 1 1 3 2 2  1  1 
19 3 3 4 0 1 3 3 4  0  1 
20 1 4 3 3 2 2 4 3  2  1 
21 4 3 4 1 0 5 3 4  2  1 
22 4 3 4 1 0 3 3 4  0  1 
23 4 4 3 0 1 4 4 3  0  1 
24 4 4 3 0 1 3 3 3  0  0  

Mean difference: 0.88 0.88 Mean difference:  0.96  0.92  
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ground truth data and the prediction by sentiment analysis in Facebook 
posts is 7.51. On the other hand, the error between the ground truth data 
and the prediction by sentiment analysis in Facebook posts is 8.41. On 
the other hand, the error between AMAS-C and prediction by facial 
emotion analysis is 8.41. The results in the respective ranges of the 
AMAS-C test are also presented (see Table 7). 

Based on what is presented in Table 7, it can be seen that the average 
lag between the result offered by the ground truth data and the pre-
diction by sentiment analysis in Facebook posts is 0.79. On the other 
hand, the average lag between the ground truth data and the prediction 
by facial emotion analysis is 0.89. In this case, we see that the average 
lag is more distinct. Thus, in the prediction considering the Lie scale, the 
prediction method using textual analysis is the one that produces the 
best results. 

3.3. Statistical analysis of results using the Lie scale 

After the two earlier predictions, the best results are found in the 
prediction adjusted by the Lie scale of the AMAS-C test. For this reason, 

the statistical analysis in this section will be based on the data obtained 
in this last prediction. 

First, we will say that a prediction is correct or acceptable if it has no 
lag or at most a lag of difference 1 with respect to the AMAS-C ground 
truth data. For this purpose, Table 8 is prepared, showing the number of 
times and the probability that each delay of the textual and facial 
analysis occurs in relation to the AMAS-C test. 

As can be seen, there is a precision of 86.84 % of predicting a T-score 
corresponding to the correct (36.84 %) or acceptable (50 %) difference 
using textual analysis. On the other hand, there is a precision of 84.21 % 
of predicting a T-score corresponding to the correct (26.32 %) or 
acceptable (57.89 %) difference through facial analysis. Therefore, it 
can be assumed that the method that allows a more exact prediction of 
anxiety is the one that uses textual analysis. We will look at the two 
methods and the scales studied. 

Table 9 shows the prediction occurrences of correct or acceptable 
ranges (Test Anxiety and Total Anxiety) for the face analysis method. It 
should be noted that there is a precision of 89.47 % when predicting a T- 
score corresponding to the correct or acceptable score of the Total 
Anxiety scale by facial analysis. On the other hand, there is a precision of 
78.95 % when predicting a T-score corresponding to the correct score of 
the Test Anxiety scale. 

Table 10 again shows the prediction occurrences of correct or 
acceptable ranges (Test Anxiety and Total Anxiety) for the textual 
analysis method. In this case, we have a precision of 89.48 % of pre-
dicting a T-score corresponding to the correct or acceptable range of the 
Total Anxiety scale by textual analysis. On the other hand, there is a 
precision of 84.21 % of predicting, through textual analysis, a T-score 
corresponding to the correct range of the Test Anxiety scale. 

As already seen in Table 8, the prediction methods based on textual 
and facial analysis reflect a high precision (86.84 % and 84.21 %, 
respectively) of correctly or acceptably predicting the T-score corre-
sponding to the two ranges studied. Now, according to Tables 9 and 10, 
it can be seen that the prediction method using face and text analysis has 

Table 5 
Results of Test Anxiety (filtered by the Lie scale).  

ID AMAS-C 
range 

AMAS-C 
score (C) 

Text analysis 
score (T) 

Facial 
analysis score 
(F) 

∣C-T∣ ∣C-F∣ 

5 ≤44 42 60.25 61.92  18.25  19.92 
10  45 61.60 66.11  16.6  21.11 
6 45 53 59.00 61.20  6.00  8.20 
8 – 53 62.57 63.08  9.57  10.08 
11 54 53 67.25 65.58  14.25  12.58 
15  53 60.73 61.55  7.73  8.55 
4 55 56 59.00 64.15  3.00  8.15 
17 – 56 60.00 64.67  4.00  8.67 
2 64 62 62.40 64.92  0.40  2.92 
3  62 63.67 62.50  1.67  0.50 
12 65 65 60.80 60.10  4.20  4.90 
14 – 65 60.00 65.55  5.00  0.55 
7 74 67 60.83 63.93  6.17  3.07 
9  67 63.17 66.25  3.83  0.75 
16  67 65.25 58.69  1.75  8.31 
19  67 65.80 58.90  1.20  8.10 
13  70 67.40 60.00  2.60  10.00 
18  70 66.20 61.75  3.80  8.25 
1 ≥75 76 59.60 62.55  16.40  13.45 
Mean difference:  6.65  8.32  

Table 6 
Results of Total Anxiety (filtered by the Lie scale).  

ID AMAS-C 
range 

AMAS-C 
score (C) 

Text analysis 
score (T) 

Facial 
analysis score 
(F) 

∣C-T∣ ∣C-F∣ 

5  45 59.50 60.08  14.50  15.08 
6 45 48 50.33 59.00  2.33  11.00 
2 – 53 56.00 58.38  3.00  5.38 
3 54 53 64.00 58.70  11.00  5.70 
10  53 58.20 64.33  5.20  11.33 
11  60 68.50 61.17  8.50  1.17 
8 55 63 64.14 61.08  1.14  1.92 
19 – 63 60.00 55.00  3.00  8.00 
15 64 64 59.07 57.91  4.93  6.09 
16  64 59.25 52.46  4.75  11.54 
17  64 60.40 65.00  3.60  1.00 
7  65 58.83 65.50  6.17  0.50 
13 65 68 64.80 57.43  3.20  10.57 
14 – 68 58.40 63.82  9.60  4.18 
12 74 71 55.80 57.40  15.20  13.60 
18  71 64.20 59.83  6.80  11.17 
4  73 56.60 62.38  16.40  10.62 
9 ≥75 75 62.00 63.08  13.00  11.92 
1  81 54.40 60.27  26.60  20.73 
Mean difference:  8.36  8.50  

Table 7 
Prediction results by range (R) and student (ID) (filtered by the Lie scale).  

ID Test Anxiety Total Anxiety 

C-R T-R F-R T-lag F-lag C-R T-R F-R T-lag F-lag 

1 5 3 3 2 2 5 2 3  3  2 
2 3 3 3 0 0 2 3 3  1  1 
3 3 3 3 0 0 2 3 3  1  1 
4 3 3 3 0 0 4 3 3  1  1 
5 1 3 3 2 2 2 3 3  1  1 
6 2 3 3 1 1 2 2 3  0  1 
7 4 3 3 1 1 4 3 4  1  0 
8 2 3 3 1 1 3 3 3  0  0 
9 4 3 4 1 0 5 3 3  2  2 
10 2 3 4 1 2 2 3 3  1  1 
11 2 4 4 2 2 3 4 3  1  0 
12 4 3 3 1 1 4 3 3  1  1 
13 4 4 3 0 1 4 3 3  1  1 
14 4 3 4 1 0 4 3 3  1  1 
15 2 3 3 1 1 3 3 3  0  0 
16 4 4 3 0 1 3 3 2  0  1 
17 3 3 4 0 1 3 3 4  0  1 
18 4 4 3 0 1 4 3 3  1  1 
19 4 4 3 0 1 3 3 3  0  0  

Mean difference: 0.74 0.95 Mean difference:  0.84  0.84  

Table 8 
Prediction of acceptable ranges.  

Lags 3 2 1 0 

Lag instances (text analysis) 1 4 19 14 
2.63 % 10.53 % 50.00 % 36.84 % 

Lag instances (facial analysis) 0 6 22 10 
0.00 % 15.79 % 57.89 % 26.32 %  
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a higher precision of correctly predicting the T-score corresponding of 
the Total Anxiety scale, with a precision of 89.47 % and 89.48 %, 
respectively. On the other hand, the prediction method using face 
analysis has a lower precision of correctly predicting the T score cor-
responding to the Test Anxiety scale (78.95 %) than the method based 
on textual recognition of emotions (84.21 %). 

4. Discussion 

This article presents an internet-based tool designed to predict anx-
iety levels among university students. By analysing the emotions 
expressed in Facebook posts, it was possible to accurately determine the 
prevailing emotional tone within a text. Similarly, the facial emotion 
analysis tool has facilitated the identification of basic emotions. 

In this study, the exclusion criteria applied to the Facebook posts 
supported the sentiment analysis, as in some cases between 5 % and 25 
% of a participant's total posts corresponded to posts that fell within the 
exclusion criteria, i.e., posts that did not represent the thoughts, opin-
ions or feelings of an individual. By filtering these messages, possible 
errors in the detection of null sentiments were avoided and, in turn, most 
of the already filtered messages were analysed and classified correctly. 

Based on the results obtained, it is found that the developed appli-
cation provides support for the early identification of anxiety in uni-
versity students, as there is an 89.47 % precision of correctly predicting 
an individual's overall diagnosis of anxiety. This means that the devel-
oped application can support teachers, psychologists or the competent 
body in the early identification of students who are likely to fail 
academically at university due to an anxiety disorder. The prediction 
method using text analysis had a very slightly higher precision (86.84 %) 
of being correct in predicting an individual's anxiety than the prediction 
method using face analysis (84.21 %), but both methods would be valid 
for detecting anxiety disorders. 

The AMAS-C validation tool was used to compare and assess the 
results of the two proposed prediction methods, as it is a psychologically 
approved instrument. The scales studied, both in the AMAS-C and in the 
predictions based on textual and facial analysis, were Total Anxiety and 
Test Anxiety. In addition, the Lie scale was included in the AMAS-C test 
as an instrument to supply discrimination criteria for valid or invalid test 
results. The Physiological Activity, Worry/Oversensitivity and Social 
Concerns/Stress scales were not included because these scales are not 
directly related to the student's academic performance. 

In terms of related work, several aspects of these studies are similar 
to the research conducted. As in the present exploration, the afore-
mentioned studies focus on the use of machine learning for automated 
anxiety prediction. They explore different methods, such as analysing 
Facebook status updates to detect depression (Ali et al., 2022) and 
predicting suicide risk and mental health problems on Twitter through 
multitask learning (Benton et al., 2017) and depression prediction (de 

Souza et al., 2022) on Reddit. Regarding facial expression recognition, 
some works (Florea et al., 2019; Giannakakis et al., 2017; Huang et al., 
2016) also address anxiety detection using machine learning techniques. 
However, all of these works use either pre-processed text datasets, which 
provide textual features of the mental disorder, or facial prediction 
datasets, which contain images of individuals with anxiety, for training. 
We adopted the Facebook social network for data pre-processing and 
categorisation into states of textual information (positive, negative and 
neutral posts). For face recognition, we considered working with live 
images while the participant was in a stressful situation. Our contribu-
tion is focused on the use of a specific test to detect anxiety in university 
students at an early stage. The aim is to provide an early anxiety 
detection tool that is as efficient as the traditional AMAS-C test, while 
optimising its application time, based on the exposure and identification 
of two methods (facial and textual) to test which is more reliable in 
predicting anxiety. 

The methods developed for detecting anxiety in university settings 
through text analysis on the social network Facebook and facial 
expression recognition have the potential to provide information about 
students' emotions. However, ethical challenges arise, such as concerns 
about student privacy. To address this, students must give informed 
consent for their data to be accessed on the social network, and the in-
formation is handled internally within the application. Another chal-
lenge or potential limitation is that text interpretation can be complex in 
some cases, and algorithms must be able to distinguish genuine ex-
pressions of anxiety from other factors such as sarcasm or irony. In the 
case of facial expression analysis, interpretation can be influenced by 
cultural and personal differences. The use of this technique is proposed 
as part of regular academic activities at university (rather than the 
applied knowledge test in this study), under the supervision of author-
ities and psychologists, which partially addresses privacy concerns. 

While the AMAS-C test is a more conventional tool for assessing 
anxiety, textual analysis through the Facebook social network, as well as 
analysis and recognition through facial expressions, offer several ad-
vantages. The AMAS-C relies on student self-report or interviews, which 
can be prone to bias, denial or lack of awareness. In contrast, textual and 
facial analysis could provide an unbiased and unfiltered insight into 
students' behaviours and emotions. Social media and facial expressions 
can reveal patterns that students may not recognise or acknowledge in a 
survey. In addition, these methods could provide earlier detection by 
identifying subtle changes in behaviour and emotions before the indi-
vidual is aware of them. 

Another advantage of the two proposed methods is that the number 
of students that can be assessed could be much greater than with 
traditional methods such as the AMAS-C test. There are universities with 
admissions of thousands of students, where only those students who 
decide to seek help out of their own interest or in cases where anxiety is 
already extreme and has been reported by a third party can be consid-
ered. Assessing anxiety conventionally could take much more time and 
may not even cover the total number of students. 

Finally, it is hoped that the proposed methods will make it possible to 
identify incoming students who may be at risk of academic failure due to 
anxiety, thus preventing them from dropping out of their studies due to 
lack of timely support from a competent professional. 

5. Conclusions 

This paper has described an Internet application that allows the 
prediction of anxiety in university students. The textual analysis of 
Facebook posts in terms of general sentiments (positive, negative and 
neutral) has allowed the correct identification of the predominant 
sentiment of a text. Similarly, the facial emotion analysis tool has 
allowed the detection of basic emotions (happiness, anger, fear, disgust, 
surprise, sadness). This is important because fear is a complex emotion 
that is related to the basic emotions. Furthermore, the possibility of 
using the second type of analysis is justified in relation to the increasing 

Table 9 
Prediction of acceptable ranges using the facial analysis method.  

Lags 3 2 1 0 

Lag instances (Test Anxiety) 0 4 10 5 
0.00 % 21.05 % 52.63 % 26.32 % 

Lag instances (Total Anxiety) 0 2 12 5 
0.00 % 10.53 % 63.16 % 26.31 %  

Table 10 
Prediction of acceptable ranges using the text analysis method.  

Lags 3 2 1 0 

Lag instances (Test Anxiety) 0 3 8 8 
0.00 % 15.79 % 42.10 % 42.11 % 

Lag instances (Total Anxiety) 1 1 11 6 
5.26 % 5.26 % 57.90 % 31.58 %  
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trend of using cameras embedded in wearable devices. 
The results obtained shed light on the significant potential of the 

developed application to address the problem of anxiety among uni-
versity students. With a precision of 89.47 % to correctly predict an 
individual's overall anxiety diagnosis, this tool could be instrumental in 
providing timely support to a demographic vulnerable to academic 
difficulties due to anxiety disorders. Comparison of the prediction 
methods further underlines the advantages of text analysis, which 
showed a slightly higher precision rate of 86.84 % compared to facial 
analysis of 84.21 %. However, the crucial conclusion is that both ave-
nues present valuable possibilities for identifying anxiety disorders that 
can negatively affect student mental health and academic performance. 
These results not only represent a technological breakthrough, but also a 
way for educational institutions to proactively improve their support 
systems and contribute to the overall well-being of their students. 

As future work related to the possible current limitations of this 
proposal, we think of:  

• Expanding the scales taken from the AMAS-C test and predicting 
each of them with the same or more modalities used in this work, to 
figure out the modality and scale that allows the most exact 
prediction. 

• Increasing the data source for the textual analysis of textual senti-
ments, such as the social network Twitter, Instagram, TikTok, among 
others, and comparing the results. 

• Enlarging the sample size and focusing it on non-technical occupa-
tions to build a training base with diverse data in the different ranges 
of the AMAS-C test scales and comparing the results.  

• Performing prediction using additional state-of-the-art deep learning 
models to determine the models that provide the most accurate 
prediction. Since in this work an algorithm has been developed to 
adapt to the aforementioned data and needs. Based on this, the re-
sults obtained could also be compared with those of the proposed 
algorithm and other more popular algorithms. 
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