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Abstract
Background  RNA sequencing is a vital technique for analyzing RNA behavior in cells, but it often suffers from various 
biases that distort the data. Traditional methods to address these biases are typically empirical and handle them 
individually, limiting their effectiveness. Our study introduces the Gaussian Self-Benchmarking (GSB) framework, a 
novel approach that leverages the natural distribution patterns of guanine (G) and cytosine (C) content in RNA to 
mitigate multiple biases simultaneously. This method is grounded in a theoretical model, organizing k-mers based on 
their GC content and applying a Gaussian model for alignment to ensure empirical sequencing data closely match 
their theoretical distribution.

Results  The GSB framework demonstrated superior performance in mitigating sequencing biases compared to 
existing methods. Testing with synthetic RNA constructs and real human samples showed that the GSB approach not 
only addresses individual biases more effectively but also manages co-existing biases jointly. The framework’s reliance 
on accurately pre-determined parameters like mean and standard deviation of GC content distribution allows for a 
more precise representation of RNA samples. This results in improved accuracy and reliability of RNA sequencing data, 
enhancing our understanding of RNA behavior in health and disease.

Conclusions  The GSB framework presents a significant advancement in RNA sequencing analysis by providing a 
well-validated, multi-bias mitigation strategy. It functions independently from previously identified dataset flaws and 
sets a new standard for unbiased RNA sequencing results. This development enhances the reliability of RNA studies, 
broadening the potential for scientific breakthroughs in medicine and biology, particularly in genetic disease research 
and the development of targeted treatments.
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Background
RNA sequencing (RNA-seq) is a vital technique for 
in-depth exploration of the transcriptome, opening 
windows into gene expression, disease patterns, and cell-
type-specific signatures [1, 2]. It utilizes both short-read 
and long-read base-calling technologies. The advantage 
of long-read technologies lies in their ability to sequence 
complete transcripts via single-molecule sequencing, 
offering a detailed view of entire RNA molecules or 
their cDNA [3]. Nonetheless, these methods face chal-
lenges with low throughput and higher error rates, mak-
ing them less effective for low to medium expression 
levels [4–6]. Short-read technologies, by contrast, use a 
parallel approach to generate numerous short snippets 
[7, 8], effectively capturing a broad spectrum of tran-
scripts, including those at low abundance, and yield-
ing high-quality data amenable to complex analyses [9]. 
Nevertheless, the effectiveness of short-read RNA-seq 
hinges critically on a meticulously organized workflow. 
This process encompasses several critical steps, includ-
ing the fragmentation of RNA, synthesis of cDNA, liga-
tion of adaptors, amplification of the library, sequencing, 
and base calling. This leads to the scattering of sequence 
information from complete transcripts across several 
short reads, introducing biases that can adversely impact 
the accuracy of transcript reconstruction and quantifi-
cation [10–12]. To ensure precise analysis, it’s crucial to 
address and mitigate these biases in RNA-seq datasets 
through systematic and comprehensive bias modeling.

In the realm of short-read RNA-seq datasets, the pres-
ence of complex co-existing biases is a common chal-
lenge. These observed biases encompass GC bias (a 
correlation between read coverage and GC content), 
fragmentation or degradation bias (resulting from RNA 
body positional survivorship), library preparation bias 
(due to hexamer-associated binding preference and 
PCR amplification), mapping bias (stemming from spe-
cific characteristics of RNA molecules), and experimen-
tal bias (caused by factors such as sequencing depth 
or batch effects) [13–19]. The traditional strategy for 
mitigating these biases entails calculating bias-specific 
weighting parameters for each identified influence by 
consulting empirical sequencing data. This involves the 
use of statistical models tailored to single out factors like 
GC content, the location within the transcript, or the 
likelihood of hexamer binding [16, 20–23]. While these 
models can indeed diminish bias-specific variability in 
the distribution of sequencing reads across genomes or 
transcripts, achieving truly unbiased coverage is still an 
unachieved objective. This suggests a fundamental flaw 
in the approach: modeling for a single bias at a time is 
insufficient to address the challenge of concurrent biases, 
highlighting the complexity of dealing with multiple 
biases simultaneously. The intricate dynamics between 

these biases complicates the task of achieving thorough 
or even precise mitigation of biases. Therefore, a deeper 
understanding of the multifaceted mechanisms that lead 
to phenotypic biases in RNA-seq data is essential. More-
over, there’s an inherent flaw in the reliance on empiri-
cal sequencing data to set specific bias-related weighting 
factors in traditional methods. Given that this empirical 
data is already biased, using it as a foundation for adjust-
ment factors could compromise the effectiveness of bias 
mitigation measures. This situation indicates a clear need 
for a novel model that can simultaneously address mul-
tiple biases in a cohesive manner and function indepen-
dently from the biases ingrained in empirical data.

In our research, we have developed a Gaussian self-
benchmarking (GSB) framework using a Gaussian distri-
bution based on GC content that precisely identifies and 
corrects for biases within the k-mer counting framework. 
This methodology leverages the observation that the dis-
tribution of guanine (G) and cytosine (C) across natural 
transcripts inherently follows a Gaussian distribution 
when k-mer counts are categorized and aggregated by 
their GC content. In this context, the GC content is not 
seen as an irregular source of bias, but rather as a foun-
dational element for building a robust, theoretically-
derived count-distribution model. This approach enables 
a self-benchmarking workflow specific to transcripts, 
relying on a dual-distribution model: a theoretical even 
distribution for k-mer modeling alongside an empiri-
cally observed uneven distribution reflecting the vari-
ability of sequencing k-mers along the transcript length. 
Central to our methodology are the steps of categoriz-
ing k-mers, aggregating counts of GC-indexed k-mers, 
and fitting these count aggregates within a Gaussian 
distribution keyed to their GC content. The methodol-
ogy begins with establishing a benchmark for evaluating 
transcript-specific data, which assumes a uniform distri-
bution of k-mers. This step involves analyzing the collec-
tive counts of k-mers grouped by their GC content and 
projecting these aggregates onto a Gaussian distribution. 
The success of our approach hinges on accurately estab-
lishing key parameters-mean and standard deviation-that 
embody the unique distribution characteristics of each 
transcript. Similarly, sequencing data is organized by GC 
content and subjected to a Gaussian fitting process using 
these predetermined parameters from modeling data. 
The Gaussian-distributed counts thus generated act as 
unbiased indicators of sequencing counts for each GC-
content category. The predicting counts obtained for each 
GC category can be averaged over all the corresponding 
k-mers within that category, thereby enabling a system-
atic reduction of bias at targeted positions throughout 
the transcript. Distinguished by its self-benchmarking 
capability, our GC-content-based GSB framework sur-
passes traditional empirical and statistical approaches by 
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offering a theoretical benchmark for adjusting multiple 
biases simultaneously rather than approximating them 
individually. Crucially, the foundational parameters of 
our model are determined independently of any empiri-
cal sequencing data, ensuring that the Gaussian func-
tion reflects true abundance contributions and excludes 
all bias-related distortions. To affirm the reliability of our 
method, we implemented a thorough validation proto-
col that integrates theoretical constructs with empirical 
evaluations. This validation process involves conducting 
experiments with both artificial RNA constructs and gen-
uine human tissue RNA samples, ensuring the robustness 
and applicability of our approach.

Methods
Data analysis
The software pipeline for processing paired-end raw data 
employs several key applications: FastQC (version 0.11.8) 
by Babraham Bioinformatics for quality control checks, 
Cutadapt (version 2.10) and Trimmomatic (version 
0.39) for trimming adapters and low-quality sequences, 
HISAT2 (version 2.2.1) for aligning reads to the human 
reference genome GRCh38.p14 (Ensembl), Samtools 
(version 1.7) for post-alignment processing, and the 
RSeQC package for quality control of RNA-seq data. The 
alignment process entails mapping paired-end reads to 
the aforementioned human reference genome. Addition-
ally, k-mer segments are aligned to transcript references 
as annotated in Ensembl, ensuring a comprehensive 
analysis of the genomic data. The data analysis pipeline is 
implemented using custom scripts, which are provided in 
the supporting information.

Collection of tissue samples
Human colorectal samples were ethically acquired from 
the Sun Yat-sen University Cancer Center and Shenzhen 
University General Hospital. Before the collection of 
samples, each donor provided informed consent, autho-
rizing the retrieval of biopsies and enabling the conduct 
of extensive molecular profiling of their transcriptomes.

Cell culture
HEK293T cells were cultured in DMEM high glucose 
(HyClone, catalog no. SH30022.01) supplemented with 
10% FBS (Thermo Fisher, catalog no. 10100147). The cells 
were maintained under optimal conditions in an incuba-
tor set at 37 °C, 5% CO2, and saturated humidity.

Library preparation
The preparation of RNA-seq libraries for spike-ins, 
HEK293T cells, and colorectal samples follows a stan-
dardized protocol, specifically the VAHTS Universal V8 
RNA-seq Library Prep Kit. This protocol involves key 
steps, such as RNA fragmentation, cDNA synthesis via 

hexamer priming, end repair, and adding an adenine to 
the 3’ ends of the DNA fragments (dA-tailing), adaptor 
ligation, PCR amplification of the library, and subsequent 
sequencing. Notably, for spike-in samples, the protocol 
incorporates a modification: a tagmentation step is used 
as an alternative to the end repair, dA-tailing, and adap-
tor ligation steps, streamlining the preparation process.

RNA isolation
Total RNA was isolated from cells employing the RNAiso 
Plus kit (TaKaRa Biotechnology, catalog no. 9109), adher-
ing strictly to the provided manufacturer’s protocol. 
Following extraction, the RNA was dissolved in RNase-
free water, a practice maintained across all RNA-centric 
procedures. The quality of RNA was evaluated using the 
2100 Bioanalyzer RNA picochip. Afterwards, the RNA 
was divided into aliquots of 5 µg each and stored at -80 °C 
for long-term use in subsequent experiments.

rRNA depletion
To precisely profile non-rRNA molecules in RNA 
samples, we utilized the Ribo-off rRNA Depletion Kit 
(Human/Mouse/Rat) (kit no. N406-01, Vazyme), a com-
mercially available solution known for its efficacy in 
removing ribosomal RNA (rRNA) from the total RNA 
population. The procedure for rRNA reduction is metic-
ulously designed, comprising several critical phases. Ini-
tially, the total RNA sample is combined with specially 
designed rRNA removal probes, aimed at selectively tar-
geting and binding to rRNA molecules. This mixture is 
then incubated, a step that allows for the efficient hybrid-
ization of the rRNA removal probes to the rRNA entities. 
After incubation, a removal solution is added to the mix, 
initiating the breakdown of the rRNA-probe complexes. 
The RNA that remains, now enriched in non-rRNA 
molecules, undergoes a purification process to isolate 
the desired RNA pool suitable for further experiments. 
Employing the Ribo-off rRNA Depletion Kit is instru-
mental in diminishing the prevalence of rRNA, thereby 
facilitating a more exhaustive interrogation of the non-
rRNA component. This enhancement in our method 
markedly increases the sensitivity of ensuing RNA-seq 
methodologies. The inclusion of an rRNA depletion 
stage is pivotal in achieving high-caliber data, markedly 
bolstering the precision and reliability of our molecular 
investigations.

Spike-in RNA and RNA circularization
To generate the circular RNA spike-ins, a synthe-
sised single-stranded RNA oligonucleotide featur-
ing a 5’ phosphate and a 3’ hydroxyl end was used. 
The oligo sequence for the spike-ins was as fol-
lows: Spike-in: 5’-phosphate-AA AAAAAAGG-
T A A C T G C G N T T A N C A C N A G C N C C A 
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NGAGNAACNACANGAATTCTTTATAAAAAAA-
OH-3’. For the preparation of the spike-in RNA, 5 µL 
of the oligonucleotide at a concentration of 10 µM was 
incorporated into a reaction mixture. This mixture con-
sisted of 1 mM ATP, Rnase inhibitor at a concentration of 
2 units/µL, 1 µL of T4 RNA ligase 1 (ssRNA Ligase) from 
New England Biolabs (Catalog No. M0204S), and 50% 
PEG8000 diluted to 15%. The ligase reaction was carried 
out by incubating the mixture at 25 °C for a duration of 
1–2 h. The reaction was then halted by heating at 95 °C 
for 2 min.

Reverse transcription
RNA samples devoid of ribosomal RNA (rRNA) under-
went reverse transcription using random hexamers and 
SuperScript™ IV reverse transcriptase (Invitrogen, no. 
18090200), according to the instructions provided by the 
manufacturer. The reverse transcription was carried out 
in a 20 µL reaction mixture that included 100 ng of the 
RNA template, 2.5 µM of random hexamers, a dNTP Mix 
(at 10 mM of each dNTP), and 200 units (1 µL) of Super-
Script™ IV reverse transcriptase. Initially, the mixture was 
incubated at 25 °C for 10 min, allowing primer annealing. 
This step was followed by reverse transcription at 42  °C 
for 50  min. To conclude the reaction, the mixture was 
heated to 70 °C for 15 min, which inactivated the reverse 
transcriptase enzyme.

Tagmentation
To perform tagmentation, a mixture was prepared by 
combining 50 ng of DNA with a 30 µL reaction mixture, 
which included 1× Insertion Buffer and 2 µL of Tn5-50 
adaptor index (10 µM). This mixture was then incubated 
at 55  °C for 5  min. Following this initial incubation, an 
additional 30 µL of 2× Tn5 Digestion Mix (from the 
TransNGS® Tn5 DNA Library Prep Kit for Illumina®, cat-
alog no. KP101) was added to the mixture. The combined 
mixture was further incubated at 55 °C for an additional 
5  min. Through this process, a tagmented DNA library 
was successfully created. The resulting tagmented library 
structure is as follows:

5’-​A​A​T​G​A​T​A​C​G​G​C​G​A​C​C​A​C​C​G​A​G​A​T​C​T​A​C​A​C-i5-​
T​C​G​T​C​G​G​C​A​G​C​G​T​C​A​G​A​T​G​T​G​T​A​T​A​A​G​A​G​A​C​A​
G-NNNNNN-​C​T​G​T​C​T​C​T​T​A​T​A​C​A​C​A​T​C​T​C​C​G​A​G​C​
C​C​A​C​G​A​G​A​C-i7-​A​T​C​T​C​G​T​A​T​G​C​C​G​T​C​T​T​C​T​G​C​T​T​
G-3’.

PCR amplication
The library underwent PCR amplification employing 
the 2× HIFI KAPA master mix according to the follow-
ing formulation: 25 µL of 2× HIFI KAPA master mix 
was combined with 10 µL of cDNA, 13 µL of H2O, and 
1 µL of a primer-either the universal forward or reverse 
primer, both at a 10 µM concentration. The sequences of 

the primers, which incorporate phosphorothioate bonds 
for enhanced stability, are as follows:

Universal forward primer: 5’-​A​A​T​G​A​T​A​C​G​G​C​G​A​C​C​
A​C​C​G​A​G​A​T​C​T​A​C​A​C​C​T​C​T​C​T​A​T​A​C​A​C​T​C​T​T-3’.

Universal reverse primer: 5’-​C​A​A​G​C​A​G​A​A​G​A​C​G​G​C​
A​T​A​C​G​A​G​A​T​G​T​G​A​C​T​G​G​A​G​T​T-3’.

The PCR amplification process was executed in a ther-
mal cycler set to the following program: an initial dena-
turation step at 95  °C for 5  min; this was followed by 
10–15 cycles of 95  °C for 15  s (denaturation) and 60  °C 
for 30 s (annealing/extension).

After PCR amplification, the library was purified using 
1.8× concentration of Ampure XP DNA Beads and resus-
pended in 20 µL of H2O. The concentration and quality 
of the purified library were assessed by measuring one 
microliter of the sample with a Qubit 4 Fluorometer, uti-
lizing the dsDNA HS (High Sensitivity) Assay Kit from 
Invitrogen.

Sequencing
The PCR libraries, once purified, underwent sequenc-
ing utilizing either the Illumina NovaSeq 6000 platform 
(PE150) or the MGISEQ-2000 platform (PE150), depend-
ing on the specific yield requirements set for the data 
output.

Statistics
To evaluate the effectiveness of the linear and Gaussian 
function fits, we employed Pearson correlation coeffi-
cients and adjusted R-squared values. These metrics are 
pivotal in discerning the strength and significance of the 
relationships depicted by the fits. For a comprehensive 
assessment, we further incorporated parametric statisti-
cal methods, particularly the T-test, to deepen our analy-
sis of the data.

Theoretical derivation
A Gaussian-based model has been developed where GC 
content plays a key role. By quasi-randomly permuting G 
and C bases within k-mers, we generate distinct Gauss-
ian distribution patterns for each transcript. Starting 
with a binomial distribution for GC content, we derive 
a Gaussian approximation, effective for larger n values. 
This method provides a more flexible analysis of GC pat-
terns. Detailed derivations and methods are relocated to 
the Supporting Information.

Gaussian self-benchmarking (GSB) framework
The GSB framework processes 50-mers within transcript 
regions, compiling key metrics such as sequence, model-
ing count, sequencing counts, normalized counts (e.g., 
RPKM/TPM), and GC content. These 50-mers are cat-
egorized by GC content, and fitted to Gaussian distribu-
tions to model transcript-specific data. A fixed-parameter 
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Gaussian function is applied to sequencing data, reveal-
ing biases based on GC content. The GSB method cor-
rects these biases without relying on prior data. Detailed 
methodology has been relocated to Supporting Informa-
tion for further reference.

Results
Theoretical consideration and validation of GC content-
based Gaussian distribution
To investigate the pattern of Gaussian distribution rela-
tive to GC content, we designed an experiment using 
synthesized, fixed-length spike-in RNA sequences as our 
analysis subject for RNA-seq.  The basis of this experi-
ment lies in the principle that each position within the 
RNA structure can harbor one of the four nucleotides, 
resulting in a plethora of potential RNA sequences-pre-
cisely 4^k distinct types for an RNA chain with k nucleo-
tides (as demonstrated in Fig.  1a). These spike-ins were 
specifically varied by their GC contents, which differ 
based on the RNA fragment length, providing k + 1 dis-
tinct categories of GC content for analysis. Central to 
our focus on elucidating the relationship between RNA 
GC content and its Gaussian distribution within RNA-
seq was the use of circular RNA as our experimental 
model (as shown in supporting information Fig. S1). 
This multifaceted approach includes generating circu-
lar RNA templates, reverse transcribing using hexamer 
primers for continuous cDNA synthesis, incorporating 
adapter-flanked tags through tagmentation, proceeding 
with PCR amplification, and ultimately sequencing. The 
structural characteristics of circular RNA highlight the 
considerable influence of GC content on RNA-seq, offer-
ing a rich context for our examination. A key aspect of 
our template design was the inclusion of a 50-nucleotide 
RNA core flanked by pairs of 8-mer poly-A tails. This 
design choice aims at minimizing ligation bias, facilitat-
ing the equal formation of circular RNA complexes. Our 
analysis endeavors to accurately count reads for each 
RNA sequence, leveraging the identification of repetitive 
sequences to ensure precise quantification for each equi-
molar RNA sequence presented. Through this approach, 
our study not only delves into read count examina-
tion but also illuminates the complex biases inherent in 
RNA-seq data. This comprehensive analysis advances 
our understanding of how GC-based Gaussian distribu-
tion influences RNA-seq outcomes, thereby enriching 
our insights into the nuances of RNA sequencing data 
interpretation.

In data processing, entire spike-in sequences are uti-
lized to determine the read count for each RNA sequence 
(as illustrated in Fig.  1b). Sequencing reads for each 
unique RNA sequence (represented by 8Ns in a 50-mer) 
are methodically profiled in the order of A, T, C, and G 
at N position. Notably, there’s a serious variance in the 

sequencing count, especially when contrasted with the 
uniform distribution observed in model data. In our 
experimental setup, we utilize a pool of spike-in RNAs, 
each present in equimolar concentrations, as a sequenc-
ing substrate. This configuration aligns with the assump-
tions of our theoretical models, which predict a uniform 
distribution across all spike-in types. To validate the 
significance of these variations, we performed a Mann-
Whitney U Test comparing the sequencing counts of 
each spike-in against the modeled counts. The results 
show that the p-value obtained is 0, which is well below 
the standard significance threshold of 0.05. This disparity 
in coverage among the spike-in RNAs suggests the pres-
ence of biases inherent to RNA-seq. To confirm the com-
plex yet repeatable effects of bias in RNA-seq, two rounds 
of spike-in-based RNA sequencing were executed, dem-
onstrating consistent replication with strong correlations 
between the replicates (as shown in Fig.  1c). This con-
sistency lays a solid foundation for comparative analysis 
of crucial datasets later on. Moreover, by organizing the 
sequencing counts of spike-in RNAs according to their 
GC content, we observe a distinct stratification across 
nine GC-content categories (as illustrated in Fig.  1d). 
This stratification results in a bell-shaped distribution 
of sequencing counts when sorted by GC content. The 
aggregation of counts within each GC category trans-
forms the initially uneven distribution of sequencing 
counts across spike-in RNAs into a more regular curve. 
This observation underscores the important influence 
of the GC permutation mechanism. Consequently, this 
approach demonstrates that complex, biased sequenc-
ing data can be effectively organized through GC content 
categorization, providing a clearer and more structured 
representation of the data. It’s crucial to recognize that 
RNAs with extremely high or low GC content are under-
represented not due to random variation, but because of 
their intrinsic properties.

The joint mitigation of co-existing biases through GSB 
framework
The GSB framework introduces an innovative method-
ology for comprehensive bias mitigation. Central to the 
GSB framework is the implementation of pre-determined 
core parameters that are meticulously chosen indepen-
dent of empirical sequencing data. This independence is 
crucial as it allows for an unbiased benchmarking pro-
cess, free from the variability and potential biases inher-
ent in empirical data. The procedure starts by developing 
a theoretical model for spike-in RNA data, based on the 
assumption that there is consistent coverage across all 
distinct spike-in RNA templates. Following categoriza-
tion and aggregation, this idealized data undergoes a 
mathematical fitting process employing the Gaussian 
distribution function (as illustrated in Fig. 2a). The fitting 
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Fig. 1  Analysis of sequencing counts distribution based on GC content within random permutations. a) The GSB principle emerges from examining the 
patterns of guanine (G) and cytosine (C) bases that are shuffled randomly within a k-mer sequence. Utilizing the binomial distribution, this approach un-
derscores how occurrences of k-mers with the same GC content can be systematically explored. It introduces a technique for sorting k-mers according to 
their GC content. By accumulating the counts of k-mers within each defined GC content category, a Gaussian distribution curve of these counts becomes 
apparent. b) The analysis highlights the variability in sequencing read distribution by examining 65,536 unique spike-in RNA sequences, each character-
ized by a unique nucleotide composition that follows a 4^8 variation pattern. This approach illustratively maps out the distribution differences across a 
broad spectrum of sequences. c) A linear regression analysis was conducted on biological replicate data. This analysis involved plotting the sequencing 
read counts for each of the 65,536 unique spike-in RNA templates, measured in duplicates. Both Pearson’s correlation coefficient and Spearman’s rank 
correlation were calculated, respectively, between the datasets. d) Compiles the sequencing counts for spike-in RNA sequences grouped by identical 
GC-content value, showcasing how distribution biases emerge across different GC content categories
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Fig. 2  The GC content-based Gaussian distribution method for self-benchmarking. a) Modeling counts categorized by their GC content are analyzed 
using a Gaussian distribution to derive essential parameters that effectively represent a desired uniform distribution for spike-ins, laying down an initial 
calibration benchmark. b) Sequencing data, sorted by GC content, is then adjusted to align with the Gaussian model guided by these parameters, with 
discrepancies between the predicting count and original counts at different GC content levels highlighted by arrows. c) A finer level of adjustment is 
carried out for each individual spike-in, where actual sequencing counts are compared against the calibrated benchmark. Necessary adjustments are 
marked by arrows, striving for higher precision in count metrics at this detailed analysis stage. d) The effectiveness of these calibrations is showcased 
through a box plot comparison of sequencing counts before and after calibration for all spike-ins
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process is executed flawlessly, with the predefined mean 
and standard deviation parameters adeptly capturing the 
characteristics of the artificial spike-in RNA components. 
Following the establishment of these theoretical param-
eters, the predefined Gaussian distribution, characterized 
by the set mean and standard deviation, is employed to fit 
the sequencing data categorized and aggregated accord-
ing to GC content (as illustrated in Fig. 2b). Any discrep-
ancies between the predicted count aggregates from the 
sequencing data and the actual counts for each category 
are addressed through a comprehensive calibration pro-
cess. This procedure systematically adjusts for poten-
tial biases, ensuring the accuracy and reliability of our 
sequencing results. The use of fixed parameters in this 
step ensures the creation of an unbiased representation 
of count aggregates for each GC category.

The technique described employs counts that follow a 
Gaussian distribution, enabling the generation of unbi-
ased estimators for sequencing across various GC-con-
tent categories. This is accomplished by averaging the 
predicted counts for all related k-mers within a category, 
effectively reducing the complex biases usually associated 
with individual spike-ins (as illustrated in Fig.  2c). This 
approach highlights the robust ability of the technique 
to correct biases, ensuring more accurate and reliable 
sequencing results. The process is further elaborated on 
in the supporting information (as detailed in supporting 
information Fig. S2), ensuring a thorough understand-
ing of the methodology. By accurately calibrating the 
counts for each RNA spike-in, this approach allows for 
a direct comparison between the observed sequencing 
counts and the theoretical expectations for each RNA 
spike-in template, ensuring precise analytical outcomes. 
The comparison of original versus calibrated sequencing 
counts across all spike-ins (as depicted in Fig. 2d) high-
lights the substantial biases introduced during sequenc-
ing and demonstrates the effective mitigation of these 
complex biases. Importantly, within the GSB framework, 
GC content is integral to the generation of a robust, 
theoretically-derived count distribution, rather than just 
serving as a smoothing parameter in bias-specific model-
ing. This novel approach, which employs predetermined 
parameters to systematically address bias, sets a new 
benchmark in RNA sequencing analysis. It represents a 
great leap forward in achieving truly unbiased quantifica-
tion and enhances the accuracy of RNA sequencing data 
interpretation.

Validation of the GSB framework for bias mitigation in 
natural transcript sequencing data
To bolster the credibility of the GSB framework, it is 
imperative to rigorously assess its precision and reliabil-
ity. This involves utilizing real sequencing data sourced 
from an authentic transcriptome. Our approach entails 

segmenting a naturally occurring human transcriptome 
sequence from its 5’ end into subsets of defined lengths, 
known as k-mers, and subsequently evaluating the GC 
content for each k-mer (as depicted in Fig.  3a). In this 
context, each k-mer derived from the natural transcript 
sequence serves as an individual spike-in RNA template 
unit in the GSB validation process. The rich and varied 
GC content found in these natural transcript sequences 
should significantly aid in the development of the GSB 
framework, offering a striking contrast to the relatively 
homogeneous GC content seen in sequences fashioned 
through synthetic N8-based methods. This natural varia-
tion in GC content is crucial for refining the GSB frame-
work’s efficacy and precision, providing a deeper insight 
into the GC-based GSB model for bias mitigation. As a 
case in point, we delve into a detailed study focusing on 
the gene USF2, which is characterized by a moderate 
transcript length and relative abundance. We construct a 
stack plot that concurrently maps the profile of 50-mer 
sequencing count against its GC content, leveraging 
sequencing data derived from HEK293T cells (as illus-
trated in Fig. 3b). This analysis highlights the substantial 
variation in GC content and sequencing counts across 
50-mers distributed along natural transcripts.

Efforts were made to classify each 50-mer, together 
with its associated sequencing count and a modeled 
count, based on its specific GC content along the USF2 
transcript. The process of modeling the count aggregates 
for each GC-content category employs a Gaussian dis-
tribution (as highlighted in Fig.  3c), drawing upon data 
that depict even coverage. Utilizing 50-mer segments, 
thirty-nine distinct GC content types were extracted 
from the USF2 transcript. To accurately describe the dis-
tribution of counts across these GC-content categories 
in a transcript-specific manner, the key parameters of 
the Gaussian distribution-mean and standard deviation-
were ascertained. Consequently, the Gaussian function, 
defined by these parameters, was used to fit the aggre-
gate sequencing counts for each GC-content category (as 
demonstrated in Fig.  3d). A notable deviation between 
the empirical sequencing counts and those predicted by 
the Gaussian fit was observed across each GC-content 
category. This discrepancy underscores the intricate 
biases influencing the distribution of sequencing counts, 
prompting the initiation of a bias mitigation process. To 
enhance clarity, a comprehensive, step-by-step expla-
nation of the computational procedure is provided (see 
Supporting Information, Fig. S3). The modeling process 
begins by preparing the initial data for each 50-mer along 
the transcript. This involves constructing a table that 
includes the 50-mer sequence, an initial modeling count 
set to 1, sequencing counts from cleaned data, normal-
ized counts using RPKM or TPM, and GC content. Using 
a simplified dataset of 10 example 50-mers, we group 
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these sequences by identical GC content and construct 
a Gaussian distribution for each group based on their 
GC content. Key parameters such as mean and standard 
deviation are derived from the GC content distribu-
tion within the modeling data, independent of empirical 
sequencing data. Sequencing counts are then grouped by 
GC content and plotted to visualize their relationship. A 
Gaussian distribution with fixed parameters is fitted to 

this plot to address complex biases, resulting in simu-
lated counts that serve as unbiased abundance estimates. 
Finally, discrepancies in GC-assigned counts are aver-
aged across all 50-mers to correct for sequencing biases, 
ensuring accurate contribution to overall abundance cal-
culations. In an approach focusing on individual 50-mer 
segments, the process entails averaging the fitted aggre-
gate counts for each GC-content category specifically 

Fig. 3 (See legend on next page.)
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for each k-mer segment along the transcript (as depicted 
in Fig.  3e). This step has a centralizing effect on the 
sequencing counts, markedly reducing variability (as evi-
denced in Fig.  3f ). Although the calibrated sequencing 
counts for individual segments don’t match the uniform 
distribution predicted by theoretical models exactly, their 
correlation with a Gaussian distribution at the GC-con-
tent category level is markedly improved. Normal Q-Q 
plots (as depicted in supporting information Fig. S4) 
demonstrate that the original and calibrated sequenc-
ing count datasets possess identical means. Nonetheless, 
the notable reduction in standard deviation within the 
dataset processed through the GSB framework under-
scores its effectiveness in diminishing variability across 
sequencing counts. This enhancement points to the GSB 
framework’s utility in achieving more consistent and reli-
able sequencing data.

In the enhancement of the GSB framework comparison, 
we’ve introduced a polynomial regression-based smooth-
ing technique that directly correlates GC content with 
sequencing counts for USF2 transcript. The outcomes (as 
illustrated in supporting information Fig. S5) showcase 
predicted counts across various GC-content categories. 
Notably, these predictions diverge from counts calibrated 
using the traditional GSB method. Subsequently, we 
derived the average count for each 50-mer based on these 
predicted counts (as displayed in Fig.  3g). This analysis 
reveals numerous outliers with markedly altered counts 
for various 50-mers. By examining the distribution of 
these individual counts (refer to Fig.  3h), it is evident 
that while the smoothing technique tends to recenter the 
predicted individual counts to a certain degree, the pres-
ence of outliers substantially skews the overall count dis-
tribution, occasionally extending it beyond the scale of 
the initial sequencing counts (as depicted in supporting 
information Fig. S6). Such distortion may introduce new 
biases or exacerbate existing ones.

Refining bias mitigation with optimized k-mer length in 
the GSB framework
The GSB framework utilizes GC content-the proportion 
of guanine (G) and cytosine (C) bases within k-mers-as a 
critical component in its bias mitigation model. The effi-
cacy of calibration within the GSB model is mainly influ-
enced by the length of these k-mers, which subsequently 
dictates the GC content. To better understand this rela-
tionship, an in-depth analysis was conducted to exam-
ine how varying k-mer lengths, particularly the use of 
extended k-mers, impact the outcomes of GSB modeling. 
In the specific case of the EMP1-211 isoform, the analysis 
of increased k-mer lengths revealed substantial changes 
in the GC-categorized count distribution (as depicted 
in supporting information Fig. S7). Notably, an increase 
in k-mer length led to a contraction in the range of GC 
content, alongside a reduction in the number of read 
counts, ultimately resulting in greater diversity among 
GC content categories. The employment of longer k-mers 
appears to enhance the model’s sensitivity in detect-
ing subtle differences in GC content across different 
transcript segments. Initially, the model demonstrated 
strong performance, closely aligning with a GC-depen-
dent Gaussian distribution. However, the incorporation 
of longer k-mers into the analysis introduced a marked 
shift in the distribution pattern. This shift underscores a 
critical trade-off: while longer k-mers enhance the reso-
lution of GC content variation detection, they also con-
siderably impact the accuracy of the model’s Gaussian 
goodness-of-fit. This trade-off highlights the necessity of 
carefully evaluating the effects of k-mer length on both 
the enhancement of resolution and the overall fitting per-
formance of the model.

The GSB framework was initially applied by select-
ing a 50-mer sequence length for modeling, using data 
derived from the EMP1-211 sequences to establish criti-
cal parameters (as illustrated in Fig.  4a). These param-
eters were then used to define a Gaussian distribution 
function, which was subsequently applied to the 50-mer 
sequencing data. This approach revealed significant 

(See figure on previous page.)
Fig. 3  Overview of a GC content-based self-benchmarking approach for adjusting natural transcript bias in sequencing data analysis. a) Illustration of 
the development of a pseudo-Gaussian distribution specifically designed for the counts of 50-mer sequences categorized by GC content, incorporating 
the innate sequence complexity in natural transcript. b) Display of both sequencing count and GC-content metrics for 50-mers derived from the 5’-start 
position of the USF2 human transcript (ENST00000229239), demonstrating an even distribution of sequence coverage in accordance with the theoretical 
model. c) Compilation of the counts for GC-indexed 50-mers, aligned with the model predicting uniform 50-mer coverage, and subsequent application of 
a Gaussian distribution fit across 39 distinct GC-content levels. Parameters such as mean, standard deviation, and coefficient of determination (R square) 
are presented, reflecting the accuracy of the fitting process. d) Adaptation of the actual sequencing data’s GC-content categorized 50-mer counts to a 
predefined Gaussian distribution function with established parameters from part (c), with necessary calibration adjustments per GC-content category 
marked by directional arrows. e) Visualization of sequencing counts for each 50-mer along the USF2 transcript following the GC content-based calibra-
tion adjustment highlighted in part (d). f) Comparative box-plot analysis demonstrating the original versus calibrated sequencing counts for individual 
50-mers throughout the transcript, emphasizing the effectiveness of the GC content-based self-benchmarking calibration technique. g) Introduction to 
an alternative calibration method using a cubic polynomial smoothing function aimed at refining adjustments at the single 50-mer level. h) Comparative 
assessment through box-plot analysis of the calibrated sequencing counts for individual 50-mers across the entire transcript, juxtaposing the efficiency 
of the GC-based Gaussian self-benchmarking technique against the polynomial smoothing method, showcasing their respective impacts on data nor-
malization and bias reduction
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discrepancies between the observed sequencing counts 
and those expected across all GC-content categories, 
thereby highlighting biases inherent in the sequencing 
data. To address these biases for individual 50-mers along 

the EMP1-211 transcript, an averaging-driven calibration 
process was employed. This corrective measure success-
fully centralized the sequencing counts (as depicted in 
Fig.  4b), thereby enhancing the reliability and accuracy 

Fig. 4  The influence of k-mer length on GC-content-based sequencing data interpretation in GSB framework. a) For the 50-mer analysis, assuming even 
modeling coverage across the EMP1-211 transcript, data organized by GC content is modeled using a Gaussian distribution. This method allows for the 
accurate determination of key parameters such as mean and standard deviation. A Gaussian function with predefined parameters is utilized to fit the 
sequencing data categorized by GC content. b) A comprehensive stacked plot shows the relationship between GC content and sequencing counts 
(both original and calibrated) for 50-mers in the EMP1-211 isoform, providing a clear visualization of data adjustments. A box plot showcases the original 
versus calibrated sequencing counts of individual 50-mers across the entire transcript. c) The 100-mer dataset follows a similar pattern, with a Gaussian 
distribution used to the modeling counts across different GC content levels. The model’s parameters outline its effectiveness, and adjustments based on 
100-mer sequencing data are flagged for each GC category. d) Detailed plotting for each 100-mer of the EMP1-211 isoform shows GC content against 
sequencing counts before and after calibration. A box plot showcases the original versus calibrated sequencing counts of individual 100-mers across the 
entire transcript. e) A visualization presents the variability in the lengths of reads mapped to the EMP1-211 isoform. f) Sequencing reads are categorized 
by their GC content. Gaussian fits to 0.1% and 1% GC content bins are annotated. g) The analysis of fragment lengths from paired-end reads offers insight 
into the range of sizes observed. h) The cumulative sequencing reads across different GC content levels, with a focus on the proportions of G and C 
within the mapped paired-end fragment lengths, are summarized. A Gaussian curve fits the GC content distribution across 0.1% and 1% binning intervals
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of the data. The study further extended this approach to 
the analysis of 100-mer sequencing data from the EMP1-
211 transcript (as shown in Fig.  4c). After establishing 
key parameters and applying the Gaussian distribution 
function to the 100-mer sequencing data, the analysis 
revealed a substantial deviation from the expected Gauss-
ian distribution when sequencing counts were cat-
egorized by GC content. This deviation confirmed the 
presence of complex biases within the sequencing data. 
However, the introduction of the GSB framework, with 
its systematic calibration function, effectively mitigated 
these biases. By calibrating the sequencing count aggre-
gates for each GC content category and recalibrating the 
count averages for each 100-mer individually along the 
transcript (as illustrated in Fig.  4d), the procedure suc-
cessfully centralized the counts, producing results con-
sistent with those observed in the 50-mer data. Both the 
50-mer and 100-mer analyses demonstrated the GSB 
framework’s robust ability to effectively calibrate original 
sequencing counts. This calibration was crucial not only 
for correcting biases across GC content categories but 
also at the individual k-mer level. A notable aspect of this 
analysis was the variance observed in the determination 
of key parameters between the two datasets. Specifically, 
the analysis of the 100-mer data resulted in a higher vari-
ance (R² = 0.72) compared to the 50-mer data (R² = 0.97), 
underscoring differences in the precision and accuracy of 
bias correction between the two datasets.

Our analysis of GC-content distribution has progressed 
beyond the conventional use of fixed k-mer lengths, 
delving into the effects of variable k-mer lengths on the 
conformity of GC-content calculations to a Gaussian 
distribution within the GSB framework. The accuracy of 
transcript mapping analysis is inherently dependent on 
sequencing coverage profiles, which chart the depth of 
reads at specific positions on reference transcripts. These 
profiles result from aligning ‘clean’ reads-those that have 
undergone rigorous preprocessing to remove artifacts, 
adapters, and low-quality bases-with the reference tran-
scripts. Consequently, the length of these processed 
reads can differ from their original 150nt size. For the 
purpose of GC-content analysis, we used the length of 
each processed read mapped to the reference transcript 
EMP1-211 as the k-mer unit for calculating GC content 
(as referenced in Fig. 4e). Although the majority of read 
lengths were standardized at 150 nucleotides (nt), a sub-
set of reads were slightly shorter. A big challenge emerged 
when using these processed reads as the foundation for 
GC-content calculations. Specifically, the distribution of 
read counts across varying levels of GC content did not 
conform to a Gaussian distribution (as shown in Fig. 4f, 
left panel). This non-conformity arose from the extensive 
range of GC contents, with up to 621 distinct types span-
ning from 25 to 65%, leading to unpredictable variations 

in distribution. Due to these variations, there were no 
predetermined key parameters available for the GSB 
framework, necessitating the adoption of a more flexible 
and adaptable approach. To address this issue, we imple-
mented a GC-content binning strategy, categorizing the 
data into discrete intervals on a 0.1% scale (illustrated in 
Fig.  4f, middle panel). This method effectively reduced 
the diversity of GC contents, resulting in a more struc-
tured distribution. Additionally, by adjusting the binning 
scale to 1%, we observed that the GC-content distribu-
tion aligned more closely with a Gaussian distribution 
model, specifically tailored to EMP1-211 (as depicted 
in Fig.  4f, right panel). In summary, by fine-tuning the 
approach to GC-content binning with an appropriate 
scale, the distribution of GC content-when influenced by 
variable k-mer lengths-can be realigned with a Gaussian 
model, thereby improving the robustness of the analysis 
within the GSB framework.

We further explored the impact of varying k-mer 
lengths on GC-content distribution, with a specific 
emphasis on fragments obtained through paired-end 
sequencing. Paired-end sequencing, which involves 
sequencing both ends of a DNA fragment, was applied 
to EMP1-211 transcript fragments. These fragments dis-
played a significant variation in length (as illustrated in 
Fig. 4g), which, in turn, led to notable differences in their 
GC-content (as depicted in Fig.  4h, left panel). Unlike 
the narrow length distribution observed in clean-read 
data, the paired-end fragments exhibited a considerably 
broader range of lengths, contributing to a higher level 
of GC-content variability. For this analysis, the length of 
each paired-end fragment was used as the unit for calcu-
lating GC-content. This approach revealed that the dis-
tribution of modeling counts across different GC-content 
values deviated markedly from the expected Gaussian 
distribution. This deviation was particularly pronounced 
in the raw, un-binned data, which exhibited a substan-
tial increase in GC-content diversity. Specifically, the 
diversity index increased threefold, from 0.07 in clean-
read data to 0.20 in paired-end reads, underscoring the 
enhanced diversity in GC-content types relative to the 
total fragment count (as shown in Fig.  4h, left panel). 
To address the challenges posed by this increased vari-
ability in GC-content distribution, we introduced a bin-
ning strategy. This method organized the data into more 
interpretable segments, using both 0.1% and 1% scales, 
with the objective of guiding the distribution closer to a 
Gaussian pattern. While this binning approach proved 
effective for sequences derived from shorter fragments 
(less than 150 nt), resulting in a Gaussian-like distribu-
tion, its effectiveness diminished for bins corresponding 
to longer fragments. Consequently, predetermining key 
parameters for this analysis became impractical. Our 
findings underscore the considerable influence of k-mer 
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length selection on the distribution of GC-content. This 
insight highlights the complexities involved in predict-
ing GC-content distribution, particularly within the 
framework of GSB modeling. The results suggest that 

implementing a binning strategy for GC-content analysis 
can be beneficial. However, the success of this approach 
is inherently dependent on the careful selection of appro-
priate k-mer lengths.

Fig. 5 (See legend on next page.)
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Improving the quantification of transcript with the GSB 
framework
In a detailed examination of the GSB framework, the 
research delved further into an analysis of transcript 
data, utilizing samples from diverse human sources. 
This stage encompassed a meticulous comparison of 
sequencing counts with GC content, specifically target-
ing 50-mer sequences derived from the 5’-start position 
of the human ACTB transcript (ENST00000646664). The 
study was conducted across two distinct human samples, 
aiming to unveil nuanced insights through this focused 
approach. Both samples exhibited a comparable cover-
age pattern in the distribution of 50-mer counts (as illus-
trated in Fig.  5a). Although the actual coverage across 
the transcript varies, the uniform distribution of each 
50-mer count was established a priori to define critical 
parameters for the dual-model GSB analysis. To quantify 
these parameters, a Gaussian distribution function was 
employed, allowing for flexible fitting. The key parame-
ters within this model were predetermined (as shown in 
Fig. 5b), setting the stage for the subsequent step of align-
ing the GC-based sequencing counts with the Gaussian 
distribution. At this juncture, a significant discrepancy 
emerged between the actual sequencing counts and 
those predicted by the model in two replicates (as shown 
in Fig.  5c and supporting information Fig. S8). Further-
more, the sequencing data were subjected to fitting with 
a Gaussian distribution function in a free manner, diverg-
ing from the fixed-parameter approach initially utilized. 
This free-fitting approach generated transcript-specific 
key parameters based directly on the sequencing data. 
A quantitative comparison between the fixed and flex-
ible fitting approaches highlighted a notable variation in 
parameters, emphasizing the intricate biases embedded 
within sequencing data.

To further enhance the GSB framework, we have inte-
grated a Gaussian Cumulative Distribution Function 
(Gaussian-CDF) that draws on Gaussian distribution 
principles. This integration is meticulously carried out 
within the GSB framework, where essential parameters 
are determined through an intensive convergent process. 
This involves the free-fitting of the Gaussian CDF, with 

a focused assessment on the cumulative k-mer modeling 
count aggregates, specifically targeting even 50-mer dis-
tributions in the ACTB transcript (as detailed in Fig. 5d). 
Leveraging this enriched foundation, the GSB framework 
is adept at employing these parameters to fit cumulative 
sequencing k-mer count aggregates across a range of GC 
content categories using the Gaussian CDF. This detailed 
fitting process generates an amplitude profile, marking 
a crucial indicator of bias-free abundance and providing 
a nuanced representation of the collective contributions 
from individual k-mers within the transcript (as illus-
trated in Fig. 5e and supporting information Fig. S9). A 
key feature of this approach is the derivation of critical 
parameters independently from any empirical sequencing 
data, enabling a strategic separation. This differentiation 
ensures the genuine abundance contributions are cap-
tured by the fixed-parameter Gaussian CDF, eliminating 
embedded data biases. In addition, this study contrasts a 
free-style fitting of cumulative k-mer sequencing count 
aggregates with a fixed fitting approach. This comparative 
analysis between the amplitude results from both fitting 
strategies, alongside the summation of individual k-mer 
counts, highlights meaningful differences. Such distinc-
tions underscore the robustness of our self-benchmark-
ing strategy, affirming its capability to deliver an unbiased 
quantification of k-mer abundance by systematically cir-
cumventing potential biases, thereby ensuring a more 
coherent and refined analysis.

Comparative analysis of GSB and other bias correction 
methods
To evaluate the effectiveness of the GSB model, it is 
important to compare it against other established bias 
correction methodologies employed by popular tran-
script quantification tools. Tools like Salmon, Cufflinks, 
and Kallisto each integrate specific strategies to address 
different types of biases-such as GC bias in Salmon [14], 
fragment bias in Cufflinks [15], and hexamer priming in 
Kallisto [19]. Our comparative analysis will focus on how 
the GSB framework performs in relation to these well-
regarded methods, each recognized for their distinctive 
approaches to mitigating biases. To thoroughly examine 

(See figure on previous page.)
Fig. 5  Validation of a GC content based GSB framework for abundance calibration. a) Representation of sequencing count distribution against GC 
content for 50-mer sequences from the 5’ start of the ACTB human transcript (accession ENST00000646664), in two different human samples. The graph 
reflects a consistent sequence coverage across the transcript. b) The alignment of 50-mer sequences, categorized by their GC content, with a Gaussian 
distribution model. With the assumption of even coverage throughout the transcript, this modeling approach enables the precise assessment of key 
parameters, specifically the mean and standard deviation, tailored to the transcript. c) Empirical sequencing data, classified by GC content, is aligned and 
calibrated using a Gaussian distribution function with predefined, specific parameters. Additionally, this data is refined through a flexible fitting process 
employing the Gaussian distribution function, tailored with distinct key parameters. d) The Gaussian cumulative distribution function (CDF) is employed 
to align 50-mer modeling count categorized by GC content, to determine mean and standard deviation. e) The sequencing data, organized by its GC 
content, undergoes an alignment and calibration using the Gaussian Cumulative Distribution Function (CDF), executed with predefined parameters that 
yield a specific amplitude indicative of abundance levels. Furthermore, the data undergoes a flexible fitting process with the Gaussian CDF, outputting 
a free-fitting amplitude. Additionally, the figure illustrates the unadjusted aggregate of 50-mer counts, providing a base reference for the data prior to 
calibration and fitting processes
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how biases may disproportionately affect sequencing cov-
erage across a reference genome, we look at the GAPDH-
201 gene, which consists of nine exons. By plotting the 
sequencing depth during the alignment of paired-end 
fragments, we can observe noticeable variations in read 
coverage among different genomic regions (as shown 
in Fig.  6a). These differences underscore considerable 

inconsistencies in sequencing coverage throughout the 
gene. Using the GAPDH dataset, we will conduct an in-
depth analysis, utilizing multiple bias mitigation models 
to achieve a thorough assessment.

Addressing GC content biases is key to correcting 
imbalances in read counts, which can vary due to differ-
ences in GC content across transcript fragments. LOESS 

Fig. 6  Different bias correction models in RNA-seq for GAPDH-201 transcript analysis. a) Sequencing depth visualization demonstrates the variability in 
read coverage across the nine exons of GAPDH-201, showcasing the sequencing depth for paired-end fragments aligned with the genomic reference. 
b) It outlines a method to address GC bias by correlating the GC content, binned at 0.5% intervals, of paired-end fragments to their sequencing counts 
across entire transcriptome. Adjustments are made by applying GC-content-specific weighting factors to correct the counts of all GAPDH-201 mapped 
fragments. c) The correlation between sequencing counts and the presence of each possible hexamer at the start of the paired-end fragments across 
transcriptome is analyzed. Weighting factors derived from this empirical analysis adjust the sequencing counts for fragments starting with specific hex-
amers in GAPDH-201, addressing hexamer-related biases. d) Fragment size bias correction utilizes an empirically fitted Gaussian distribution to the size 
data of all paired-end fragments in the sequencing. The derived parameters from this distribution are then used to adjust the counts of GAPDH mapped 
fragments, thereby normalizing for the effect of fragment size variations. bs represent bases. e) GSB framework demonstrates a theoretical model-based 
approach using predetermined Gaussian distribution parameters to calibrate GC-organized sequencing counts of 50-mers
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(Locally Estimated Scatterplot Smoothing), a non-para-
metric regression technique, effectively smoothens the 
relationship between GC content and fragment count 
throughout the transcriptome [23]. However, applying 
LOESS directly to unprocessed data can lead to subopti-
mal fits, especially when using original GC content data 
from various lengths of paired-end fragments (refer to 
supporting information Figure S10). To improve the fit 
quality, we organized the GC-indexed fragment count 
data into bins (as demonstrated in Fig. 6b). This binning 
strategy helps manage the variability in GC content seen 
across different fragment lengths, thereby enhancing 
the accuracy of the LOESS fit. It also establishes com-
prehensive and robust weighting factors for each GC 
content category (as depicted in supporting information 
Fig. S11). In specific cases, such as with the transcript 
for GAPDH, we adjust sequencing fragment counts by 
applying a weighting factor to counteract the GC bias. 
Although this adjustment aligns the counts more accu-
rately, it also introduces additional variability into the cal-
ibrated data across various GC content categories. This 
observation suggests that further refinements are needed 
in the calibration process to achieve more consistent and 
reliable adjustments.

Hexamer priming bias also impacts RNA-seq, in which 
random hexamer primers show a preference for certain 
RNA sequences during library preparation. This prefer-
ence can distort the representation of different RNA 
types in the sequencing data. To address this, researchers 
analyze the frequency of each hexamer at the beginning 
of reads or fragments across the entire transcriptome 
[16]. In mitigation efforts, a theoretical uniform distri-
bution is used as a baseline for all hexamers (as shown 
in Fig.  6c). The observed frequency of each hexamer 
is then normalized against this average to calculate a 
weighting factor (as detailed in the supporting informa-
tion Fig. S12). These correction factors are applied to 
adjust the fragment counts that begin with each hexamer, 
thus rectifying the hexamer-associated biases in specific 
transcripts, including those like GAPDH. This approach 
ensures that bias corrections are applied accurately based 
on the observed discrepancies. However, it’s important to 
acknowledge that these weighting factors are specific to 
each sample and can be affected by additional variables.

Fragment size bias presents another challenge in RNA-
seq, as certain fragment lengths might be preferentially 
amplified, sequenced, or aligned due to methodological 
biases and enzyme preferences. To address this issue, 
the distribution of all mapped fragments within the tran-
scriptome often be analyzed to detect empirical patterns 
[15, 24]. In our study, we identified a Gaussian distribu-
tion of fragment sizes (as illustrated in Fig.  6d). This 
global distribution helps define the typical behavior of 
fragment sizes across the transcriptome. To compensate 

for the disparities in fragment size representation, we 
adjust the fragment counts for specific transcripts, such 
as GAPDH, based on this Gaussian model. By aligning 
the fragment sizes with the parameters derived from 
global Gaussian distribution, we mitigate the discrepan-
cies caused by unequal fragment sizes. Additionally, we 
employ a cumulative distribution function (CDF) estab-
lished from this model to determine essential calibra-
tion parameters that represent the spectrum of fragment 
sizes observed throughout the transcriptome. Using this 
approach, the fragment counts for GAPDH are cali-
brated, aligning with the parameters established from the 
CDF (as shown in the supplementary Fig. S13). However, 
despite these adjustments, there are still notable devia-
tions between the fragment size distribution of GAPDH 
and the global transcriptome distribution. This discrep-
ancy indicates that while a transcriptome-wide reference 
can alleviate some of the biases associated with fragment 
sizes, further targeted analyses or interventions might be 
necessary to fully address these issues in RNA-seq data.

To mitigate biases associated with GC content, frag-
ment size, hexamer binding, and other factors in 
sequencing data, the primary strategies rely on the 
empirical sequencing data to construct their initial 
models [16, 20–23]. However, it is challenging to find 
a dataset that is influenced by only one type of bias, as 
real-world datasets usually exhibit multiple overlapping 
biases. This creates a complex scenario where attempting 
to correct one bias could inadvertently affect other biases 
present in the data. This intricacy underscores the dif-
ficulty in achieving completely unbiased RNA-seq data. 
In contrast, the GSB framework diverges from reliance 
on empirical data and instead utilizes theoretical model-
ing (as depicted in Fig.  6e). This approach involves set-
ting critical parameters based on a GC-content oriented 
Gaussian distribution and its cumulative distribution 
function. By fixing these parameters, the framework can 
systematically apply the cumulative distribution func-
tion to sort and analyze GC-influenced sequencing data, 
allowing for precise quantification of transcript levels, 
such as those of GAPDH (referenced in supporting infor-
mation Fig. S14). By employing theoretical, data-driven 
parameters, this strategy ensures that the parameters 
accurately mirror the true characteristics of transcripts, 
reducing external biases and potentially leading to more 
unbiased data in RNA-seq analysis.

Discussion
To mitigate RNA-seq biases, targeted bias mitigation 
methods can be employed, which are designed to neu-
tralize the effects of specific types of distortions within 
the datasets. The integration of multiple bias mitigation 
strategies is essential for accurate transcript quantifica-
tion; however, it presents the challenge of overfitting due 
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to the complex interactions of various sources of bias, 
which may sometimes be interrelated [13, 25]. While the 
conventional methods based on expection-maxmization 
flow algorithm have advanced in the modeling and miti-
gation of specific biases, they are not comprehensive in 
addressing all potential biases, particularly for those 
that are more complex and not easily characterized. It is 
generally accepted that the complete elimination of all 
biases in transcript quantification is an elusive goal [26, 
27]. In the field of bias modeling, distinct methodologies 
differentiate the GSB framework from other common 
approaches like Alpine, Salmon, or XAEM, especially 
in terms of identifying, correcting, and understanding 
biases and their foundational distributions [13, 14, 16, 
28, 29]. A universally acknowledged technique in this 
area involves comparing observed k-mers or sequence 
alignments against an unbiased reference to detect 
over- or under-sampling biases. This method stands out 
for its effectiveness and precision and is a core strategy 
across different analysis techniques. However, the prac-
tical implementation of this strategy shows considerable 
variation between the GSB framework and other meth-
ods. Generally, alternative approaches concentrate solely 
on rectifying a particular bias and create an unbiased 
baseline directly derived from the empirical sequencing 
data. This presupposes that once a particular bias is cor-
rected, the adjusted empirical data can potentially serve 
as an ideal, neutral benchmark for comparison. This is 
not achievable with actual sequencing data. To illustrate 
this, we processed the same raw data through different 
bias correction models-no bias correction, GC bias cor-
rection, and sequence bias correction-and compared the 
resulting transcript abundance profiles (see Supporting 
Information Fig. S15a). Our findings reveal meaningful 
deviations between the GC-bias corrected data and the 
sequence-bias corrected data, even after applying indi-
vidual bias corrections. This demonstrates that individual 
bias correction models are insufficient for addressing the 
complex, intertwined biases present in sequencing data. 
Therefore, a more holistic approach is needed to effec-
tively mitigate these biases and achieve accurate quan-
tification. In contrast, the GSB framework introduces 
a novel approach by ensuring an unbiased foundation 
through the strategic management of GC content dis-
tribution (as shown Supporting Information Fig. S15b). 
This method is grounded in theoretical principles rather 
than relying on empirical data, which sets it apart. By pri-
oritizing the control of GC content, the GSB framework 
offers an innovative solution for obtaining a more objec-
tive reference point for analysis. This distinctive contri-
bution is particularly effective in correcting most forms 
of potential bias, enhancing the reliability and coher-
ence of its analyses. To validate the GSB’s robustness, we 
applied it across different scenarios, ranging from simple 

artificial spike-in RNA to RNA extracted from cell lines 
and human samples. This comprehensive testing across 
varied sample types demonstrates the framework’s versa-
tility and consistency, reinforcing its overall effectiveness.

The GSB framework directly constructs benchmarks 
using only the sequences of transcripts, providing a dis-
tinct advantage. It enables the targeted selection of any 
transcript region for model development, focusing solely 
on acquiring sequencing data for that specific area. This 
is particularly advantageous in the context of isoforms, 
which often share sequence segments. The overlap of 
these segments, combined with sequencing biases and 
the complex nature of isoform diversity [30–32], can 
lead to disparate coverage across the entirety of an iso-
form’s sequence. The programmability feature of the GSB 
framework allows for precise mitigation of biases for any 
chosen regions, whether it be the whole transcript region 
or particular areas of isoform overlap. This strategic tar-
geting and mitigation of biases enhance data analyzing 
accuracy and efficiency.

Following the GSB framework, sequencing data is 
organized according to GC content and subjected to a 
Gaussian fitting process. This process utilizes predeter-
mined parameters from modeling data, with the result-
ing Gaussian-distributed counts serving as unbiased 
indicators for sequencing counts across each GC content 
category. To further refine this method, the unbiased 
sequencing counts obtained for each GC category are 
averaged across all corresponding k-mers within that cat-
egory. This step systematically reduces bias at the single 
k-mer level. Nevertheless, the resulting calibrated k-mer 
count distribution along the transcript remains irregular, 
deviating from the even coverage observed in modeling 
data. This discrepancy can be attributed to the relatively 
low resolution of counts categorized by GC content. 
Despite the accurate calibration of overall counts for each 
GC category, these categories comprise numerous indi-
vidual k-mers with identical GC content but varied high-
dimensional structures. These structures likely influence 
sequencing efficiency, contributing to the non-uniform 
k-mer count distribution. However, it is important to 
note that the calibrated sequencing counts for each GC 
category aligns with the Gaussian distribution pattern, 
indicating the absence of bias effects. In summary, while 
the GSB framework largely reduces bias by calibrating 
k-mer count aggregates across GC content categories, 
variations in k-mer structure within these categories can 
still affect the uniformity of the k-mer count distribution. 
Future improvements may require addressing these high-
dimensional structural variations to achieve a more even 
coverage across the transcript.

When normalizing the GSB framework, it is essen-
tial to fit the model counts, categorized according to 
GC-content, with a Gaussian distribution function. 
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This fitting is used to determine the crucial parameters 
for empirically modeling GC-categorized data when 
the parameters are held constant. However, challenges 
arise when the available regions are too short, result-
ing in an insufficient number of k-mers for effective 
categorization. Under these circumstances, an alterna-
tive approach is adopted where the sum of counts from 
individual k-mers is used to estimate k-mer abundance. 
To address variability in data coverage and complexity, a 
specific threshold for the number of k-mers is established 
and applied during the operation of the GSB script. This 
threshold helps in managing scenarios with sparse data 
by providing a consistent measure for comparison. Addi-
tionally, the unique structural characteristics of k-mers 
within these regions can sometimes make it impractical 
to fit these counts using a typical GC-based distribution 
plot. To overcome this, counts associated with individual 
k-mers are aggregated, providing a composite measure of 
abundance. This aggregation aids in smoothing out the 
variability and allows for more stable statistical analysis. 
By aggregating k-mer counts and setting predetermined 
k-mer thresholds, the revised approach not only compen-
sates for inadequate data but also strengthens the analyti-
cal framework. This meticulously adjusted methodology 
ensures a deeper and more accurate understanding of 
the statistical processes inherent in the GSB framework, 
enhancing the reliability and robustness of the results.
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