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Abstract

Background: While use of artificial intelligence (AI) in healthcare is increasing, little is known about how patients view
healthcare AI. Characterizing patient attitudes and beliefs about healthcare AI and the factors that lead to these attitudes
can help ensure patient values are in close alignment with the implementation of these new technologies.

Methods: We conducted 15 focus groups with adult patients who had a recent primary care visit at a large academic health
center. Using modified grounded theory, focus-group data was analyzed for themes related to the formation of attitudes and
beliefs about healthcare AI.

Results: When evaluating AI in healthcare, we found that patients draw on a variety of factors to contextualize these new
technologies including previous experiences of illness, interactions with health systems and established health technologies,
comfort with other information technology, and other personal experiences. We found that these experiences informed nor-
mative and cultural beliefs about the values and goals of healthcare technologies that patients applied when engaging with
AI. The results of this study form the basis for a theoretical framework for understanding patient orientation to applications
of AI in healthcare, highlighting a number of specific social, health, and technological experiences that will likely shape
patient opinions about future healthcare AI applications.

Conclusions: Understanding the basis of patient attitudes and beliefs about healthcare AI is a crucial first step in effective
patient engagement and education. The theoretical framework we present provides a foundation for future studies exam-
ining patient opinions about applications of AI in healthcare.
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Introduction
The past few years have been marked with significant
innovation in applications of artificial intelligence (AI) to
healthcare, including improved imaging and data-powered
diagnostics, workflow improvement strategies to enhance
provider experiences and decrease errors, and
direct-to-patient chatbots to provide behavioral healthcare
or chronic disease management.1 As the biomedical and
healthcare sectors consider new applications of AI in
healthcare, it is important to consider the broader impact

that these technologies will have on patient experiences of
medicine.2,3 A major factor that will influence the nature
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and extent of AI innovation in healthcare will be whether,
and under what conditions, patients accept AI.4 As a
result, AI creators need to anticipate patient responses to
AI applications in healthcare.

In predicting how patients will react to a new technology
or intervention, researchers often use behavioral models to
examine relationships between key determinants of a
person’s performance or nonperformance of a behavior.5

There are a variety of behavior models and theories for
describing patient decision-making and behaviors related
to use of previously developed healthcare technologies.
Two popular models are the Health Belief Model (HBM)
and Technology Acceptance Model (TAM). The HBM is
a widely used framework for explaining how patients
decide whether to adopt a particular health behavior based
on their evaluation of associated health risks, the expected
benefits of the behavior change, and their ability to carry
out the behavior.6 The TAM, by contrast, is a behavioral
model that describes factors that contribute to patient
acceptance of new healthcare technologies based on the
evaluation of the perceived usefulness and ease of using
those technologies.7,8 These two models have been previ-
ously used separately and in combination to predict
patient acceptance of healthcare technologies.5,9,10

Despite their widespread use in assessing patient accept-
ance of other healthcare technologies, these models have
limited relevance to predictions of patient response to
healthcare AI. Existing behavioral models such as the
HBM and TAM focus on volitional behavior change –
the “why” and “how” of patient choices to adopt a
health-related technology.6,11 This orientation limits their
usefulness to a very small subset of AI applications in
healthcare, namely, those AI tools that are used directly
by patients. However, a large majority of AI applications
in healthcare are not intended to be offered directly to
patients, even though they may impact the care that patients
receive. These applications of healthcare AI include clinical
decision support tools, AI embedded in clinical workflows
or electronic health records, and tools that evaluate the
quality of care across a health system. These and other
applications of AI in healthcare will not be “offered” to
individual patients with an understanding that they can
either accept or decline to use them. Rather, these AI
tools will be deployed by healthcare systems, with
varying levels of transparency provided to patients.

However, even these AI tools will have direct impacts
patients and their healthcare, will be developed and mar-
keted using patient data, and have the potential to harm
patients should they be implemented irresponsibly. Thus,
AI developers and those who support the implementation
of these tools have an ethical responsibility to ensure
these tools are deserving of the trust that many patients
place in healthcare providers and healthcare systems.12,13

A key component to ethical technological development
and implementation is patient-centered research to

determine how patients see this new technology impacting
their healthcare, including parameters and limitations. This
is particularly important when, like many of the anticipated
healthcare AI tools, the technology is not directly used, or
even seen, by the patients themselves with the opportunity
for individual patients to reject or opt-out. For these
“behind-the-scenes” tools, the only way that patient
voices are included is through deliberate and proactive
patient engagement research.

To address these limitations with the application of exist-
ing behavioral models to healthcare AI, there is an urgent
need to develop alternative approaches to the assessment
of patient attitudes and beliefs about applications of AI in
healthcare. To this end, we sought to explore what frames
of reference patients use in evaluating the acceptability of
healthcare AI, including potential sources of apprehension
and excitement about these emerging technologies.
Creating a theoretical model to predict how patients are
likely to form attitudes and beliefs about medical applica-
tions of AI is critical for developing AI tools that are
responsive to patient needs and anticipate potential patient
concerns. That framework can also support AI creators in
predicting patient responses to new AI applications, assist
in clinical implementation planning, and direct AI innov-
ation toward those applications that are of the greatest inter-
est to patients. In this paper, we describe some of the more
salient factors that patients consider in relation to healthcare
AI and present a framework for predicting patient attitudes
and beliefs about applications of AI in medicine and
healthcare.

Methods

Recruitment

We contacted 946 patients from Minnesota and Wisconsin.
between October of 2019 and February of 2020. by phone.
Participants were over 18 years of age, conversant in
English, and received $50 for their participation. All parti-
cipants provided verbal consent at the beginning of each
focus group. This study was approved by the Mayo
Clinic Institutional Review Board.

Data collection

As previously reported,14 focus groups followed a semi-
structured, case-based format.15,16 Focus groups allowed
us to observe the dynamics between participants of
diverse generational, social, occupational, and techno-
logical backgrounds as they discussed applications of AI
in healthcare. Each focus group was preceded by a brief
survey to collect demographic information. Focus groups
were conducted by three research team members: one led
the discussion while two others took notes.17 Moderators
began the discussion by examining general knowledge
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and opinions about AI, before giving a brief definition of AI.18

Each group was then presented with series of case studies
illustrating the diversity of ways AI might be applied in medi-
cine. These case studies focused on the use of AI for: image
analysis, optimizing preventative health, in-patient monitor-
ing, diagnostic support, and for engagement with patients
during primary-care appointments (a selection of which
were discussed at any given focus group). Case studies pro-
vided a context in which to examine initial participant reac-
tions and promote in-depth engagement with specific aspects
of healthcare AI.19 Focus groups concluded with a general dis-
cussion of themes that emerged during the conversation,
including overarching concerns about healthcare AI, compar-
isons between case studies, and sources of patient interest and
support for healthcare AI.

Following each focus group, moderators met to compare
field notes and create a summary memo for each
focus-group session.20,21 This process was also used to
modify the moderator guide for clarity and effectiveness
throughout data collection.

Data analysis

A memo describing preliminary findings and emerging themes
was generated for each case study after the initial six focus
groups were completed. This process was repeated for the
cases studies used in the subsequent nine focus groups.20,21

Data collection, memoing, and modification of the moderator
guide continued until the research team determined that they
had reached thematic saturation.22 Each focus group was
audio recorded, transcribed verbatim by a transcription
service, and reviewed by the study team for accuracy.

Qualitative data analysis was conducted using a modi-
fied inductive approach with constant comparison ana-
lysis.23,24 The synthetic memos were used to create a
preliminary codebook, which was applied to three tran-
scripts from different time points in data collection by
three members of the analysis team. The codebook was
then revised, and a final version was created for use in ana-
lyzing the remaining focus groups.24,25 Each transcript was
coded in duplicate by a primary coder (JR) and a secondary
coder (CS or SC) using NVivo 11 software. The coders then
met to resolve any coding discrepancies.

Results

Demographics

Between November 2019 and February 2020, we con-
ducted a total of 15 focus groups with 87 participants.
Focus groups included three to seven participants and
lasted approximately 90 min. A majority of participants
were white (93%), non-Hispanic/Latino (94%), and had
an education level above a high school equivalent (87%).
Participant ages ranged from 18–91 years old, with an

average of 53.5 years. Approximately half (49.4%) of our
participants were women.

When reacting to the case studies we presented on
healthcare AI, we found that patients consistently drew on
multiple frames of reference across cases to contextualize
this new technology. In our results, we present these con-
textual points of reference and how patients used them to
form opinions about AI in healthcare.

Patients contextualized healthcare AI through their
experiences and values associated with non-health
technology

In addition to drawing on experiences with the healthcare
system, participants saw connections between healthcare
AI and non-medical technologies. Participants would
often reference technology they use regularly as containing
or being akin to AI, including smart phones, search engines
and home smart speakers. These anecdotes were often used
as examples of how AI can be helpful but also intrusive.

A lot of us, any of us that have a smart phone are already
using a form of AI. For example, voice to text. I use the
Samsung version, and the more I use it, the more it can
get my words accurately, and actually right now with my
phone in the Samsung version, it gets it right I would say
95% of the time so… (FG 11)

Others recalled cutting edge advances in non-medical AI
that were popularized in media such as humanoid robots,
self-driving cars, state surveillance, or success in strategy-
based games. Discussion of these AI possibilities were
often accompanied with amazement at the existing capacity
of AI technology to perform feats they previously thought
impossible.

Humans can’t win chess against Big Blue anymore because
it has found ways not programmed in initially, and then
there’s another… there’s a game that is an Asian game
that is very, very popular, and it’s the same thing. The
best grand masters of that can’t beat the machines
because the artificial intelligence has figured out, so the
humans have set template and then the artificial intelli-
gence boom-boom-boom-boom (FG 9)

Some participants contextualized AI as just the newest face
of a long history of technological progress. While not
always in agreement about whether technological progress
was necessarily good, many did describe feeling that it was
inevitable and out of their control.

Well, I think that’s progress. I’m all for progress, and
regardless what we think, some things are gonna go this
way anyway, and it’s progress, and as it comes, sometimes,
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like I said, you gradually accept this… because I swore
years ago I wasn’t going to have a computer. That was
just ridiculous… but things change, because as things are
changing, we accept it. But technology is here to stay,
and there are gonna be things in another 50 years that
we wouldn’t dream of and possibly dream of, so that’s
where it’s going, and I think it will be accepted. (FG 5)

There was a minority of participants who expressed
extreme discomfort with technology, either personally or
recalling someone they know. They recalled avoiding
popular technologies such as the cell phone or internet for
as long as possible, and feeling that technological advances
were making humans and society worse.

Unless you’re like my uncle, my uncle says that we’d all be
better off if we went back to the times where all this technol-
ogy hadn’t been invented and computers hadn’t been
invented. He says computers are a fad. (FG 15)

Finally, a very common association participants made when
thinking about AI in healthcare was to cultural imagery of
AI dystopias. This was often in the form of recalling a dys-
topian movie or invoking language of AI “taking over the
world” (FG 12). While participants rarely viewed these
scenarios as verbatim threats, they did share them to
support a more general gestalt of warning and a need for
carefulness.

P4: You’d be living in The Matrix.
P3: And that’s someplace in the future, but there has

to be a point in our history where somebody, and
hopefully it’s done right, that can control . . . the
programming is controlled so it doesn’t get out
of hand to where the computers take over our
whole civilization.

P5: Instead I mean . . . I know it’s a movie, but I mean
there have been movies about intelligence
becoming intelligent enough to figure out how
emotion works and to figure . . . and then compu-
ters take over computers, and . . . Humans
become completely obsolete. (FG 8)

Patients framed the promise of AI in relation to past
illness experiences

When evaluating the AI case studies we presented, partici-
pants often recalled personal challenges associated with a
past illness or a chronic condition that they or a loved one
experienced. Oftentimes, these prior encounters with medi-
cine were crucial in shaping how they engaged with hypo-
thetical AI innovations. Some participants described a past
medical experience to illustrate how healthcare AI would
not have been helpful in meeting their needs.

You know what, that’s just like for me, I have multiple scler-
osis, but I also have fibromyalgia, so the thing is when I
hurt, I can’t tell you why it hurts, you know what I’m
saying? I can’t tell you, oh my fibromyalgia’s kicking up
or I’m having a MS attack or whatever. I can’t tell you
the difference, and if I can’t tell you the difference, I
know AI cannot tell me the difference. (FG 8)

Participants who were more optimistic about healthcare AI,
by contrast, described long and demanding diagnostic jour-
neys involving repetitive testing or multiple visits to specia-
lists. Participants hypothesized that healthcare AI may
reduce the burden and uncertainty of these experiences.

I had a strange illness 10, 11 years ago, and I went through
PET scans and CT scans and the whole 9 yards over and
over and over and over again for 6 months, and I was mis-
erable with it, and what they ended up doing, they had to
take out part of my lung to find out what it was, and if
there was some type of AI out there that could have
helped in that… [I might have] skipped 6 months’ worth
of trial and error. (FG 9)

Other participants didn’t believe healthcare AI would have
made a difference in their illness experience. Instead, they
felt that an AI might provide additional confidence and
help in accepting a diagnosis, and therefore increase emo-
tional comfort during times of difficult health challenges.

That’s not what she wanted to hear, so she went to another
doctor, and she went to … several doctors because she
knew there was a problem and she was going to find a
doctor who confirmed what she knew. Now if there had
been, or she had accepted some artificial intelligence,
maybe that would’ve helped her. (FG5)

Finally, some participants felt that healthcare AI could
provide relief or hope in cases where a definitive diagnosis
has proven elusive or where conventional therapies have
failed.

Patients situated healthcare AI in relation to other
trends in health systems and established health
technology

One of the strongest frames of reference that patients used
to evaluate and contextualize AI in healthcare was their
experience with the current healthcare system, including
difficulties they had encountered in that context. In consid-
ering new forms of healthcare AI, participants pointed to
inefficiencies and inconveniences they experienced in
prior medical encounters, wondering if new AI technolo-
gies might help in addressing those challenges.
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Yeah, streamlining some of those questionnaires that aren’t
necessary, and that leads to frustration for individuals, for
patients, because it’s long days, you’re tired, you’re
hungry, you’re far from home, whatever it might be, And
then you’re asked the same questions over and over. It’s
exhausting, exhausting to say the least… (FG 10)

When describing encounters with various health care
systems, participants recalled difficulties maintaining long-
term relationships with primary care providers. Some parti-
cipants recalled being frustrated that their doctors moved
around often or that they were not able to get an appoint-
ment with their preferred provider. This contributed to a
general dissatisfaction with healthcare experiences, which
shaped participants’ views about the impact of AI on their
relationship to providers.

It’s widely known it’s tough to get in to see your primary
these days, and it’s a national problem. There’s not
enough doctors and nurses going into primary care, but
if you can figure out a way to create more efficient use of
scheduling and seeing a patient, there’s a huge problem
with physician and nurse burnout because people are
seeing more… they’re expected to see more and more
patients, but in the end, you’re not sort of gaining any
ground with satisfaction in some cases or you’re feeling
overwhelmed. (FG 11)

Patients also recalled ways that the implementation or use
of an electronic health record (EHR) impacted their care.
This frequently took the form of complaints against overdo-
cumentation of health problems and the immortalization of
things that patients viewed as trivial in their health record.
Many patients were concerned that healthcare AI might
continue this trend and further distract the attention of pro-
viders to their computers and to the electronic documenta-
tion of healthcare encounters.

In my last doctor visit, I asked if I could… while I was in
there, I just had some minor things done, and I had asked
if I could have some skin tags removed, or 1 or 2. She
said, well I could certainly do that for you. So I asked her
well if you do that, is there gonna be a charge? She said
yeah, I’d have to charge you. I said even if I had one
done? She said yes, and from my understanding, it was
attributable to Epic where everything they do they have
to log, and that goes through the system, (FG 1)

When discussing possible applications of AI, many patients
referenced other health technologies. One of the most
common parallels drawn was with online symptom check-
ers, with patients often asking how an AI-enabled tool in
medicine would be different from those tools or framing
healthcare AI as an advanced version of online tools with
which they were familiar.

I think it would save time from googling. You know, I use
the symptom calculators, I don’t know what they’re
called, and you’ll enter your symptoms and see if it . . .
what it might add up to, to get a little bit deeper, I think
that would maybe give a little more detail. (FG 6)

Participants also mentioned remote care modalities – such
as nurse help lines, virtual appointments, patient portal
messaging, and mobilized virtual providers -- as a frame
of reference in framing their expectations about AI
technologies.

P3: Well I think of this August… all of a sudden, I’m
getting headaches, and they weren’t going away,
and I don’t like pills, so I was avoiding, and all
of a sudden they were getting to the point, so I
got on the phone with a nurse and she asked
me a thousand questions, and she says, you
wanna come in today or tomorrow? Ya gotta
know if this question’s answered to get to the
next… where you go with the next question. I
don’t know if the robot would… artificial intelli-
gence know, okay, this one answered yes, so we
gotta go this direction or…

P5: It’d do it even faster. (FG 11)

Patients’ social context impacts their orientation to
healthcare AI

Patients’ interpretations of their previous experiences with
the healthcare system and non-AI health technology are
nested within their broader social context, including the
identities they carry and the communities they belong too.
These social factors also influenced how patients engaged
with, or imagined others would engage with, examples of
AI in healthcare. One of the most common social factors
that participants noted was generational differences in
trust and comfort of technology. Often this took the form
of participants speculating about the opinions of another
generation, or intergenerational dialogue between multiple
participants.

For our generation, it is really uncomfortable. But young
generations who have grown up with technology as this .
. . well I look at my grandkids who are little, and that’s
their world. So would they feel as uncomfortable as I
might in this? I think, maybe not. Is it . . . are you more
secure, do you feel better about what that computer is
telling you than I would feel about it? (FG 7)

Participants also expressed awareness that the data used to
train AI tools may not be appropriately diverse, and that this
may be harmful to some disadvantaged social groups. This
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conversation occurred along some common demographic
variables of race and gender, as well as variables like
regional diversity or vocation.

And as we become more and more diverse, and even our
genealogies become more and more diverse, you want as
much data as possible from as many different backgrounds
as possible. And I would highly question if all of the data
points were coming from one set. I think I’ve also heard sta-
tistics where like a lot of studies don’t include women. They
are starting to include more women, but a lot of the original
studies on medications involved only included men, and so
there hasn’t been a lot of data on how it affects women’s
bodies. So I would question heavily if it wasn’t more
diverse. (FG 6)

Participants also recognized that the manner in which
healthcare AI is implemented could differentially impact
various populations by reinforcing stigma or limiting
access. Some participants recalled examples of when
they, or someone they knew, had been discriminated
against due to mental illness, alcoholism, weight, or profes-
sion, and were concerned about how AI could amplify or
nullify these stigmas.

One thing . . . I’m not sure if this is exactly what you’re
asking, but just a thought, prejudices that people can
have, like it could absorb those or it could be taught to
work against them, like a lot of people who are overweight
have said that their providers assume that that’s the cause

and ignore doing other tests or pursuing other avenues, and
if an AI wasn’t going to make the assumption that that was
what was the problem, then that would be good, but if it was
learning from people around it that it should make that
assumption, then it would perpetuate the problem. (FG 13)

Another common concern among participants was whether
AI would be accessible and inclusive for all patients. This
included various challenges in communication such as
strong accents, low literacy levels, or the need to communi-
cate in sign language. Participants were also concerned
about the impact on individuals who may be outside of
the AI’s capabilities because of atypical sensory or emo-
tional processing or genetic differences.

I guess I’m kinda curious as to wonder how would people
with other challenges use that because I live in a boarding
lodge, and there’s three or four people that live there that
have been there for umpteen years, and the care there is
not adequate for them. They were placed there after our
state hospital closed, but there’s no way they would be
able to understand and communicate a chat box. So I’m
just wondering ‘cause you don’t wanna . . . I guess I’d be
afraid that they weren’t gonna be helped or get skipped
over. (FG 15)

Finally, participants were interested in the impact AI would
have on rural communities. While most saw AI as an effect-
ive way of disseminating medical knowledge and increas-
ing access through chatbots or telemedicine, a few were

Figure 1. Proposed conceptual framework for understanding how patients evaluate AI in healthcare.
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concerned that this could create an even larger gap in the
quality of care experienced by communities with limited
access to medical infrastructure.

Where you have someone stationed somewhere else that’s
either videoconferencing in or getting data from another
place and able to help make those clinical judgements,
which has been a huge blessing. I know I have family in
very, very rural areas that have to travel hours to get any-
where, and telehealth has been amazing for them so. (FG
11)

Patients reflect on if healthcare AI aligns with the
values of medicine

When reflecting on whether AI was compatible with health-
care broadly, participants invoked what they believed to be
the goals and values of medicine and how well they
believed AI could support those goals. Many participants
believed healthcare was aimed at curing people of illness
and maintaining good health and were supportive of AI
so long as it was directed towards advancing those goals.

I think the goal of medicine is to either heal you or to live a
more fuller, richer life, and I think if AI with all its knowl-
edge can help do that, if it can help me get better, it’s like
that extra little thing that . . . you know, that extra training
that’ll make me a better runner, that extra math class that’ll
help make me smarter in math. It’s just that little extra that
maybe will achieve that goal of, like I said, leading health-
ier lives. (FG 7)

Others felt that one of the core tenants of medicine is innov-
ation and scientific progress. These participants felt that AI
offered a new avenue of technological advancement.

I mean what we know now and we think of what we thought
we knew 50 or 100 years ago in medicine, and it’s just
gonna keep building and building, and the potential to
have that added resource to do that is a huge opportunity.
It wasn’t that long ago that they used leeches, so. . . you
know what I’m saying? I mean really in the span of time
and how much exponentially we’ve learned about condi-
tions . . . (FG13)

It was also common for participants to extoll the value of
evidence-based medicine, stating that they wanted the
maximum amount of data possible when making any
decisions.

I think it’s good to have the more input. The more input that
comes into here, the better I think it’s going to be able to
respond to a situation. We definitely all agree, I think, in

this room that the more information that is collected, the
better off all people are gonna be . . . (FG 3)

Participants also reported that they believed AI would be
well-equipped to help analyze large amounts of data and
inform decision making. They felt that there was already
a significant amount of medical knowledge in the existing
research literature and medical data in health records, and
they hoped AI would be able capitalize on this existing data.

They might come back with okay, these are the tests that
need to be run. Then you go and get those tests run, and
they input that in, and then they can pinpoint and be
more accurate with their diagnosis then, and I could see
how they would be more accurate, really, with knowing
everything’s that ever been known about modern medicine
and all the cases out there and collating all the data, so I
could see how they would be more accurate. (FG 12)

Participants also recognized that while medicine is
grounded in innovation and evidence, it is also very per-
sonal and high stakes. Patients recalled moments of
extreme vulnerability where they had to trust their lives to
a care provider with little personal control over the situation.

So it’s your . . . how much do you trust this AI tool, but I can
also say how much do I trust the existing healthcare
system? And in both of those, it’s . . . when you’re really
ill, you have to trust it ‘cause there’s no choice. (FG 3)

They also recognized that, while health systems hold a
trusted place in communities, they also have commercial
interests. Participants discussed how various business con-
siderations might impact the development and implementa-
tion of healthcare AI.

Like who decides what’s good or bad? It’s relative depending
on whatever company wants to make a bunch of money off
their data. That’s what I’m the most nervous is about the cor-
porate side of it. Who is regulating it?Who is saying this algo-
rithm is good to go? There’s no . . . there isn’t that yet. (FG 6)

Discussion
This is one of the first studies to examine patient perspec-
tives on applications of AI in healthcare, using specific
case studies to illustrate how AI might be integrated into
healthcare in the future. Predicting how patients will form
attitudes and opinions about healthcare AI is critical to
ensuring its responsible implementation and avoiding
unrealistic beliefs about either its promise or its perils.4

The results we report highlight several important frames
of reference that are likely to shape patient views about
healthcare AI.
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Our results suggest that patients’ opinions about health-
care AI are shaped to a large extent by their evaluation of
the alignment of new AI technologies with the goals and
values of medicine. We also found that patient beliefs
about healthcare AI were informed by past experiences of
illness and healthcare, which often involved interactions
with other digital technologies. When patients had experi-
enced a traumatic or complex illness, for example, this
influenced their opinions about the urgency of medical
diagnosis and shaped their views regarding the potential
role of AI in disease diagnosis. These personal experiences
with healthcare technologies and illness also invoked impli-
cit or explicit recognition of the patients own values, and
how these values inform their beliefs about the goals and
priorities of medicine generally. The core value of trust in
a health system or physician recurred as patients reflected
on their comfort with introducing more advanced, but less
transparent, data-based AI tools. This complex interplay
between patient trust in AI and in health systems or physi-
cians echoes concerns in the literature about the role of trust
in AI-enabled healthcare more broadly,26 but adds a crucial
patient perspective in addition to the more common phys-
ician viewpoint.27

Participants also noted that healthcare AI would likely
impact patients in a variety of different ways, depending
on each person’s unique social and medical situation. For
example, participants noted the potential for healthcare AI
to amplify existing social biases, a concern that has been
raised by commentators on healthcare AI.28 Participants
also noted how having a disability or lower access to health-
care may make AI less helpful, raising concerns that health-
care AI might perpetuate existing forms of bias in healthcare,
including discrimination against people with disabilities,
weight bias, medically underserved areas, and certain voca-
tions. These considerations suggest that patient opinions
about the value of healthcare AI will be shaped by their
assessments of the extent to which these tools are implemen-
ted in a manner that promotes health equity.

Additionally, we found that patients’ comfort with other
digital technologies played a significant role in shaping
their views of healthcare AI. In evaluating less familiar
healthcare AI, patients noted similarities with several non-
medical AI, including smart phones, self-driving cars,
smart home speakers, and culturally popular AIs like
IBM’s Deep Blue or Watson. These conversations not
only revealed personal feelings of technological literacy,
but also extended to include broad beliefs about the relative
value of technological progress and innovation which form
the bridge between patient experiences of technology and
attitude formation towards AI in healthcare. There was sig-
nificant variability in opinions about the value of emerging
AI technologies, ranging from strong positivity about inno-
vation’s power to move humanity forward to considerable
apprehension about technology’s negative impact on indivi-
duals and society. Participants also brought up fears

associated with popular cultural portrayals of AI. These
beliefs formed an important backdrop that participants
used to evaluate healthcare AI.

These findings support a novel conceptual framework
for understanding patient attitudes and beliefs about health-
care AI (Figure 1). The framework we propose reflects mul-
tiple interactions among patient experiences and beliefs
related to healthcare technologies, highlighting the role of
patient experiences with medical care, health technologies,
nonmedical digital technologies, and their broader social
context. These experiences are key frames of reference
for many patients, shaping their foundational beliefs
about healthcare and technology, which in turn shape
their initial attitudes towards healthcare AI. Directly
engaging with AI in healthcare will likely be uncommon
for patients because this technology has a certain amount
of inherent opacity due to its’ technological complexity
(often described as a “Black Box” problem) and implemen-
tation that is commonly “behind-the-scenes” to patients
such as systems-level optimization, deep workflow integra-
tion, or physician facing tools.29 As a result, a high-level
understanding of patient attitudes and beliefs will be
required in order to preserve patient trust in health
systems. This is particularly important for AI innovators
and developers as it indicates the importance of early
public engagement to encourage favorable opinions of
healthcare AI based on realistic ideas of how it may be used.

The framework we proposed will be useful in under-
standing how patients think about healthcare AI and can
inform future research examining the implementation of
AI into patient care. An important next step in this research
is to develop and quantitatively validate a conceptual model
of attitude formation using our proposed constructs and out-
comes. This would allow for crucial analysis into differ-
ences in patient perspectives along important variables
like education level, access to healthcare services, income
level, or health literacy. Additionally, our study is limited
by a lack of racial and professional diversity present in
our population. This is another very important area of
future patient engagement research. While focus groups
did enable important cross-demographic dialogue, they
also pose the risk of dominant voices overpowering minor-
ity voices or pushing the group to artificial consensus.
Moderators actively worked to cultivate a space for open
discussion by encouraging disagreement and differing opi-
nions, but this bias may still exist in the data set. As with all
qualitative research, the results of this study may not be
generalizable to other populations.

Conclusion
As AI is used more widely in healthcare, it is crucial to be
able to predict how patients will react to this emerging tech-
nology as it becomes a larger part of their healthcare. Our
study highlights a range of beliefs, experiences, and
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values that are likely to influence how patients evaluate and
form specific opinions about applications of AI in health-
care. Examining how early attitudes are formed, and mon-
itoring how those views change over time, will be
important in assessing the extent to which patients view
AI as a useful or threatening addition to their care. The con-
ceptual framework developed from our results and pre-
sented here is an important first step in understanding
patient attitudes about healthcare AI.
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