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Abstract

Virtual reality (VR) is a new methodology for behavioral studies. In such studies, the millisecond accuracy and precision of stimulus
presentation are critical for data replicability. Recently, Python, which is a widely used programming language for scientific research,
has contributed to reliable accuracy and precision in experimental control. However, little is known about whether modern VR
environments have millisecond accuracy and precision for stimulus presentation, since most standard methods in laboratory studies
are not optimized for VR environments. The purpose of this study was to systematically evaluate the accuracy and precision of visual
and auditory stimuli generated in modern VR head-mounted displays (HMDs) from HTC and Oculus using Python 2 and 3. We used
the newest Python tools for VR and Black Box Toolkit to measure the actual time lag and jitter. The results showed that there was an
18-ms time lag for visual stimulus in both HMDs. For the auditory stimulus, the time lag varied between 40 and 60 ms, depending on
the HMD. The jitters of those time lags were 1 ms for visual stimulus and 4 ms for auditory stimulus, which are sufficiently low for
general experiments. These time lags were robustly equal, even when auditory and visual stimuli were presented simultaneously.
Interestingly, all results were perfectly consistent in both Python 2 and 3 environments. Thus, the present study will help establish a
more reliable stimulus control for psychological and neuroscientific research controlled by Python environments.
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Introduction

Virtual reality (VR) has attracted much attention as a new meth-
odology for scientific research. As described in Cipresso et al.
(2018), VR technologies immerse us in a virtual environment
and enable us to interact with it. These features help establish
more natural environments for experiments in three dimensions
(3D), where participants can see, hear, and behave as in the real
world, enhancing the ecological validity of research (Parsons,
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2015). Such environments have also been referred to as “ulti-
mate Skinner box” environments (Rizzo et al., 2004; Wilson &
Soranzo, 2015). Since researchers can control stimuli and pro-
cedures that are not easily controllable in the real world, VR has
been applied in studies on rehabilitation, therapy, and social
interaction (Pan & de Hamilton, 2018; Parsons, 2015). In par-
ticular, modern VR head-mounted displays (HMDs), such as
HTC Vive and Oculus Rift, allow the presentation of complex
and dynamic stimuli that can achieve higher ecological validity
(close to daily life) and be subject to more experimental control
(Loomis et al., 1999; Parsons, 2015). Indeed, a recent study has
indicated that the VR HMD of HTC Vive enables the measure-
ment of visual cognition performance, such as visual attention
and working memory capacity, as reliably as a cathode-ray tube
(CRT) display (Foerster et al., 2019).

Accuracy and precision of stimulus
presentation

As the accuracy and precision of stimulus presentation have
been critical for psychological and neuroscience research,
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millisecond stimulus control should be considered in VR stud-
ies. If experiments are performed with low accuracy and pre-
cision or untested apparatus, it is difficult to collect replicable
data. In particular, in psychological or neuroscientific experi-
ments, stimuli such as visual (e.g., geometric figure, pictures,
and animations) and auditory (e.g., tone sound, voice, and
music) information should be presented to participants for a
set duration and timing with millisecond accuracy and preci-
sion. Accuracy in stimulus presentation is measured in refer-
ence to the constant error, which is the lag or bias from the true
value (designed duration of stimulus) in the experimental pro-
cedure, whereas precision is measured in reference to the trial-
to-trial variability, that is, jitter or variable error (standard de-
viation) of stimulus presentation (Bridges et al., 2020). If a
picture and a sound with a transistor-transistor logic (TTL)
trigger used for event marking in brain activity recording
(e.g., EEG, MEQG) are presented simultaneously for 100 ms,
the stimuli and TTL trigger should ideally be synchronized.
Each duration should be 100 ms with no time gap between
stimulus onsets (i.e., no time lag). However, the actual stimulus
presentation may not be synchronized correctly. There may be
a large lag in visual and auditory stimuli from the TTL trigger
(low accuracy), and the duration of those stimuli may change
unstably to become either shorter or longer than TTL (low
precision). The low accuracy and precision do not only collapse
the experimental procedure but also disturb the participants’
performance on the task due to unsuitable stimulus onset asyn-
chrony (SOA). This issue can occur in every experiment owing
to various hardware- and software-related issues. Thus, even in
VR studies, the accuracy and precision in experimental envi-
ronments should be tested and validated to obtain well-
controlled methods with replicability (Plant, 2016).

Hardware devices for standard laboratory
experiments

Traditionally, the risk of low accuracy and precision has been
remarkably improved by proper hardware devices in standard
laboratories for two-dimensional (2D) environments, but not
in VR. For visual stimulus presentation, CRT or low-latency
liquid crystal display (LCD) monitors have been used in tra-
ditional experiments. CRT displays are still the best choice
because of their quick response. Every pixel on the phosphor
screen of a CRT is illuminated from top left to bottom right by
an electron beam, and its illuminance reaches a maximum
level quite rapidly (almost no persistence) (Elze, 2010). It
enables the presentation of a visual stimulus without a milli-
second time lag (virtually zero). Furthermore, high-
performance LCD monitors have also been used instead of
CRT monitors because CRTs are no longer produced. In the
past, LCDs did not have a rational response time for stimulus
presentation. The time to peak illuminance was too slow in the
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LCD, causing a delay in stimulus onset. While the electrum
beam directly illuminates the phosphor screen on a CRT, a
backlight behind a layer of liquid crystal is used in LCD. The
illuminating light from the backlight needs to pass through a
liquid crystal layer placed between polarizing filters.
Currently, specific LCDs used for experiments or high-
performance LCDs for gaming provide stable and low-
latency environments for visual stimuli (Elze, 2010;
Ghodrati et al., 2015) (a latency of a few milliseconds).
Presentation of auditory stimuli is more complicated and dif-
ficult than that of visual stimuli (Reimers & Stewart, 2016).
Compared with visual stimuli, the lag of auditory stimuli pre-
sentation can be unstable and much longer, although the hu-
man temporal resolution for auditory information is more pre-
cise than vision (Ghirardelli & Scharine, 2009). To improve
the poor auditory stimulus, researchers need to consider vari-
ous devices for auditory stimuli in experiments: sound cards,
audio interfaces, speakers, and headphones. An audio inter-
face or qualified sound card, including analog-to-digital (A/D)
or digital-to-analog (D/A) converters, are generally equipped
to generate auditory stimuli without sound distortion or noise.
In this case, devices always have input or output latency,
which causes a much longer time lag than in visual stimuli
(Kim et al., 2020). Speakers or headphones, which are also
used to present auditory stimuli to participants, also have time
lags. Although there may be time lags, recent audio devices
that have low or virtually zero latency should be useful for
validating the timing lag of auditory stimuli.

Python software tools for standard laboratory
experiments

In addition to the hardware apparatus, specialized software
tools are necessary to generate stimuli using millisecond con-
trol. Recently, Python has been widely used in scientific re-
search (Muller et al., 2015). Python is an interpreted program-
ming language that has various libraries and high code read-
ability and is easy to make and debug. Over the last decade,
many useful Python software tools have been developed to
establish specific experiments for psychology and neurosci-
ence (Dalmaijer et al., 2014; Garaizar & Vadillo, 2014;
Krause & Lindemann, 2013; Mathot et al., 2012). Recently,
the use of Python tools for experiments has been confirmed
via benchmark tests, ensuring that they have robust accuracy
and precision in both laboratory and online studies (Wiesing
et al., 2020). Bridges et al. (2020) showed that PsychoPy,
which is a popular Python package for cognitive experiments,
has robust millisecond accuracy and precision even across
different operating systems (Windows, macOS, and Ubuntu)
and environments (laboratory and online experiments). In
laboratory-based studies using PsychoPy, the mean precision
of stimulus duration and its lag were less than 1 ms. In online
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studies, although the results did not achieve the level of lab-
based environments, PsychoPy performed the best with under
5-ms precision for auditory and visual stimuli presentation.
These studies indicate the useful advantages of Python for
achieving millisecond accuracy and precision.

VR hardware and software

However, although the well-established hardware and soft-
ware with millisecond reliability as described above is com-
monly used in psychological and neuroscience research, little
is known about the general time/timing accuracy and preci-
sion of stimulus presentation in modern VR experiments.
Previous studies on VR HMDs including eye tracking have
shown that the spatial accuracy of position and orientations
are sufficient for general experiments as well as rehabilitation
studies (Borrego et al., 2018; Niehorster et al., 2017).
Although modern VR HMDs have organic light emitting di-
ode (OLED) displays that provide fast and precise temporal
responses for visual stimuli (Cooper et al., 2013; Wiesing
et al., 2020), the time accuracy and precision of VR
experiments remain unclear. Wiesing et al. (2020) showed that
the duration of a visual stimulus controlled by Unreal Engine
(a 3D game engine) is stable even with high rendering work-
load or head movements in VR. Moreover, recent studies
using Python API and Unity (a 3D game engine that is used
as major software for VR studies) on HTC Vive Pro have
suggested that both environments have over 15 ms latency
for visual stimuli and over 30 ms latency for auditory stimuli
(Le Chénéchal & Chatel-Goldman, 2018). Importantly, Le
Chénéchal and Chatel-Goldman (2018) also suggested that
Python environments have better timing accuracy (lower time
lag) than Unity, and the auditory latency becomes much lon-
ger than the visual latency in both Python and Unity.

The present study

Previous studies were conducted in specific environments (dif-
ferent VR HMDs and software tools such as Unity or Unreal
Engine with specific visual and auditory stimuli and proce-
dures), and general time/timing accuracy and frame-by-frame
precision in VR experiments have not been proven across mod-
em VR tools in the same procedure. Furthermore, it is still
unclear whether psychological and neuroscientific VR experi-
ments controlled by Python have sufficient timing accuracy and
precision for stimulus presentation and whether there are differ-
ences between Python 2 and 3 versions, although the use of
Python in non-VR studies has been increasing, as described
above. Clarifying these issues would enable researchers to es-
tablish more suitable VR environments that can be validated by

millisecond (adjusted within a millisecond) to their own exper-
imental procedures.

The purpose of this study was to empirically evaluate the
accuracy and precision of visual, auditory, and audio—visual
stimulus presentations with TTL triggers in VR, using modern
VR HMDs across Python 2 and 3 environments. Although
various software such as Unity or Unreal Engine can be used
for VR experiments, most of the programs are not designed
for psychological and neuroscientific experiments (Wiesing
et al., 2020), except for Vizard. Vizard is a Python-based
application from WorldViz for VR development and experi-
mentation (https://www.worldviz.com/vizard-virtual-reality-
software). It supports various VR devices and functions for
experiments (e.g., stimulus presentation, data collection,
synchronization with external devices) in both Python 2 and
3 environments. Python 2 is relatively old, but it is still useful
because some third-party packages are only available in
Python 2 environments (Rhoads, 2019). In fact, PsychoPy
for behavioral studies supports both versions (Peirce et al.,
2019). Moreover, we used TTL triggers to strictly evaluate
the synchronization between the triggered time/timing from
Python and presented stimuli for the VR HMDs. Our method
can be used for various experiments with external devices
controlled by TTL signals. Especially in experiments with
eye tracking or brain recording that require high timing accu-
racy and precision, the unstable presentation time and timing
of stimuli cause incorrect time stamps (unstable onset and
offset of stimulus presentations with large jitter) against TTL
signals and incorrect activity timelines for real-time recording
of biological data (low accuracy and precision). Therefore,
evaluation in Python 2 and 3, respectively, is valuable for
researchers to reveal the critical differences that can arise in
VR stimulus presentation in Python environments (whether
there are millisecond differences). The evaluation also con-
tributes to the understanding of the levels of accuracy and
precision of the stimulus control provided by Python in VR
experiments, compared with the previous evaluation studies
of different environments such as Unreal Engine (C++ lan-
guage) (Wiesing et al., 2020).

Experiment 1: Visual stimulus presentation

In Experiment 1, the accuracy and precision of visual stimuli
in VR developed in Python environments were evaluated
using major VR HMDs such as HTC and Oculus. To examine
actual stimulus presentation that is synchronized with the re-
fresh rate of VR devices (i.e., v-sync), stimulus duration was
controlled frame by frame (i.e., 11.11 ms per frame in 90-Hz
HMDs) (cf., Wiesing et al., 2020). In addition, TTL triggers
through serial ports were also sent from the same Python pro-
gram during the visual stimulus presentation (Bridges et al.,
2020). Sending the TTL trigger as a time stamp allowed the
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measurement of the time lag between the actual stimulus pre-
sentation time and timing and triggered ones; this is the same
methodology used in psychological and neuroscience research
with external equipment such as brain activity recording.

Method
Apparatus
Experiment software settings

The stimulus presentation in VR was controlled using the
Vizard 6 (64 bit) software (Vizard 6.3, WorldViz, USA) and
the Vizard 7 (64 bit) software (Vizard 7.0, WorldViz, USA)
on a laptop PC (Experiment PC) equipped with an Intel Core
17-10750H (2.6 Hz), Windows 10 operating system (64 bit),
16 GB RAM, and an NVIDIA GeForce RTX 2070 video card
(Alienware m15 R3, DELL, USA). The reason Vizard soft-
ware was used is that it is currently the only Python software
that supports psychological and neuroscientific VR studies
with useful functions for stimulus control. Researchers can
perform and compare VR experiments in both Python 2 and
3 environments directly by Vizard 6 and 7. In experiments
using the Python 2 environment, Vizard 6 was used to gener-
ate and present a visual stimulus, as it is based on Python
2.7.12, whereas in experiments using Python 3, Vizard 7
was used as it is based on Python 3.8.0. These two environ-
ments enabled us to examine whether the different major ver-
sions of the Python language affect stimulus control in VR.
The code was made using the Python 2 to 3 conversion tool
(Python 2 to 3 tool, WorldViz, USA: https://docs.worldviz.
com/vizard/latest/Python2to3.htm#2To3Tool) to maintain
the same coding structure between the two versions. The
vertical synchronization (v-sync) setting of display was al-
ways turned on in both Vizard 6 and 7 to control the stimulus
presentation refresh rates, using the “viz.vsync()” function.
The USB power saving settings of the Experiment PC were
disabled to maintain high-performance connections between
the PC and the VR HMDs.

VR head-mounted display settings

We used two different HMDs for stimulus presentation in VR
in each experiment: an HTC Vive Pro HMD (HTC Vive Pro,
HTC, Taiwan; 2880 x 1600 pixel resolution (1440 x 1600 per
eye), 90-Hz refresh rate), and an Oculus Rift HMD (Oculus
Rift, Facebook Technologies, USA; 2160 x 1200 pixel reso-
lution (1080 x 1200 per eye), 90-Hz refresh rate). The
“Motion Smoothing” system in SteamVR for HTC Vive Pro
(SteamVR 1.15.12, Valve, USA) was disabled because the
frame smoothing systems in modern VR HMDs can change
the frame rate automatically and disturb the stimulus
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presentation based on the programmed frame rate (90 Hz)
during VR experiments. Due to the “Asynchronous Space
Warp” system on Oculus Rift, a frame smoothing system in
Oculus devices that works automatically even if it is turned off
by the Oculus Rift software (Oculus Debug Tool, Facebook
Technologies, USA), we measured the luminance change of
Oculus HMD by turning “CRT Refresh Correction” on in the
Black Box Toolkit.

Evaluation device settings

To evaluate the accuracy and precision of visual stimulus pre-
sentation in milliseconds, Black Box Toolkit (BBTK) (Black
Box Toolkit v2 Elite, The Black Box Toolkit, United
Kingdom, 36 channels with 6-kHz sampling rate), which is
a special measuring device for stimulus timing accuracy and
precision (Bridges et al., 2020; Plant et al., 2004; Wiesing
et al., 2020), was used on another independent laptop PC
(Host PC) equipped with an Intel Core 17-7Y75 (1.6 Hz), a
Windows 10 operating system (64 bit), and 8 GB RAM (Lavie
Direct NM, NEC, Japan) (Figure 1). An opto-sensor connect-
ed from the Black Box Toolkit was attached to the left lens of
the HMDs to measure the luminance changes (BBTK opto-
detector sensor, The Black Box Toolkit, United Kingdom).
TTL triggers were sent to the BBTK through the 1/O port
(USB TTL Event Marking Module, The Black Box Toolkit,
United Kingdom) connected to the Experiment PC. The
PySerial library was used in both Vizard 6 (Python 2) and
Vizard 7 (Python 3) environments to establish this serial port
connection for TTL triggers (https://pythonhosted.org/
pyserial/) (Bridges et al., 2020; Tachibana & Niikuni, 2017).
All evaluation tests were conducted and data were collected
using Digital Stimulus Capture mode that allowed to measure
both the auditory and visual stimuli onsets and offsets with
TTL input triggers in BBTK.

In the experiments using the HTC Vive Pro HMD, the
“CRT Refresh Correction” tool in BBTK was turned off be-
cause the stimulus presentation by HTC’s HMD was mea-
sured by frames correctly, as in CRT displays (11.11 ms per
frame). Moreover, the “CRT Refresh Correction” tool was
turned on during the experiments with Oculus’s HMD due
to Asynchronous Space Warp. This setting enabled the mea-
surement and definition of stimulus duration as TTL triggers.
While the Asynchronous Space Warp was working, a black
blank was inserted automatically after every short refresh of
2-2.5 ms, preventing the measurement of the visual stimulus
presentation by frames. The number of short flashes in the
HMD depended on the number of frames presented. For in-
stance, Oculus HMD flashed four times for 2-2.5 ms each
when the stimulus duration was 4 frames (44.44 ms), and
the black blanks were inserted among these short flashes.
Hence, the time of visual stimulus in Oculus was measured
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Fig. 1 A schematic diagram of evaluation setup

as the duration from the start of the first frame flash to the end
of the last frame flash (cf., Wiesing et al., 2020).

Stimuli

Black and white full-background blanks in VR were used as
visual stimuli. The black background environment (RGB: 0,
0, 0) was generated using the “viz.clearcolor (0, 0, 0)” func-
tion (the arguments “0” correspond to the “0” of each RGB) to
change all colors in the VR environment to black on HTC
Vive Pro (6.65 cd/m?) and Oculus Rift (0.42 cd/m?).
Similarly, when a black background was generated, the white
blank (RGB: 255, 255, 255) in the VR environment was gen-
erated using the “viz.clearcolor (1, 1, 1)” (the arguments “1”
correspond to the “255” of each RGB) on HTC Vive Pro
(116.80 cd/m?) and Oculus Rift (78.24 cd/m?). The luminance
of blanks presented on each HMD was measured by a Iumi-
nance and color meter (CS-150, Konica Minolta, Japan). In
experiments with Python 2 environment, all visual stimuli
were generated and controlled by Vizard 6 (Python 2 code).
Otherwise, this was done using Vizard 7 (Python 3 code).

Procedure

The black-to-white screen transition test, which is a well-
established evaluation for stimulus timing accuracy and precision
(Garaizar & Vadillo, 2014; Krause & Lindemann, 2013;
Tachibana & Niikuni, 2017; Wiesing et al., 2020), was per-
formed in VR. In the experiments, black and white blanks were
shown alternately 1000 times in the HMDs. The duration of each
blank was 11.11,22.22, 33.33, 44.44, or 99.99 ms along with 1,
2, 3,4, and 9 frames of the HMD display, respectively. The
durations of these stimuli were controlled by the function
“viztask.waitFrame()” for the precise frame number of white
and black blanks. The TTL triggers were sent at the onset of each
blank. During the tests, visual stimulus presentation and TTL
triggers were measured using BBTK. This measurement enabled

Transistor-transistor logic trigger
time and timing

Data collection

Black Box Toolkit Host PC

the analysis of differences between the actual time and timing of
stimulus presentation on HMDs and programmed time and
timing by TTL in VR. The test was performed in both Python
2 and 3 environments using two HMDs (HTC Vive Pro and
Oculus Rift) separately. Thus, 20 tests (two Python environments
x two VR HMDs x five stimulus durations) were conducted. The
opto-sensor was calibrated using BBTK sensor threshold man-
ager before the experiments.

Results and discussion

For descriptive statistics analysis, we analyzed the number of
presented stimuli (white blank), the average duration of stimulus
presentation, and the average time lag and its standard deviation
between the onsets of TTL triggers and stimulus presentation
(Bridges et al., 2020; Le Chénéchal & Chatel-Goldman, 2018,
Reimers & Stewart, 2016) (Table 1). If the number of presented
stimuli did not reach the expected count of 1000 (1000 means
correct presented number of stimuli synchronized with the frame
rates), we excluded it from the analyses of duration and time lag.
This data screening enabled us to clarify whether the vertical
synchronization worked correctly and what was the sufficient
frame number for accurate stimulus presentation in each HMD.
Additionally, as shown in Table 1, this screening was performed
because the data of stimulus duration and time lag from incor-
rectly presented number of stimuli (e.g., 53/1000 times in
11.11 ms with Oculus HMD) should not be analyzed with data
from correctly presented number of stimuli (1000/1000 times)
due to the differences in the sample number.

Number of stimulus presentations

The white blank was perfectly presented 1000/1000 times with
the expected durations, except for the 11.11-ms duration in
Python 2 with Oculus Rift (53/1000 times) and Python 3 with
Oculus Rift (87/1000 times) environments, indicating that it was
difficult to present visual stimuli for one frame accurately.
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Table 1 Summary of the number of presented visual stimuli, average duration, and onset lag
ExpecFed Number.of Times Duration (ms) Time Lag (ms)
Software HMD Duration the White Blank
(ms) Was Presented
Mean SD Mean SD

Python 2 HTC Vive Pro 11.11 1000 10.68 0.11 18.43 0.13
22.22 1000 21.85 1.06 18.50 0.62

33.33 1000 32.95 0.71 18.46 0.50

44.44 1000 44.05 0.10 18.42 0.14

99.99 1000 99.58 0.12 18.41 0.14

Oculus Rift 11.11 53 399.04 481.46 7201.93 6437.44

22.22 1000 13.33 0.36 17.74 0.16

33.33 1000 24.47 0.08 17.74 0.18

44.44 1000 35.55 0.10 17.77 0.16

99.99 1000 91.35 2.25 17.71 0.31

Python 3 HTC Vive Pro 11.11 1000 10.81 0.10 18.58 0.14
22.22 1000 21.84 0.38 18.51 1.22

33.33 1000 32.96 0.09 18.45 0.50

44.44 1000 44.05 0.37 18.48 1.14

99.99 1000 99.62 0.71 18.42 0.31

Oculus Rift 11.11 87 235.18 123.06 8838.85 5577.82

22.22 1000 13.32 0.37 17.83 0.35

33.33 1000 24.43 0.37 17.81 0.16

44.44 1000 35.55 0.10 17.78 0.16

99.99 1000 91.04 0.71 17.88 0.25

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

Duration of stimulus presentation

Overall, there were no differences between the Python 2 and
Python 3 environments. The average stimulus duration of the
Oculus Rift was 8-9 ms shorter than the expected duration.
HTC Vive Pro was accurate for all the expected durations. In
both HMDs, the standard deviations were less than 1 ms,
indicating high precision.

Time lag of stimulus presentation

Similar to the duration, there were no differences be-
tween Python 2 and Python 3, and the standard devia-
tions were under 1 ms overall. Importantly, there was a
17—-18-ms time lag from the TTL trigger to present visual
stimulus in every condition, suggesting that it is a con-
stant delay for visual stimuli in VR using Python
environments.
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Experiment 2: Auditory stimulus presentation

In Experiment 2, the accuracy and precision of auditory stim-
uli in VR were evaluated using the same procedure as in
Experiment 1.

Method
Apparatus

A microphone (BBTK digital microphone, Black Box
Toolkit, United Kingdom) was used instead of an opto-
sensor to measure auditory stimulus presentation. The micro-
phone was attached to the left speaker of the HMD. The sound
settings of the HMD’s active speaker were activated by
SteamVR for HTC Vive Pro and the Oculus software for
Oculus Rift. The other apparatus was identical to that used
in Experiment 1.



Behav Res (2022) 54:729-751

735

Stimuli

We used a pure tone sound (440-Hz sine wave; 44.1-kHz
sampling rate; 16-bit depth; 74 dB (A) in HTC HMD, 72 dB
(A) in Oculus HMD) as the auditory stimulus. The stimulus
was created by the WaveGene software (WaveGene Ver 1.40,
Japan: https://efu.jp.net/) and imported into Vizard programs
by the “viz.playSound()” function to preload the auditory
stimulus.

Procedure

In the experiment, silence (no sound) and sine-wave sound
were presented alternately 1000 times. There was no visual
stimulus presentation in the experiments (the background col-
or remained black). The duration of each time was 11.11,
22.22,33.33, 44.44, or 99.99 ms, as in Experiment 1. These
stimulus durations were controlled by the function
“viztask.waitFrame()” for the precise frame number of sine
waves as well as silences. The TTL triggers were sent at each
sound onset. During the experiments, the auditory stimulus
presentation and TTL triggers were measured using BBTK.
The test was performed in both Python 2 and 3 environments
using two HMDs (HTC Vive Pro and Oculus Rift), and 20
tests (two Python environments x two VR HMDs % five stim-
ulus durations) were conducted. The microphone was calibrat-
ed using BBTK sensor threshold manager before the
experiments.

Results and discussion

The data were analyzed in the same manner as in Experiment 1
(Table 2).

Number of stimulus presentations

The pure tone sound was perfectly presented 1000 times, ex-
cept for the 11.11-ms and 22.22-ms duration. In 11.11 ms, the
tone sound was out of control (1 or 2 /1000 times). In these
conditions, stimulus presentation by frame rate did not work
correctly and the sound was poor with frequent breaks, indi-
cating that the auditory stimulus needed to have a duration of
at least 30 ms.

Duration of stimulus presentation

Overall, there were no differences between Python 2 and
Python 3. In addition, the mean duration in both HTC and
Oculus HMDs was accurate and almost the same. In contrast
to the visual stimulus, the standard deviations were bigger
(over 4 ms) in 33.33-ms and 44.44-ms duration. In 99.99
ms, the standard deviations were improved to under 4 ms.

Time lag of stimulus presentation

Although there were no differences between Python 2 and
Python 3, the time lag was larger than in the visual stimulus
presentation. In the HTC HMD, there was a constant 38-ms
delay from the TTL trigger to present the auditory stimulus. In
the Oculus HMD, there was a 57-ms delay. The standard
deviations were approximately 3 ms for both HTC and
Oculus HMDs, suggesting that the timing accuracy depends
on the hardware for the auditory stimulus. These results indi-
cate that the presentation of the auditory stimulus had a lower
timing accuracy and precision than the visual stimulus.

Experiment 3: Audio-visual stimulus
presentation

In Experiment 3, the accuracy and precision of audio—visual
stimulus presentation in VR were evaluated. This experiment
facilitated the measurement of the SOA between auditory and
visual stimuli that occurs constantly in VR controlled by
Python environments.

Method
Apparatus

The apparatus was identical to that of Experiments 1 and 2.
Both the microphone and the opto-sensor were used to mea-
sure the audio—visual stimulus presentation simultaneously.

Stimuli

The same stimuli as in Experiments 1 and 2 were used.

Procedure

The procedures of Experiments 1 and 2 were combined. Tests
of black-to-white screens with sound were performed in VR. In
the test, black and white blanks were shown alternately 1000
times in the HMDs. At the same time as the white blank, a sine-
wave sound was presented for the same duration, while there
was no sound during the black background presentation. The
durations of each blank and sound were 11.11, 22.22, 33.33,
44.44, or 99.99 ms respectively. As in Experiments 1 and 2, the
duration of these stimuli was controlled by the function
“viztask.waitFrame()” for the precise frame number of both
auditory and visual stimuli. TTL triggers were sent at the onset
of each blank. During the tests, the visual and auditory stimulus
presentations and TTL triggers were measured using BBTK.
Similar to Experiments 1 and 2, 20 tests (two Python environ-
ments X two VR HMDs x five stimulus durations) were
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Table2  Summary of the number of presented sounds, mean duration, and onset lag
Duration Sounds
(ms) Mean SD Mean SD

Python 2 HTC Vive Pro 11.11 1 22219.75 0.00 37.50 0.00
22.22 224 168.56 107.01 17033.58 9979.78

33.33 1000 33.76 4.50 37.67 2.87

44.44 1000 44.41 4.93 37.76 2.87

99.99 1000 99.96 1.45 37.74 2.94

Oculus Rift 11.11 2 11090.50 2610.00 4298.75 4244.00

22.22 229 164.60 109.62 16779.58 9992.74

33.33 1000 34.19 4.53 57.50 3.16

44.44 1000 46.01 6.71 57.95 2.83

99.99 1000 103.79 2.54 58.12 3.30

Python 3 HTC Vive Pro 11.11 2 11089.88 1959.88 6572.88 6538.63
22.22 227 166.02 107.14 16867.94 10061.45

33.33 1000 33.67 4.59 37.76 2.89

44.44 1000 44.49 4.93 37.77 2.85

99.99 1000 99.96 1.14 37.87 2.92

Oculus Rift 11.11 1 22210.50 0.00 56.25 0.00

22.22 223 169.83 109.85 17161.99 10012.18

33.33 1000 33.64 4.47 56.19 2.75

44.44 1000 44.58 4.92 57.08 2.81

99.99 1000 100.48 3.36 57.58 2.16

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

conducted. The microphone and opto-sensors were calibrated
by BBTK sensor threshold manager before the experiments.

Results and discussion

In addition to the analyses used in Experiments 1 and 2
(Appendix Table 9), we analyzed the time lag between visual
and auditory stimuli (Table 3).

Number of stimulus presentations

Each presented number of auditory and visual stimuli was the
same as in Experiments 1 and 2. The visual stimulus was
presented 1000 times, except for the 11.11-ms duration in
Python 2 with Oculus Rift (40/1000 times) and Python 3 with
Oculus Rift (112/1000 times) environments. For the auditory
stimulus, stimulus presentation in the 11.11-ms and 22.22-ms
durations did not work correctly, exhibiting disturbed sound
in both HTC and Oculus HMDs (1/1000 times).
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Duration of Stimulus Presentation

Opverall, the duration of auditory and visual stimuli was the same
as in Experiments 1 and 2. There were no differences between
Python 2 and 3 in each condition. The mean visual stimulus
duration of Oculus Rift was 89 ms (1 frame approximately)
shorter than the expected duration, whereas HTC Vive Pro had
an accurate duration for all expected durations. In both HTC
Vive Pro and Oculus Rift, the standard deviations were less than
1 ms, indicating high precision. The mean duration of the audi-
tory stimulus in HTC and Oculus HMDs was accurate and al-
most the same. Similarly as in Experiment 2, the standard devi-
ations were slightly bigger (over 4 ms) in the 33.33-ms and
44.44-ms durations than in the 99.99-ms duration.

Time lag of stimulus presentation

Consistent with the results of Experiments 1 and 2, there were
stable time lags for both stimuli. For the visual stimulus, a 17—
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Table 3  Summary of the time lag between auditory and visual stimuli

Audio-Visual Stimulus

Software HMD Expected Time Lag (ms)
Duration
(ms) Mean SD

Python 2 HTC Vive Pro 11.11 22.25 0.00
22.22 17305.47 9950.04

33.33 19.23 2.95

44.44 19.32 2.88

99.99 19.31 3.02

Oculus Rift 11.11 15713.04 6394.48

22.22 17321.38 10013.56

33.33 41.09 2.73

44.44 39.94 2.82

99.99 39.61 0.80

Python 3 HTC Vive Pro 11.11 23.75 0.00
22.22 17317.48 9997.84

33.33 19.30 2.89

44.44 19.33 2.90

99.99 19.49 3.08

Oculus Rift 11.11 36.50 0.00

22.22 17290.84 9992.11

33.33 39.00 2.65

44.44 39.46 2.83

99.99 36.75 0.08

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

18-ms time lag (SD < 1 ms) occurred in each condition. In the
auditory stimulus, the time lag was larger than the visual stim-
ulus presentation: 37-ms time lag in the HTC Vive Pro, and
58-ms time lag in the Oculus Rift. The standard deviations
were approximately 3 ms for both HMDs. There were no
differences between the Python 2 and 3 environments. These
results indicate that there was no negative interaction that
could cause a more unstable time lag even if the auditory
and visual stimuli were presented simultaneously.

Time lag between auditory and visual stimuli

There were consistent time lags, depending on the HMDs. The
HTC Vive Pro and Oculus Rift had time lags of approximately
19 and 39 ms, respectively, between the auditory and visual
stimuli in every condition. The standard deviations of these
lags were almost identical, at 3 ms. Similar to the results
above, there were no differences between the Python 2 and
3 environments overall.
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Experiment 4A: Visual stimulus presentation
with gray-to-gray screen transitions

In Experiments 4 A and B, the accuracy and precision of
complex visual stimuli in VR developed in Python envi-
ronments were evaluated with the method used in
Experiment 1. Previous studies have shown that the
gray-to-gray transitions of LCD have a different temporal
resolution due to their slower rise and fall time of lumi-
nance change than black-to-white transitions (Poth et al.,
2018). Thus, in Experiment 4A, gray-to-gray screen tran-
sition tests in which the screen changes from a gray level
to a different gray level were conducted to measure the
effects of gray-to-gray changes on visual stimulus presen-
tation in VR HMDs.

Method
Apparatus

The apparatus was identical to the apparatus of Experiment 1.

Stimuli

Full-background blanks in VR with 10% and 90% luminance
were used as visual stimuli. The 10% luminance blank was a
dark gray level on HTC Vive Pro (11.68 cd/m?, generated by
viz.clearcolor (0.32, 0.32, 0.32)) and Oculus Rift (7.82 cd/m?,
generated by viz.clearcolor (0.34, 0.34, 0.34)). The 90% lu-
minance blank was a light gray level on HTC Vive Pro
(105.12 cd/mz, generated by viz.clearcolor (0.97, 0.97,
0.97)) and Oculus Rift (70.42 cd/m?, generated by
viz.clearcolor (0.93, 0.93, 0.93)). Similarly to Experiment 1,
all visual stimuli were generated and controlled by Vizard 6
(Python 2 code) in experiments with the Python 2 environ-
ment. Otherwise, this was done using Vizard 7 (Python 3
code).

Procedure

The gray-to-gray screen transition test was performed in VR.
In the experiments, 10% gray-level and 90% gray-level blanks
were shown alternately 1000 times in the HMDs. The duration
of each blank was 11.11, 22.22, 33.33, 44.44, or 99.99 ms.
The rest of the procedure was the same as in Experiment 1.
Twenty tests (two Python environments x two VR HMDs x
five stimulus durations) were conducted. The opto-sensor was
calibrated using BBTK sensor threshold manager before the
experiments.
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Results and discussion

We analyzed the number of presented stimuli (90% gray-level
blank), the average duration of stimulus presentation, and the
average time lag and its standard deviation between the onsets
of TTL triggers and stimulus presentation (Table 4). If the
number of the presented stimuli did not reach the expected
count of 1000, we excluded it from the analyses of duration
and time lag.

Number of stimulus presentations

The 90% gray-level blank was perfectly presented 1000/1000
times with the expected durations, except for the 11.11-ms
duration in Python 2 with Oculus Rift (1/1000 times) and
Python 3 with Oculus Rift (1/1000 times) environments, indi-
cating that it was difficult to present visual stimuli for one
frame accurately. These results were consistent with those of
Experiment 1.

Duration of stimulus presentation

The results were consistent with the results of Experiment 1
(black and white screen transition). There were no differences
between the Python 2 and Python 3 environments. The aver-
age stimulus duration of the Oculus Rift was 8—9 ms shorter
than the expected duration. HTC Vive Pro was accurate for all
the expected durations. In both HMDs, the standard deviations
were less than 1 ms, indicating high precision.

Time lag of stimulus presentation

Similar to the duration, there were no differences between
Python 2 and Python 3, and the standard deviations were
under 1 ms overall. Consistent with the results of
Experiment 1, there was a 17—18-ms time lag from the TTL
trigger to present visual stimulus in every condition, suggest-
ing that the same time lag occurs in gray-to-gray transitions.

Experiment 4B: Visual stimulus presentation
using complex virtual scene

In Experiment 4B, the accuracy and precision of complex
virtual scene as visual stimulus in VR were evaluated. As
described in Wiesing et al. (2020), complex visual stimuli
such as 3D virtual scenes are quite typical for VR experiments
and have a high rendering workload (various 3D objects and
textures in a scene) to present as visual stimuli. In contrast,
simple stimuli (i.e., black, white, and gray-level blanks) have a
minimum rendering workload in VR environments.
Evaluation of the stimulus presentation with complex virtual
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Table 4 Summary of the number of presented 90% gray-level blanks, average duration, and onset lag

Expected Number of . .
. Duration (ms) Time Lag (ms)
Software HMD Duration Presented 90%
(ms) Gray Level Blanks

Mean SD Mean SD
Python 2 HTC Vive Pro 11.11 1000 10.28 0.09 18.54 0.11
22.22 1000 21.41 0.12 18.53 0.15
33.33 1000 32.52 0.07 18.55 0.10
44.44 1000 43.63 0.12 18.51 0.19
99.99 1000 99.16 0.12 18.63 0.43
Oculus Rift 11.11 1 22202.25 0.00 3549.27 594.83
22.22 1000 13.06 0.10 17.89 0.14
33.33 1000 24.18 0.37 17.92 0.19
44.44 1000 35.28 0.08 17.69 0.12
99.99 1000 90.75 0.00 17.96 0.11
Python 3 HTC Vive Pro 11.11 1000 10.27 0.06 18.55 0.10
22.22 1000 21.40 0.12 18.50 0.15
33.33 1000 32.51 0.06 18.54 0.11
44.44 1000 43.62 0.12 18.56 0.10
99.99 1000 99.00 0.06 18.47 0.08
Oculus Rift 11.11 1 22202.25 0.00 3593.54 599.90
22.22 1000 13.22 0.08 17.86 0.16
33.33 1000 24.34 0.37 17.78 0.11
44.44 1000 35.46 0.37 17.72 0.21
99.99 1000 91.00 0.00 17.79 0.13

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

scenes provides evidence on whether there is a longer time lag
than with stimuli with low rendering workload.

Method
Apparatus

The apparatus was identical to that of Experiment 4A.

Stimuli

To use a highly realistic VR environment with high rendering
workload (Wiesing et al., 2020), a VR scene “piazza” which is
implemented in both Vizard 6 and 7 as a standard model was
used as a visual stimulus on HTC Vive Pro (31.67 cd/m?) and
Oculus Rift (23.74 cd/m?) (“piazza.osgb”: https://docs.
worldviz.com/vizard/latest/#Old_Book/Adding 3D Models.
htm) (Figure 2). The black full-background blank used in
Experiment 1 was also used as visual stimulus. All visual
stimuli were generated and controlled by Vizard 6 (Python 2

code) in experiments with the Python 2 environment.
Otherwise, this was done using Vizard 7 (Python 3 code).

Procedure

The procedure was the same as in Experiment 1 except for the
visual stimulus. The VR scene was used instead of the white
blank. In the tests, the VR scene and black blank were pre-
sented alternately 1000 times in the HMDs. The opto-sensor
was calibrated using BBTK sensor threshold manager before
the experiments.

Results and discussion

We analyzed the number of presented stimuli (VR scene),
the average duration of stimulus presentation, and the av-
erage time lag and its standard deviation between the on-
sets of TTL triggers and stimulus presentation (Table 5). If
the number of presented stimuli did not reach the expected
count of 1000, we excluded it from the analyses of duration
and time lag.
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Fig.2 A screenshot ofthe VR scene in HMDs. This screenshot was taken
from Vizard software in HTC Vive Pro with SteamVR

Number of stimulus presentations

The VR scene was perfectly presented 1000/1000 times with
the expected durations, except for the 11.11-ms duration in
Python 2 with Oculus Rift (1/1000 times) and Python 3 with
Oculus Rift (1/1000 times) environments, indicating that it
was difficult to present visual stimuli for one frame accurately.
These results were consistent with the results of Experiments
1 and 4A.

Duration of stimulus presentation

The results were consistent with Experiments 1 (black
and white screen transition) and 4A (gray-to-gray screen
transition). There were no differences between the
Python 2 and Python 3 environments. The average stim-
ulus duration of the Oculus Rift was 89 ms shorter
than the expected duration. HTC Vive Pro was accurate
for all the expected durations. In both HMDs, the stan-
dard deviations in 99.99-ms duration were relatively
long: 1-3 ms.

Time lag of stimulus presentation

There were no differences in the time lags between Python 2
and Python 3, and the standard deviations were under 1 ms
overall. Consistent with the results of Experiment 1, there was
a 17-18-ms time lag from the TTL trigger to visual stimulus
presentation in every condition, suggesting that the same time
lag occurs in VR scene presentation.

The pink-highlighted data represent no accuracy of stimu-
lus presentation. HMD: head-mounted display. SD: standard
deviation.
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Experiment 5: Complex auditory stimulus
presentation

Complex auditory stimuli such as realistic background music
(BGM) or sound effects in VR scene are more typically used
in VR experiments than a simple tone sound. As the complex
visual stimuli tested in Experiment 4B, we evaluated the ac-
curacy and precision of complex auditory stimuli in VR envi-
ronments using the procedure of Experiment 2.

Method

Apparatus

The apparatus was identical to that of Experiment 2.
Stimuli

We used a daily life sounds of a “piazza” (“07035152.wav”;
BBC Sound Effects: https://sound-effects.bbcrewind.co.uk/
search?q=piazza; 44.1-kHz sampling rate; 16-bit depth; 84
dB (A) in HTC HMD, 78 dB (A) in Oculus HMD) as the
auditory stimulus. These are realistic daily life sounds of
Piazza Navona which are congruent with the VR scene stim-
ulus in Experiment 4B. The stimulus was edited by the
Audacity software (Audacity Ver 3.0.2, The Audacity Team:
https://www.audacityteam.org/) to cut the silent part of the
sound file out because there were no sounds for the first few
seconds in the original file. The stimulus was imported into
Vizard programs by the “viz.playSound()” function to preload
the auditory stimulus in the same way as in Experiment 2.

Procedure

The procedure was the same as in Experiment 2 except for the
auditory stimulus. The complex sound was used instead of the
pure tone sound. In tests, the complex sound and silence (no
sound) were presented alternately 1000 times in the HMDs.
The microphone was calibrated using BBTK sensor threshold
manager before the experiments.

Results and discussion

The data were analyzed in the same manner as in Experiment
2 (Table 6).

Number of stimulus presentations

The results were consistent with Experiment 2. The complex
sound was perfectly presented 1000 times, except for the
11.11-ms and 22.22-ms durations. The complex sound in
those durations did not work as expected. In these conditions,
the stimulus presentation by frame rate did not work correctly,
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Table 5 Summary of the number of presented VR scenes, average duration, and onset lag
Number of . )
Expected Duration (ms) Time Lag (ms)
Software HMD ) Presented VR
Duration (ms)
Scenes Mean SD Mean SD

Python 2 HTC Vive Pro 11.11 1000 10.65 0.12 18.44 0.10
22.22 1000 21.77 0.10 18.42 0.13

33.33 1000 32.88 0.12 18.40 0.12

44.44 1000 43.98 0.09 18.42 0.17

99.99 1000 99.57 1.76 18.43 0.11

Oculus Rift 11.11 1 22202.25 0.00 1696.11 406.95

22.22 1000 13.34 0.12 18.03 0.20

33.33 1000 24.49 0.04 17.95 0.15

44.44 1000 35.56 0.11 17.94 0.13

99.99 1000 91.14 3.52 17.98 0.09

Python 3 HTC Vive Pro 11.11 1000 10.64 0.12 18.55 0.55
22.22 1000 21.76 0.11 18.43 0.19

33.33 1000 3291 1.41 18.43 0.16

44.44 1000 43.96 0.36 18.44 0.12

99.99 1000 99.51 1.06 18.75 1.19

Oculus Rift 11.11 1 22202.25 0.00 2777.78 509.34

22.22 1000 13.34 0.12 18.06 0.14

33.33 1000 24.45 0.10 17.91 0.19

44.44 1000 35.68 2.56 18.03 0.18

99.99 1000 91.20 3.16 18.01 0.15

and the sound was poor with frequent breaks, indicating that
the complex sound stimuli needed to have a duration of at
least 30 ms for accurate presentation, similar to the pure tone
sound.

Duration of stimulus presentation

Overall, there were no differences between Python 2 and
Python 3 in the duration of stimulus presentation. In addition,
the mean durations in both HTC and Oculus HMDs were
accurate and almost the same. Consistent with the results of
Experiment 2, the standard deviations were bigger (over 4 ms)
in 33.33-ms and 44.44-ms durations. In 99.99 ms, the standard
deviations were improved to under 4 ms, indicating that the
precision of sound stimuli in VR HMDs becomes stable if its
duration is over 100 ms.

Time lag of stimulus presentation

There were no differences in time lag between Python 2 and
Python 3. The time lag was larger than in the visual stimulus
presentation in Experiments 1, 4A, and 4B. In the HTC HMD,
there was a constant 38-ms delay from the TTL trigger to the

auditory stimulus presentation. In the Oculus HMD, there was
a 57-ms delay in 33.33-ms and 44.44-ms durations. In the
99.99-ms duration in Oculus HMD, the time lag was a slightly
longer 60 ms with under 1-ms jitter. The other standard devi-
ations (in 99.99 ms in HTC HMD, in 33.33 ms and 44.44 ms
in both HMDs) were approximately 3 ms, suggesting that the
timing accuracy depends on the hardware for the auditory
stimulus. Consistent with the results of Experiment 2, these
results indicate that the presentation of the auditory stimulus
had a lower timing accuracy and precision than the presenta-
tion of a visual stimulus.

Experiment 6A: Audio-visual stimulus
presentation with gray-to-gray screen
transition

In Experiment 6A, the accuracy and precision of audio—visual
stimulus presentation using gray-level screens with complex
sound were evaluated. This experiment was conducted to test
whether the SOA between auditory and visual stimuli in gray-
to-gray screen transitions changed in VR environments.
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Table 6 Summary of the number of presented sounds, mean duration, and onset lag

Number of . )
Expected Duration (ms) Time Lag (ms)
Software HMD . Presented
Duration (ms)
Sounds Mean SD Mean SD

Python 2 HTC Vive Pro 11.11 1 22210.25 0.00 12667.24 6414.96
22.22 224 169.12 112.49 19095.79 21744.54

33.33 1000 34.26 4.37 37.70 2.88

44.44 1000 45.12 5.20 37.71 2.88

99.99 1000 100.48 1.08 37.53 2.95

Oculus Rift 11.11 1 22210.50 0.00 13086.18 6418.87

22.22 775 33.80 22.69 5340.25 19528.81

33.33 1000 34.16 4.87 58.09 3.09

44.44 1000 44.68 4.78 57.65 2.85

99.99 1000 100.59 0.12 60.57 0.13

Python 3 HTC Vive Pro 11.11 1 22200.25 0.00 12774.30 6415.19
22.22 226 167.38 106.69 18369.50  21639.96

33.33 1000 34.32 452 37.72 2.87

44.44 1000 45.13 5.20 37.70 2.88

99.99 1000 100.47 1.02 37.81 2.95

Oculus Rift 11.11 1 22210.50 0.00 13359.58 6419.42

22.22 778 33.63 22.58 5267.11  19401.75

33.33 1000 33.83 4.71 57.32 2.74

44.44 1000 44.77 4.74 57.13 2.87

99.99 1000 100.65 0.12 61.35 0.15

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

Method
Apparatus

The apparatus was identical to that of Experiments 4A and 5.
Both the microphone and the opto-sensor were used to mea-
sure the audio—visual stimulus presentation simultaneously.

Stimuli

The same stimuli as in Experiments 4A and 5 were used.

Procedure

All procedures were identical to Experiment 3 except for the
auditory and visual stimuli. Tests of gray-to-gray screens with
complex sound were performed in VR. In 90% gray-level
screen presentation, the complex sound was presented simul-
taneously, whereas there was no sound in 10% gray-level
screen. The microphone and opto-sensors were calibrated by
BBTK sensor threshold manager before the experiments.
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Results and discussion

Analyses were performed in the same way as in Experiment 3
(Appendix Table 10) (Table 7).

Number of stimulus presentations

The numbers of presented number auditory and visual
stimuli were consistent with those in Experiments 4A
and 5. The visual stimulus was presented 1000 times,
except for the 11.11-ms duration in Python 2 with
Oculus Rift (445/1000 times) and Python 3 with
Oculus Rift (445/1000 times) environments. For the au-
ditory stimulus, stimulus presentation in the 11.11-ms
and 22.22-ms durations did not work correctly,
exhibiting disturbed sound in both HTC (1/1000 times
in 11.11 ms with both Python 2 and 3, 229/1000 times
in 22.22 ms with Python 2, 226/1000 times in 22.22 ms
with Python 3) and Oculus HMDs (1/1000 times in
11.11 ms with both Python 2 and 3, 785/1000 times in
22.22 ms with Python 2, 795/1000 times in 22.22 ms
with Python 3).
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Duration of stimulus presentation

Overall, the duration of auditory and visual stimuli was the
same as in Experiments 4A and 5. There were no differences
between Python 2 and 3 in each condition. The mean visual
stimulus duration of Oculus Rift was 8-9 ms (approximately 1
frame) shorter than the expected duration, whereas HTC Vive
Pro had an accurate duration for all expected durations. In
both HTC Vive Pro and Oculus Rift, the standard deviations
were less than 1 ms, indicating high precision. The mean
duration of the auditory stimulus in HTC and Oculus HMDs
was accurate and almost the same. Similarly to Experiments 2
and 5, the standard deviations were slightly bigger (over 4 ms)

Table 7 Summary of the time lag between auditory and visual stimuli

in the 33.33-ms and 44.44-ms duration than in the 99.99-ms
duration (under 4 ms), indicating that the precision of sound
stimuli in VR HMDs becomes stable when the duration is
over 100 ms, even in the audio—visual stimulus presentation.

Time lag of stimulus presentation

Consistent with the results of Experiments 4A and 5, there
were stable time lags for both stimuli. For the visual stimulus,
a 17-18-ms time lag with 1-ms jitter occurred in each condi-
tion. In the auditory stimulus, the time lag was larger than the
visual stimulus presentation: 37 ms time lag in the HTC Vive
Pro, and 58 ms time lag in the Oculus Rift. The standard

Audio-Visual Stimulus

Expected .
) Time Lag (ms)
Software HMD Duration

(ms) Mean SD
Python 2 HTC Vive Pro 11.11 13240.78 6416.10
22.22 18445.45  21531.24
33.33 19.38 2.91
44 .44 19.36 2.89
99.99 19.34 2.90
Oculus Rift 11.11 5983.14 7941.34
22.22 5021.49 19246.98
33.33 39.42 2.76
44.44 39.38 2.93
99.99 38.75 0.02
Python 3 HTC Vive Pro 11.11 13295.11 6416.22
22.22 18699.65  21755.71
33.33 19.37 2.96
44 .44 19.40 2.88
99.99 19.21 2.86
Oculus Rift 11.11 6042.63 7997.44
22.22 4631.32 18828.27
33.33 39.84 2.76
44 .44 39.67 2.85
99.99 39.25 0.02

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.
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deviations were approximately 3 ms for both HMDs. There
were no differences between the Python 2 and 3 environ-
ments. These results indicate that there was no negative inter-
action that could cause a more unstable time lag even if the
complex sound and gray-level visual stimuli were presented
simultaneously.

Time lag between auditory and visual stimuli

Similarly to Experiment 3, there were constant time lags, de-
pending on the type of HMD. The HTC Vive Pro and Oculus
Rift had time lags of approximately 19 and 39 ms, respective-
ly, between the auditory and visual stimuli in every condition.
The standard deviations of these lags were approximately
3 ms except for Oculus HMD in 99.99-ms duration (less than
1 ms), suggesting that Oculus HMD may became more stable
if the stimulus duration is over 100 ms. There were no differ-
ences between the Python 2 and 3 environments overall.

Experiment 6B: Audio-visual stimulus
presentation using VR scene with complex
sound

In Experiment 6B, the accuracy and precision of audio—visual
stimulus presentation using a VR scene with complex sounds
were evaluated. This experiment facilitated the measurement
of more realistic SOA in VR experiments with high rendering
workload controlled by Python environments.

Method
Apparatus

The apparatus was identical to that of Experiments 4B and 5.
Both the microphone and the opto-sensor were used to mea-
sure the audio—visual stimulus presentation simultaneously.

Stimuli
The same stimuli as in Experiments 4B and 5 were used.
Procedure

The procedure was identical to the procedure of Experiment
6A, except for the visual stimulus. The realistic VR scene used
in Experiment 4B was used instead of 90% gray screen stim-
ulus. The black blank was used as visual stimulus instead of
10% gray screen. When the VR scene was presented, the
complex sound was presented simultaneously, whereas there
was no sound during the black blank presentation. The micro-
phone and opto-sensors were calibrated by BBTK sensor
threshold manager before the experiments.
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Results and discussion

Analyses were performed in the same way as in Experiments 3
and 6A (Appendix Table 11) (Table 8).

Number of stimulus presentations

The presented numbers of auditory and visual stimuli were
consistent with those in Experiments 6A. The visual stimulus
was presented 1000 times, except for the 11.11-ms duration in
Python 2 with Oculus Rift (5§74/1000 times) and Python 3
with Oculus Rift (526/1000 times) environments. For the au-
ditory stimulus, stimulus presentation in the 11.11-ms and
22.22-ms durations did not work correctly, exhibiting dis-
turbed sound in both HTC (1/1000 times in 11.11 ms with
both Python 2 and 3, 284/1000 times in 22.22 ms with Python
2, 292/1000 times in 22.22 ms with Python 3) and Oculus
HMDs (1/1000 times in 11.11 ms with both Python 2 and 3,
779/1000 times in 22.22 ms with Python 2, 806/1000 times in
22.22 ms with Python 3).

Duration of stimulus presentation

Overall, the durations of the auditory and visual stimuli were
the same as in Experiments 4B and 5. There were no differ-
ences between Python 2 and 3 in each condition. As in
Experiments 1, 3, 4A, 4B, and 6A, the mean visual stimulus
duration of Oculus Rift was 8-9 ms (1 frame approximately)
shorter than the expected duration, whereas HTC Vive Pro
had an accurate duration for all expected durations. In both
HTC Vive Pro and Oculus Rift, the standard deviations were
less than 1 ms, indicating high precision. The mean duration
of the auditory stimulus in HTC and Oculus HMDs was ac-
curate and almost the same as in Experiments 5 and 6A. The
standard deviations were also slightly bigger (over 4 ms) in the
33.33 ms and 44.44 ms duration than in the 99.99 ms duration
(under 4 ms).

Time lag of stimulus presentation

Consistent with the results of Experiments 4B and 5, there
were stable time lags for both stimuli. For the visual stimulus,
there was a constant 18-ms time lag (less than 1-ms jitter). In
the auditory stimulus, the time lag was larger than that of the
visual stimulus presentation: 37-ms time lag in the HTC Vive
Pro and 58-ms time lag in the Oculus Rift. Similarly to
Experiment 5, the standard deviations slightly improved (un-
der 2 ms) in 99.99-ms duration with Oculus HMD, whereas
the other standard deviations were approximately 3 ms for
both HMDs, suggesting that timing precision for auditory
stimulus depends on the hardware devices. There were no
differences between the Python 2 and 3 environments.
Overall, these results indicate that there was no negative
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Table 8 Summary of the time lag between auditory and visual stimuli

Audio-Visual Stimulus

Expected .
) Time Lag (ms)
Software HMD Duration

(ms) Mean SD
Python 2 HTC Vive Pro 11.11 12521.88 6414.65
22.22 16775.18  23306.98
33.33 19.09 3.39
44 .44 19.17 2.89
99.99 19.17 2.88
Oculus Rift 11.11 7922.93 8355.89
22.22 5233.40 19278.76
33.33 39.41 2.76
44 .44 39.52 2.92
99.99 43.25 0.02
Python 3 HTC Vive Pro 11.11 12555.00 6414.71
22.22 16430.76  23352.66
33.33 19.21 2.91
44.44 19.19 2.88
99.99 19.29 3.00
Oculus Rift 11.11 7639.86 8624.26
22.22 4571.72 18462.69
33.33 40.17 2.76
44 .44 39.20 2.82
99.99 38.31 1.63

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

interaction that could cause a more unstable time lag even if
the complex VR scene and auditory stimuli were presented
simultaneously.

Time lag between auditory and visual stimuli

Similarly to Experiment 6A, there were constant time lags,
depending on the type of HMD. The HTC Vive Pro and
Oculus Rift had time lags of approximately 19 and 39 ms,
respectively, between the auditory and visual stimuli in every
condition. The standard deviations of these lags were approx-
imately 3 ms except for Oculus HMD in 99.99 ms (around 1

ms), suggesting that Oculus HMD became more stable if the
stimulus duration is over 100 ms. There were no differences
between the Python 2 and 3 environments overall.

General discussion

This study systematically evaluated the accuracy and preci-
sion of visual, auditory, and audio—visual stimulus presenta-
tions in VR controlled by Python environments. The results
clearly showed that there is a stable time lag and jitter for each
stimulus. The time lag for visual stimulus was approximately
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18 ms, whereas for auditory stimuli, it was 37 ms and 58 ms
on the HTC Vive Pro and Oculus Rift, respectively. These
time lags indicate that there is a considerable 20 ms SOA for
HTC’s HMD and 40 ms SOA for Oculus’s HMD when the
auditory and visual stimuli are presented simultaneously even
when complex stimuli with high rendering workloads were
used. For the auditory stimulus, a duration of at least 30 ms
(three frames) was required to present it without sound distor-
tion. Importantly, these results were consistent in both Python
2 and 3, indicating no differences between those environments
for stimulus presentation.

In Experiment 1, the visual stimulus was presented 18 ms
after the TTL trigger in every condition with high precision (on-
set jitter was under 1 ms approximately). This result is consistent
with the previous study that evaluated HTC Vive Pro HMD
using the Python API (mean time lag = 18.35 ms, SD = 0.96
ms) (Le Chénéchal & Chatel-Goldman, 2018). In their studies,
the time lag was directly tested by native OpenVR wrapped in a
Python library to establish a low-level (minimal overload for
rendering) Python API, whereas our studies used Vizard, which
is a large Python application for VR experiments, on both Python
2 and 3. Thus, the same time lags of 18 ms are caused by the
hardware (VR HMD), called the application (or motion)-to-pho-
ton latency of the VR HMD (Choi et al., 2018; Le Chénéchal &
Chatel-Goldman, 2018). Although the time lag does not show
the extremely high accuracy of CRT, the jitter (standard devia-
tion) of stimulus onsets is high and stable (under 1 ms). With the
high precision of time lag, researchers can adjust their accuracy
by presenting visual stimuli a few frames faster. In VR experi-
ments controlled by Python with a 90-Hz refresh rate, the 18-ms
time lag was almost equivalent to two frames (22.22 ms).
Adjustment of the two frames achieves improved accuracy for
visual stimulus presentation (under 5 ms).

While the accuracy and precision of visual stimuli are con-
sistently stable across every environment, the duration of the
visual stimulus depends on the HMD system. In the Oculus
HMD, the stimulus duration was one frame shorter than the
expected duration. Unfortunately, there was no accuracy for
stimulus presentation when the duration was a single frame
(11.11 ms). Because of the Asynchronous Space Warp system
on Oculus, the frame rate is forced to change and a black blank
is inserted automatically in every flash to reduce artifacts dur-
ing VR running, even if the settings are turned off. This causes
the frame rate to decrease from 90 to 45 Hz, and the actual
flash of the display (white blank) is reduced. In VR experi-
ments that do not require the millisecond control of stimulus,
it may help to run the task on a low-spec graphics card; how-
ever, it must be noted that the motion smoothing for VR
HMDs interrupts the millisecond control by frames in psycho-
logical and neuroscientific experiments. To establish accurate
frame control, Oculus Rift Development Kit 2, which is an
official SDK for Oculus devices, can be used. For HTC
HMDs, motion smoothing is controlled by SteamVR.
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Because the duration of visual stimulus in HTC Vive Pro is
quite accurate and precise frame by frame, it may be more
suitable for scientific experiments.

In Experiment 2, the accuracy and precision of the auditory
stimulus were lower than those of the visual stimulus. As in
the 11.11- and 22.22-ms durations, the sound was distorted
and not presented for the expected duration on both HMDs
across Python 2 and 3 environments, suggesting that the au-
ditory stimulus is uncontrollable under the 20-ms duration in
modern VR HMDs. As the auditory stimulus in VR environ-
ments is presented to participants via the headphones integrat-
ed in HMDs connected by a DisplayPort or HDMI cable, we
cannot use audio interfaces to improve the sound quality, as is
usually done in traditional audio hardware setups.
Additionally, unlike with libraries for auditory stimuli, which
do not report the progress of sound playing, researchers can
detect when a graphics card for visual stimulus flipped the
frame (Bridges et al., 2020). As for auditory stimulus presen-
tation in 2D environments controlled by Python tools for ex-
periments, there is an 18-ms time lag with 1-3-ms jitter
(Krause & Lindemann, 2013; Tachibana & Niikuni, 2017).
Although previous studies measured the auditory timing per-
formance directly from the output of the sound card to test the
native lag without physical headphones or speakers, the time
lag in VR HMDs may still be worse because the latency of
recent audio interfaces or headphones is low, and the buffer
size of sound can be controlled. Over 33.33 ms, auditory stim-
ulus was presented as per the expected number and duration in
all environments. This clearly indicates that 30 ms is the min-
imum duration required for auditory stimuli without sound
distortion in modern VR HMDs. However, there is an approx-
imately 30-60-ms time lag even if the stimulus duration is
longer than 30 ms. The time lag varies in HMDs: 37 ms for
HTC Vive Pro and 57 ms for Oculus Rift. We should consider
these timing delays for each device and adjust them to present
the auditory stimulus a few frames faster than the visual stim-
ulus to reduce the time lag to under 4 ms. Moreover, the jitter
of duration on 33.33 and 44.44 ms were slightly bigger (over 4
ms) than that on 99.99 ms (under 4 ms). This suggests that the
accuracy and precision of auditory stimulus on VR HMDs
would be more stable over a duration of 100 ms, although a
jitter of less than 5 ms may be sufficient for general experi-
ments. If more millisecond control of the auditory stimulus by
Python is required for experiments, the PTB library in
PsychoPy 3 can be helpful. This sound library seems to have
the lowest time lag and jitter (5-ms time lag with 1-ms jitter) to
present the auditory stimulus in Python experimental control
(https://www.psychopy.org/api/sound.html). Since it works
only in Python 3 environments, Vizard 7 (Python 3) may be
required and suitable for presenting more accurate audio
stimuli in VR environments.

It is obvious from Experiment 3 that the accuracy and pre-
cision of auditory and visual stimuli do not vary even when
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the stimuli are presented simultaneously on both Python 2 and
3, corresponding to Experiments 1 and 2, where the visual and
auditory stimuli were tested independently. The time lag be-
tween auditory and visual stimuli also depends on the HMD:
19 ms in the HTC HMD and 39 ms in the Oculus HMD.
Interestingly, the jitter was 3 ms. Previous studies on timing
accuracy and precision showed that the time lag between au-
ditory and visual stimuli was less than 10 ms with 1-ms jitter
in standard laboratory 2D environments with a low-latency
LCD monitor, whereas it was over 50 ms with 3—5-ms jitter
in web-based environments controlled by PsychoPy on a
Windows 10 operating system (Bridges et al., 2020).
Compared with laboratory and web-based studies on Python
environments, modern VR HMDs may present intermediate
accuracy and precision for audio—visual stimulus presentation.

In addition to Experiments 1-3 where the timing ac-
curacy and precision were measured by well-established
methods, we expanded the evaluation using complex
stimuli in VR environments in Experiments 4-6. As a
whole, the results were consistent with Experiments 1—
3. It clearly shows that the time lags in stimulus presen-
tation are stable and constant even when the stimuli have
a high rendering workload in VR environments. In
Experiments 4A and B, the accuracy and precision were
not affected by the complex visual stimuli. Generally, the
gray-to-gray transitions on LCD have additional time
lags because the raise time to peak luminance (i.e.,
90% gray level) and fall time to the low luminance
(i.e., 10% gray level) take more time to change com-
pared with the black-to-white transitions (Boher et al.,
2007). In the present study, the time lags between gray-
to-gray and black-to-white transitions did not differ (i.e.,
18 ms). The stimulus duration and its jitter (less than 1
ms) were also the same in black-to-white transitions. As
OLED that has faster response time than LCD is used in
modern VR HMDs, the time lags to present visual stim-
uli in gray-to-gray transitions may vary little, suggesting
that the millisecond accuracy and precision are accom-
plished. This is supported by the results of Experiment
4B. While the VR scene in Experiment 4B was a com-
plex visual stimulus with high rendering workload,
where the luminance levels of each pixel on HMDs were
not uniform as gray screens due to various RGB values
of textures in the scene, the accuracy and precision did
not vary (same as in black-to-white and gray-to-gray
transitions). In 99.99-ms duration, the jitter of both
HMDs (approximately 1 ms in HTC, 3 ms in Oculus)
was slightly bigger than in the shorter durations (less
than 1 ms). If the stimulus duration is longer (over 100
ms), the fall time from the various luminance level to the
uniform black blank (lowest luminance level) on each
pixel may vary slightly, depending on the VR HMDs,
although the average duration is accurate.

The results of Experiment 5 also show that the accu-
racy and precision do not vary even when a complex
auditory stimulus, which is more typical for VR exper-
iments used in VR HMDs, is presented. The constant
time lags of 38 or 58 ms with 3-ms jitter occur, de-
pending on the VR HMDs. Consistent with the results
of Experiment 1 (pure tone sound), the complex sound
was also distorted in the short durations of 11.11 and
22.22 ms, indicating that at least 30-ms duration is re-
quired for accurate stimulus presentation in general VR
experiments. Besides the time lags, in 99.99-ms dura-
tion, the jitters of HTC and Oculus HMDs were remark-
ably improved (under 4 ms), consistent with the results
of Experiment 2, confirming that the 100-ms duration is
sufficient for VR general experiments using realistic
BGM or sound effects.

Importantly, as shown in Experiments 6A and B, the
accuracy and precision of audio—visual stimulus presen-
tation of complex stimuli are consistent with that of
simple stimuli in Experiment 3. These results obviously
confirm that the SOA between auditory and visual stim-
uli in VR experiment controlled by Python environ-
ments is constant but strongly depends on VR devices
(19 ms in the HTC HMD and 39 ms in the Oculus
HMD with 3-ms jitter). As described above, researchers
can adjust these SOA by presenting the stimuli a few
frames faster in the program. For instance, in VR ex-
periments with HTC HMD, the auditory stimulus should
be presented two frames (22 ms) faster than the visual
stimulus, enabling only 3 ms SOA between auditory
and visual stimuli. This small SOA is quite sufficient
for general VR experiments as well as standard 2D
experiments.

If there is no measurement and validation before the
experiments, unsuitable SOA among visual, auditory, and
trigger stimuli for external devices would be crucial for eye
tracking and multisensory research in VR. Eye tracking
technology is commonly used in VR research to examine
how visual cognition works in 3D environments. For in-
stance, when the experimental task is involved in the onset
or offset of eye movements synchronized with stimuli in a
trial sequence, the time lag between the actual onset of eye
movements and triggered time (time stamp) in eye tracker
devices must be confirmed, as a previous study on the
temporal and spatial quality of HMD’s eye tracking sug-
gests that the accuracy and precision also depend on the
eye tracker device in HMDs (Lohr et al., 2019). In multi-
sensory research on VR, multiple types of information
such as auditory, visual, and haptic stimuli can be used
simultaneously Burdea et al., 1996; Wilson & Soranzo,
2015). Especially in neuro-rehabilitation studies, haptic de-
vices such as VR gloves are potential keys to providing
kinesthetic or tactile stimulation for participants in VR
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(Demain et al., 2013). When haptic feedback synchro-
nized with visual and auditory information is used for
rehabilitation, the time lags among stimuli should be
validated as much as possible. The time lag of the au-
ditory stimulus from the visual stimulus can be used for
adjusting the accuracy of haptic devices because haptic
feedback is generated by frequency and amplitude in the
same manner as an auditory stimulus if the haptic stim-
ulus is controlled by vibration interfaces. However,
when researchers perform experiments requiring strict
millisecond control of the stimulus, the time lags must
also be adjusted before the experiments to improve the
unsuitable time/timing gap among multiple stimuli, test-
ing their own VR devices.

Limitations

The limitations of this study were the operating systems, the
gray-to-gray transition levels, and the participants’ response
times. We used the Vizard software for stimulus presentation
in VR to systematically investigate the accuracy and precision
of stimulus generation of modern VR HMDs in Python 2 and
3 environments. However, it only supports Windows operat-
ing systems. Previous studies on non-VR environments have
indicated that accuracy and precision vary depending on
which operating systems are used for software (Bridges
et al., 2020; Krause & Lindemann, 2013; Tachibana &
Niikuni, 2017). Moreover, the version of Apple operating sys-
tem (current macOS vs. older OS X) seems to cause critical
differences in stimulus presentation (Bridges et al., 2020). The
stimulus presentation should be tested in VR experiments
across all common operating systems with different versions
by other VR software that has cross-platform support, al-
though it is difficult to evaluate those directly as there are
limited options for graphics card that can be used in Apple
computers.

In Experiments 4A and 6A, we measured the accuracy
and precision using only 10-90% gray-to-gray transitions,
which are general gray levels for the test (Boher et al.,
2007; Liang & Badano, 2006). A previous study has
shown that other gray-level transitions such as 30-70%
levels have a different temporal resolution for the presen-
tation of visual stimuli on Gaming LCD (Poth et al.,
2018). Due to the specific limitation of sensor threshold
on BBTK, the luminance changes between 30% and 70%
on VR HMDs could not be measured as precisely. BBTK,
which we used as the evaluation tool in the present study,
is a special device with 36 channels (6-kHz down-
sampling rate) used to test the onset and offset timing
accuracy and precision of stimulus synchronization with
TTL triggers, enabling researchers to test various stimulus
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presentations simultaneously for a long period (1000 or
more trial times is the common setting in human behavior
studies). In contrast, a typical oscilloscope has 2—4 chan-
nels (100-MHz high sampling rate) and can be used only
for a very short measurement period due to its low inter-
nal memory capacity (https://www.blackboxtoolkit.com/
faq.html). Although BBTK is sufficient to measure the
general timing accuracy and precision of stimulus
presentation as in previous studies (Bridges et al., 2020),
more specific measurements of gray-to-gray luminance
changes on modern VR HMDs (i.e., OLED) are required
by an oscilloscope to examine how specific gray-to-gray
transitions affect the timing accuracy on OLED compared
to LCD for the psychological and neuroscientific research.

The accuracy and precision of the response time should be
tested using VR response devices. Participants in VR experi-
ments may respond in several ways, such as keyboards, re-
sponse pads, joysticks, VR controllers, and VR gloves. While
the response pads and gaming keyboards commonly used in
behavior experiments have high accuracy and precision when
collecting participants’ data, the accuracy and precision of VR
response devices are not well known. In particular, recent VR
gloves such as Manus, which has haptic feedback, can be a
key for dynamic response methods in VR studies. In future
studies, a comparison between traditional and VR response
devices should be conducted to reveal how reliable VR re-
sponse devices are in terms of collecting participants’ real-
time data.

Conclusions

In summary, although there are time lags for each visual,
auditory, and audio—visual stimulus presentation in modern
VR HMDs, the accuracy and precision are stable across var-
ious stimulus types and capable of achieving millisecond time
and timing control by a few frame adjustments. While the
visual stimulus has a constant 18-ms time lag with less than
1-ms jitter, the auditory stimulus has a time lag of 37 ms on
HTC Vive Pro and 58 ms on Oculus Rift with 4-ms jitter that
depend on VR HMDs. These accuracies and precisions are
robustly equal in both Python 2 and 3 environments for VR
experiments, enabling the establishment of a more reliable
experimental set up for psychological and neuroscientific re-
search using various Python software. This study is also ben-
eficial for researchers and developers who apply VR technol-
ogies for real-time communication where a number of people
(and VR avatars) interact through VR (e.g., VR chat or meet-
ing), as well as studies on rehabilitation tools that require high
timing accuracy for recording biological data, improving un-
suitable latency.
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Appendix

Table 9  Summary of the presented number, mean duration, and onset lag with standard deviation in Experiment 3

Visual Stimulus

Auditory Stimulus

Software HMD. Expected hi::q\t/)\i:ifef :ITnel: Duration (ms) Time Lag (ms) ’::Jer:::tre?jf Duration (ms) Time Lag (ms)
. Duration Was Presented Sounds
(ms) Mean SD Mean SD Mean SD Mean SD
Python 2 HTC Vive Pro 11.11 1000 10.85 0.12 18.58 0.17 1 22199.50 0.00 40.75 0.00
22.22 1000 21.85 0.12 18.47 0.61 221 171.55 107.56 17324.16 9950.51
33.33 1000 32.95 0.10 18.45 0.52 1000 33.64 4.53 37.67 2.90
44.44 1000 44.06 0.11 18.44 0.46 1000 44.40 4.92 37.76 2.85
99.99 1000 99.60 0.12 18.47 0.57 1000 99.84 1.09 37.77 2.95
Oculus Rift 11.11 40 535.31 527.01 13906.93 6060.57 1 22210.25 0.00 57.50 0.00
22.22 1000 13.24 0.04 17.83 0.18 223 169.89 109.79 17339.12 10013.59
33.33 1000 24.44 0.37 17.82 0.16 1000 33.80 4.50 58.90 2.74
44.44 1000 35.56 0.37 17.74 0.17 1000 45.54 6.10 57.68 2.85
99.99 1000 91.38 2.85 17.73 0.31 1000 103.69 2.74 57.34 0.68
Python 3 HTC Vive Pro 11.11 1000 10.80 0.10 18.64 0.35 1 22199.75 0.00 42.25 0.00
22.22 1000 21.87 0.71 18.48 0.62 222 170.55 109.59 17335.88 9997.83
33.33 1000 32.96 0.09 18.39 0.14 1000 33.70 4.53 37.69 2.89
44.44 1000 44.09 0.71 18.44 0.44 1000 44.50 4.96 37.77 2.86
99.99 1000 99.65 1.27 18.44 0.48 1000 99.98 1.50 37.93 3.00
Oculus Rift 11.11 112 178.17 13.17 9840.61 5746.95 1 22210.50 0.00 54.25 0.00
22.22 1000 13.30 0.37 17.81 0.33 225 168.08 110.07 17308.65 9992.16
33.33 1000 24.45 0.37 17.82 0.16 1000 34.99 6.19 56.82 271
44.44 1000 35.55 0.10 17.74 0.16 1000 48.14 5.03 57.20 2.82
99.99 1000 91.04 0.36 17.89 0.21 1000 104.02 0.22 54.64 0.22

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

Table 10  Summary of the presented number, mean duration, and onset lag with standard deviation in Experiment 6A

Visual Stimulus

Auditory Stimulus

Expected Number of Number of
. Presented Duration (ms) Time Lag (ms) Duration (ms) Time Lag (ms)
Software HMD Duration o 1 Presented
(ms) 90% Light Sounds
Gray Blanks

Mean SD Mean SD Mean SD Mean SD
Python 2 HTC Vive Pro 11.11 1000 11.03 0.09 18.35 0.14 1 22200.00 0.00 13222.43 6416.10
22.22 1000 22.18 1.06 18.42 0.64 229 165.49 106.34 18427.03 21531.33
3333 1000 33.25 0.08 18.40 0.51 1000 35.27 4.24 37.78 2.89
44.44 1000 44.36 0.12 18.36 0.22 1000 45.91 5.04 37.72 2.89
99.99 1000 99.93 1.76 18.37 0.31 1000 100.50 1.04 37.71 2.87
Oculus Rift 1111 445 29.69 48.03 7488.95 12716.03 1 22210.25 0.00 13472.09 6419.65
22.22 1000 13.22 0.08 17.77 0.14 785 32.79 22.26 5003.72 19246.99
3333 1000 2433 0.12 17.81 0.18 1000 33.67 4.82 57.24 2.74
44.44 1000 35.45 0.10 17.77 0.17 1000 44.74 4.73 57.15 2.89
99.99 1000 91.00 0.00 17.74 0.13 1000 100.59 0.12 56.49 0.13
Python 3 HTC Vive Pro 11.11 1000 11.03 0.09 18.35 0.14 1 22200.00 0.00 13276.76 6416.22
22.22 1000 22.14 0.12 18.35 0.16 226 167.89 107.06 18681.30 21755.72
33.33 1000 33.29 1.41 18.44 0.63 1000 35.32 4.39 37.81 2.89
44.44 1000 44.36 0.13 18.35 0.15 1000 45.79 5.03 37.75 2.88
99.99 1000 99.86 0.12 18.40 0.39 1000 100.48 0.64 37.60 2.84
Oculus Rift 11.11 445 29.69 47.89 7546.53 12779.92 1 22210.25 0.00 13589.16 6419.93
22.22 1000 13.24 0.07 17.72 0.13 795 3212 21.79 4613.60 18828.28
33.33 1000 2433 0.12 17.74 0.16 1000 33.66 4.82 57.58 2.72
44.44 1000 35.45 0.10 17.76 0.16 1000 44.70 4.74 57.42 2.89
99.99 1000 91.00 0.00 17.84 0.14 1000 100.64 0.13 57.09 0.14

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display.

SD: standard deviation.
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Table 11 Summary of the presented number, mean duration, and onset lag with standard deviation in Experiment 6B
Visual Stimulus Auditory Stimulus
Expected Number of Duration (ms) Time Lag (ms) Number of Duration (ms) Time Lag (ms)
. Software HMD Duration Presented VR Presented
(ms) Scenes Mean SD Mean SD Sounds Mean SD Mean SD
Python 2 HTC Vive Pro 11.11 1000 10.55 0.10 18.56 0.13 1 22200.25 0.00 12503.31 6414.65
22.22 1000 21.66 0.37 18.72 1.88 284 128.75 109.56 16756.46 23307.23
33.33 1000 32.75 0.71 18.66 1.84 1000 34.27 4.38 37.75 2.90
44.44 1000 43.88 0.12 18.57 0.19 1000 45.03 5.28 37.73 2.88
99.99 1000 99.40 0.12 18.58 0.20 1000 100.32 0.81 37.75 2.88
Oculus Rift 11.11 574 18.47 34.00 5579.33 12614.06 1 22210.00 0.00 13502.25 6419.74
22.22 1000 13.20 0.10 18.04 0.16 779 33.21 22.53 5215.35 19278.78
3333 1000 24.32 0.37 18.09 0.30 1000 33.46 4.72 57.50 2.74
44.44 1000 35.43 0.38 18.00 0.17 1000 44.26 4.88 57.51 2.89
99.99 1000 91.00 0.00 18.01 0.14 1000 100.40 0.12 61.26 0.15
Python 3 HTC Vive Pro 1111 1000 10.55 0.10 18.57 0.13 1 22200.25 0.00 12536.43 6414.70
2222 1000 21.68 0.11 18.57 0.19 292 12437 107.10 16412.18  23352.65
3333 1000 32.82 1.05 18.61 0.52 1000 34.22 4.30 37.82 2.89
44.44 1000 43.89 0.12 18.55 0.14 1000 45.05 5.28 37.74 2.88
99.99 1000 99.39 0.12 18.59 0.39 1000 100.33 1.15 37.88 297
Oculus Rift 11.11 526 22.00 39.08 6520.66 13160.91 1 22210.25 0.00 14160.52 6421.14
22.22 1000 13.20 0.12 18.07 0.18 806 31.04 21.37 4553.65 18462.69
33.33 1000 2433 0.12 18.07 0.16 1000 33.51 4.72 58.24 2.73
44.44 1000 35.42 0.12 18.11 0.16 1000 44.60 4.92 57.31 2.87
99.99 1000 91.06 1.99 18.07 0.40 1000 100.48 1.77 56.37 1.60

The pink-highlighted data represent no accuracy of stimulus presentation. HMD: head-mounted display. SD: standard deviation.

Acknowledgements This research was supported by The
Telecommunications Advancement Foundation (J190003004) to RT and
the Precursory Research for Embryonic Science and Technology
(PRESTO), Japan Science and Technology (JPMJPR16DB) to KM. We
would like to thank WorldViz and Oculus for their technical support. We
also would like to thank Kosuke Yamamoto and Riku Asaoka for their
advice.

Author Contributions Ryo Tachibana conceived and designed the stud-
ies, prepared the program code, performed the experiments, analyzed the
data, wrote and reviewed the original draft, and approved the final draft.
Kazumichi Matsumiya conceived and designed the studies, wrote and
reviewed the original draft, and approved the final draft.

Data Availability The experiment code and raw data are available at Open
Science Framework: https://osf.io/mp3n2/.

Declarations

Conflicting Interests
interests.

The authors declare no potential conflicts of

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as long as
you give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes were
made. The images or other third party material in this article are included
in the article's Creative Commons licence, unless indicated otherwise in a
credit line to the material. If material is not included in the article's
Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder. To view a copy of this
licence, visit http://creativecommons.org/licenses/by/4.0/.

@ Springer

References

Boher, P., Glinel, D., Leroux, T., Bignon, T., & Curt, J. N. (2007).
Relationship between LCD Response Time and MPRT. In SID
Symposium Digest of Technical Papers, 38 (1), 1134-1137.

Borrego, A., Latorre, J., Alcaiiiz, M., & Llorens, R. (2018). Comparison
of Oculus Rift and HTC Vive: feasibility for virtual reality-based
exploration, navigation, exergaming, and rehabilitation. Games for
health journal, 7(3), 151-156.

Bridges, D., Pitiot, A., MacAskill, M. R., & Peirce, J. W. (2020). The
timing mega-study: comparing a range of experiment generators,
both lab-based and online. PeerJ, 8(1), €9414-29. https://doi.org/
10.7717/peerj.9414.

Burdea, G., Richard, P., & Coiffet, P. (1996). Multimodal virtual reality:
Input-output devices, system integration, and human factors.
International Journal of Human—Computer Interaction, 8(1), 5—
24. https://doi.org/10.1080/10447319609526138

Cipresso, P., Giglioli, I. A. C., Raya, M. A., & Riva, G. (2018). The past,
present, and future of virtual and augmented reality research: a net-
work and cluster analysis of the literature. Frontiers in psychology,
9, 2086.

Choi, S. W, Lee, S., Seo, M. W., & Kang, S. J. (2018). Time sequential
motion-to-photon latency measurement system for virtual reality
head-mounted displays. Electronics, 7(9), 171.

Cooper, E. A, Jiang, H., Vildavski, V., Farrell, J. E., & Norcia, A. M.
(2013). Assessment of OLED displays for vision research. Journal
of Vision, 13(12), 16-16. https://doi.org/10.1167/13.12.16

Dalmaijer, E. S., Mathot, S., & Van der Stigchel, S. (2014). PyGaze: An
open-source, cross-platform toolbox for minimal-effort program-
ming of eyetracking experiments. Behavior Research Methods,
46(4), 913-921. https://doi.org/10.3758/s13428-013-0422-2

Demain, S., Metcalf, C. D., Merrett, G. V., Zheng, D., & Cunningham, S.
(2013). A narrative review on haptic devices: relating the physiology
and psychophysical properties of the hand to devices for rehabilita-
tion in central nervous system disorders. Disability and
Rehabilitation: Assistive Technology, 8(3), 181-189.

Elze, T. (2010). Achieving precise display timing in visual neuroscience
experiments. Journal of Neuroscience Methods, 191(2), 171-179.
https://doi.org/10.1016/j.jneumeth.2010.06.018


https://osf.io/mp3n2/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.7717/peerj.9414
https://doi.org/10.7717/peerj.9414
https://doi.org/10.1080/10447319609526138
https://doi.org/10.1167/13.12.16
https://doi.org/10.3758/s13428-013-0422-2
https://doi.org/10.1016/j.jneumeth.2010.06.018

Behav Res (2022) 54:729-751

751

Foerster, R. M., Poth, C. H., Behler, C., Botsch, M., & Schneider, W. X.
(2019). Neuropsychological assessment of visual selective attention
and processing capacity with head-mounted displays.
Neuropsychology, 33(3), 309-318https://doi.org/10.1037/
neu0000517

Garaizar, P., & Vadillo, M. A. (2014). Accuracy and Precision of Visual
Stimulus Timing in PsychoPy: No Timing Errors in Standard Usage.
PLoS ONE, 9(11), e112033. https://doi.org/10.1371/journal.pone.
0112033

Ghirardelli, T. G., & Scharine, A. A. (2009). Auditory-visual interactions.
Helmet-mounted displays: Sensation, perception and cognition
issues, 599-618.

Ghodrati, M., Morris, A. P., & Price, N. S. C. (2015). The (un)suitability
of modern liquid crystal displays (LCDs) for vision research.
Frontiers in Psychology, 6(85), 403-29. https://doi.org/10.3389/
fpsyg.2015.00303

Kim, K. S., Wang, H., & Max, L. (2020). It's About Time: Minimizing
Hardware and Software Latencies in Speech Research With Real-
Time Auditory Feedback. Journal of Speech, Language, and
Hearing Research, 63(8), 2522-2534. https://doi.org/10.1044/
2020 _JSLHR-19-00419

Krause, F., & Lindemann, O. (2013). Expyriment: A Python library for
cognitive and neuroscientific experiments. Behavior Research
Methods, 46(2), 416—428. https://doi.org/10.3758/s13428-013-
0390-6

Le Chénéchal, M., & Chatel-Goldman, J. (2018). HTC Vive Pro time
performance benchmark for scientific research. ICAT-EGVE 2018,
Limassol, Cyprus. fthal-01934741f. https://hal.archives-ouvertes.fi/
hal-01934741/document.

Liang, H., & Badano, A. (2006). Precision of gray level response time
measurements of medical liquid crystal display. Review of scientific
instruments, 77(6), 065104.

Lohr, D. J., Friedman, L., & Komogortsev, O. V. (2019). Evaluating the
data quality of eye tracking signals from a virtual reality system:
case study using SMI’s eye-tracking HTC vive. arXiv preprint
arXiv:1912.02083.

Loomis, J. M., Blascovich, J. J., & Beall, A. C. (1999). Immersive virtual
environment technology as a basic research tool in psychology.
Behavior Research Methods, Instruments, & Computers, 31(4),
557-564. https://doi.org/10.3758/bf03200735

Mathét, S., Schreij, D., & Theeuwes, J. (2012). OpenSesame: An open-
source, graphical experiment builder for the social sciences.
Behavior Research Methods, 44(2), 314-324. https://doi.org/10.
3758/s13428-011-0168-7

Muller, E., Bednar, J. A., Diesmann, M., Gewaltig, M.-O., Hines, M., &
Davison, A. P. (2015). Python in neuroscience. Frontiers in
Neuroinformatics, 9, 1-4. https://doi.org/10.3389/thinf.2015.00011

Niehorster, D. C., Li, L., & Lappe, M. (2017). The Accuracy and
Precision of Position and Orientation Tracking in the HTC Vive
Virtual Reality System for Scientific Research. /-Perception, 8(3),
204166951770820. https://doi.org/10.1177/2041669517708205

Pan, X., & de Hamilton, A. F. C. (2018). Why and how to use virtual
reality to study human social interaction: The challenges of explor-
ing a new research landscape. British Journal of Psychology, 109(3),
395-417. https://doi.org/10.1111/bjop.12290

Parsons, T. D. (2015). Virtual Reality for Enhanced Ecological Validity
and Experimental Control in the Clinical, Affective and Social
Neurosciences. Frontiers in Human Neuroscience, 9, 120-19.
https://doi.org/10.3389/fnhum.2015.00660

Peirce, J., Gray, J. R., Simpson, S., MacAskill, M., Hochenberger, R.,
Sogo, H., et al. (2019). PsychoPy2: Experiments in behavior made
easy. Behavior Research Methods, 51(1), 195-203. https://doi.org/
10.3758/s13428-018-01193-y

Plant, R. R., Hammond, N., & Turner, G. (2004). Self-validating presen-
tation and response timing in cognitive paradigms: How and why?
Behavior Research Methods, Instruments, & Computers, 36(2),
291-303.

Plant, R. R. (2016). A reminder on millisecond timing accuracy and
potential replication failure in computer-based psychology experi-
ments: An open letter. Behavior Research Methods, 48(1), 408—411.
https://doi.org/10.3758/s13428-015-0577-0

Poth, C. H., Foerster, R. M., Behler, C., Schwanecke, U., Schneider, W.
X., & Botsch, M. (2018). Ultrahigh temporal resolution of visual
presentation using gaming monitors and G-Sync. Behavior research
methods, 50(1), 26-38.

Reimers, S., & Stewart, N. (2016). Auditory presentation and synchroni-
zation in Adobe Flash and HTMLS5/JavaScript Web experiments.
Behavior Research Methods, 1-12. https://doi.org/10.3758/
$13428-016-0758-5

Rizzo, A. A., Schultheis, M., Kerns, K. A., & Mateer, C. (2004). Analysis
of assets for virtual reality applications in neuropsychology.
Neuropsychological Rehabilitation, 14(1-2), 207-239. https:/doi.
org/10.1080/09602010343000183

Rhoads, S. (2019). A brief introduction to Python for psychological sci-
ence research. Psychological Science Agenda. http://www.apa.org/
science/about/psa/2019/07/python-research

Tachibana, R. & Niikuni, K (2017). Evaluation of stimuli timing accuracy
with Expyriment under OS X. International Journal of Psychology
and Neuroscience, 2(3), 179-186.

Wiesing, M., Fink, G. R., & Weidner, R. (2020). Accuracy and precision
of stimulus timing and reaction times with Unreal Engine and
SteamVR. PLoS ONE, 15(4), €0231152. https://doi.org/10.1371/
journal.pone.0231152

Wilson, C. J., & Soranzo, A. (2015). The Use of Virtual Reality in
Psychology: A Case Study in Visual Perception. Computational
and Mathematical Methods in Medicine, vol. 2015, 1-7. https://
doi.org/10.1155/2015/151702

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

@ Springer


https://doi.org/10.1037/neu0000517
https://doi.org/10.1037/neu0000517
https://doi.org/10.1371/journal.pone.0112033
https://doi.org/10.1371/journal.pone.0112033
https://doi.org/10.3389/fpsyg.2015.00303
https://doi.org/10.3389/fpsyg.2015.00303
https://doi.org/10.1044/2020_JSLHR-19-00419
https://doi.org/10.1044/2020_JSLHR-19-00419
https://doi.org/10.3758/s13428-013-0390-6
https://doi.org/10.3758/s13428-013-0390-6
https://hal.archives-ouvertes.fr/hal-01934741/document
https://hal.archives-ouvertes.fr/hal-01934741/document
https://doi.org/10.3758/bf03200735
https://doi.org/10.3758/s13428-011-0168-7
https://doi.org/10.3758/s13428-011-0168-7
https://doi.org/10.3389/fninf.2015.00011
https://doi.org/10.1177/2041669517708205
https://doi.org/10.1111/bjop.12290
https://doi.org/10.3389/fnhum.2015.00660
https://doi.org/10.3758/s13428-018-01193-y
https://doi.org/10.3758/s13428-018-01193-y
https://doi.org/10.3758/s13428-015-0577-0
https://doi.org/10.3758/s13428-016-0758-5
https://doi.org/10.3758/s13428-016-0758-5
https://doi.org/10.1080/09602010343000183
https://doi.org/10.1080/09602010343000183
http://www.apa.org/science/about/psa/2019/07/python-research
http://www.apa.org/science/about/psa/2019/07/python-research
https://doi.org/10.1371/journal.pone.0231152
https://doi.org/10.1371/journal.pone.0231152
https://doi.org/10.1155/2015/151702
https://doi.org/10.1155/2015/151702

	Accuracy...
	Abstract
	Introduction
	Accuracy and precision of stimulus presentation
	Hardware devices for standard laboratory experiments
	Python software tools for standard laboratory experiments
	VR hardware and software
	The present study
	Experiment 1: Visual stimulus presentation
	Method
	Apparatus
	Experiment software settings
	VR head-mounted display settings
	Evaluation device settings
	Stimuli
	Procedure

	Results and discussion
	Number of stimulus presentations
	Duration of stimulus presentation
	Time lag of stimulus presentation


	Experiment 2: Auditory stimulus presentation
	Method
	Apparatus
	Stimuli

	Procedure
	Results and discussion
	Number of stimulus presentations
	Duration of stimulus presentation
	Time lag of stimulus presentation

	Experiment 3: Audio–visual stimulus presentation
	Method
	Apparatus
	Stimuli

	Procedure
	Results and discussion
	Number of stimulus presentations
	Duration of Stimulus Presentation
	Time lag of stimulus presentation
	Time lag between auditory and visual stimuli

	Experiment 4A: Visual stimulus presentation with gray-to-gray screen transitions
	Method
	Apparatus
	Stimuli
	Procedure
	Results and discussion
	Number of stimulus presentations
	Duration of stimulus presentation
	Time lag of stimulus presentation

	Experiment 4B: Visual stimulus presentation using complex virtual scene
	Method
	Apparatus
	Stimuli
	Procedure
	Results and discussion
	Number of stimulus presentations
	Duration of stimulus presentation
	Time lag of stimulus presentation


	Experiment 5: Complex auditory stimulus presentation
	Method
	Apparatus
	Stimuli
	Procedure
	Results and discussion
	Number of stimulus presentations
	Duration of stimulus presentation
	Time lag of stimulus presentation


	Experiment 6A: Audio–visual stimulus presentation with gray-to-gray screen transition
	Method
	Apparatus
	Stimuli
	Procedure
	Results and discussion
	Number of stimulus presentations
	Duration of stimulus presentation
	Time lag of stimulus presentation
	Time lag between auditory and visual stimuli


	Experiment 6B: Audio–visual stimulus presentation using VR scene with complex sound
	Method
	Apparatus
	Stimuli
	Procedure
	Results and discussion
	Number of stimulus presentations
	Duration of stimulus presentation
	Time lag of stimulus presentation
	Time lag between auditory and visual stimuli


	General discussion
	Limitations
	Conclusions
	Appendix
	References


