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Abstract

Background: The structural genomics centers provide hundreds of protein structures of
unknown function. Therefore, developing methods enabling the determination of a protein function
automatically is imperative. The determination of a protein function can be achieved by studying
the network of its physical interactions. In this context, identifying a potential binding site between
proteins is of primary interest. In the literature, methods for predicting a potential binding site
location generally are based on classification tools. The aim of this paper is to show that regression
tools are more efficient than classification tools for patches based binding site predictors. For this
purpose, we developed a patches based binding site localization method usable with either
regression or classification tools.

Results: We compared predictive performances of regression tools with performances of
machine learning classifiers. Using leave-one-out cross-validation, we showed that regression tools
provide better predictions than classification ones. Among regression tools, Multilayer Perceptron
ranked highest in the quality of predictions. We compared also the predictive performance of our
patches based method using Multilayer Perceptron with the performance of three other methods
usable through a web server. Our method performed similarly to the other methods.

Conclusion: Regression is more efficient than classification when applied to our binding site
localization method. When it is possible, using regression instead of classification for other existing
binding site predictors will probably improve results. Furthermore, the method presented in this
work is flexible because the size of the predicted binding site is adjustable. This adaptability is useful
when either false positive or negative rates have to be limited.

Background ceutical industry [3,4]. The structural genomics centers
Structural genomics [1] is an important field, the objective  provide hundreds of protein structures of unknown func-
of which is the determination of the three-dimensional  tion [5].

structures of all the proteins coded by a genome. Recent

advances in this field increase our understanding of pro-  Development of automated protein function predictor
tein function [2] but have also an impact on the pharma-  from the structure is imperative and is nowadays an active
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research field in bioinformatics. One of the various
approaches for assigning a function to a protein is to study
the network of its physical interactions [6,7]. In this con-
text, identifying a potential binding site between proteins
is of primary interest. The localization of such binding site
can also reduce the search space required by protein dock-
ing algorithms to predict the best match between two pro-
teins. This localization has also an importance in studies
about interactions between proteins and small molecules,
such as ligands or substrates.

Bartlett et al. [8] presented an analysis of the properties of
the catalytic residues. They showed that catalytic residues
share common properties including the propensity of res-
idue types, the conservation and the solvent accessibility.
Petrova and Wu [9] compared 26 machine learning classi-
fiers to specifically identify the catalytic residues within
the whole enzyme. Gutteridge et al. [10] trained a neural
network classifier to score the residues of a protein by
their likelihood to be catalytic. The location of the active
site were determined by searching for clusters of high-
ranking residues.

Keskin et al., in their algorithm PRISM [11], used spatial
similarity to predict protein-protein binding sites loca-
tions. Shulman-Peleg et al. proposed a method, called
SiteEngine [12,13], comparing the properties at different
regions of the proteins surface, such as conformational
properties, to find proteins with similar functions in data-
bases. The same kind of approach has been done by Shat-
sky et al. [14] to recognize binding patterns common to a
set of protein structures. Jones and Thornton [15] pre-
sented a method to predict protein-protein interaction
sites. The prediction was based on the calculation of rela-
tive combined scores for patches constructed on the sur-
face of protein structures. Zhou and Shan [16] published
a method based on a neural network for predicting indi-
vidual residues in protein-protein interfaces. Since then, a
lot of methods predicting individual residues or patches
that overlap with interface have been proposed [9,17-22].

Bradford et al. [18] proposed a protein binding site pre-
dictor based on a Support Vector Machine (SVM) discrim-
inating the patches constructed by segmentation of the
surface. After the segmentation and the computation of
some relevant properties for each patch of each protein,
the SVM was trained and became usable to distinguish
binding site from non-binding site surface parts. Bradford
and Westhead [23] used a Bayesian network in combina-
tion with a surface patch analysis to design a protein-pro-
tein binding site predictor. Petsalaki et al. [24] presented
a different approach to predict peptide binding sites on
protein surface. This approach is based on the construc-
tion of spatial position specific scoring matrices for each
of the 20 standard amino acid. Several groups performed
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the comparison of different tools usable for the prediction
of protein-protein binding sites [25,26].

In the literature, patches based binding site localization
methods generally use supervised classifier to find the
relationship between the patches properties and their
overlap with the true binding site. Machine learning or
statistical techniques are used to discriminate patches
totally superposed with the real binding site from patches
lacking joined surface with it. In these cases, the response
variable is categorical because it only takes two distinct
values. So, supervised binary classifiers are used to predict
the response variable from the predictor variables. How-
ever, when predicting the location of the binding site of a
protein, a lot of patches constructed are partially super-
posed with the real binding site. Using regression tools in
place of classification tools allows to include partially
superposed patches during the training process what
should improve the predictive performance of the model.

The first contribution of this paper is the description of a
patches based protein-protein binding site localization
method including either regression or classification tools.
The predictive performance of several regression and clas-
sification tools are compared using leave-one-out cross-
validation. Our method is also compared with three
methods usable through Web Servers. The first method,
named SHARP2[19], is a patches based binding site local-
ization method using a combined scoring function. The
second method, named PINUP [20], is based on an
empirical scoring function including a side-chain energy
term, a solvent accessibility term and a conservation term.
The third method named cons-PPISP [17] is based on a
neural network taking PSI-blast sequence profile and sol-
vent accessibility as input. Another contribution is to con-
sider the travel depth as one of the surface properties. The
travel depth is a notion introduced by Coleman and Sharp
[27] to quantify the depth of pockets within a molecular
surface. The third contribution of our method is the con-
struction of the predicted binding site. In the literature, for
patches based methods, the predicted binding site in cho-
sen among the original patches according to the ranking
of their probability to be the real binding site. Our
method takes into account the output of the statistical
model on the whole surface to construct a new patch,
which forms the predicted binding site. The size of this
predicted binding site can be adjusted according to the
application. Whereas a too small predicted binding site
increases the risk of false negative results, a too large coun-
terpart increases the risk of false positive results. Limiting
false negative results avoids to miss a binding site even if
the predicted zone is too large, whereas limiting false pos-
itive results ensures that predicted zones is a part of the
real binding site.
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Methods

The aim of this work is to develop a method enabling to
predict the location of potential binding sites in a protein
according to its 3D structure. The development of this
method is composed of two successive parts: the training
and the application.

Input data of the training part are the PDB files of several
protein complexes. External surfaces of the proteins are
constructed by using the 3D structures encoded in the
PDB files. Some characteristics are extracted and mapped
on these surfaces. Then, the surfaces are segmented into
patches. The mean values of the properties and an index
quantifying the overlap with the real binding site are com-
puted for each patch. Finally, a statistical model is used to
find a relationship between the patches properties and
their overlap indices.

Input data of the application part are one or more PDB
files. Patches are constructed in the same way as in the
training part except that the overlap index with the real
binding site cannot be computed. The location of the real
binding site is indeed unknown. The statistical model pre-
viously trained is then used to allocate a score to each
patch. Finally, a predicted binding site is located by using
the score mapped on the protein surface.

| PDB (training) |
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To validate the method, the application part can be tested
on a protein of known binding site location. In this case,
the location is considered as unknown during the predic-
tion of the binding site location. Comparing the predicted
location of the binding site with the real one, is used to
validate the performance of our method.

A scheme of the method pipeline is depicted in Figure 1.

PDB

The input data of the algorithm in both the training and
application parts, are a set of protein 3D conformations.
For the tests performed in this work, they are downloaded
from the Protein Data Bank [28]. Two datasets are used in
this work and both are composed of known protein com-
plexes. The first one, used to train the models and to com-
pare the statistical tools, is the one used by Bradford et al
[18] (See additional file 1: Dataset1). This dataset is com-
posed of proteins in their bounded conformation and had
already been filtered at 20% sequence identity. To com-
pare our method with existing methods, the dataset used
consists of 35 proteins in the enzyme/inhibitor category
of Docking Benchmark 2.0 [29], after filtering at 35%
identity (See additional file 2: Dataset2). The genuine
binding sites were identified using the bounded com-
plexes but the tests were performed on the unbounded
structures.

| PDB (application) |

|Bind. Sitel |Features|

}

|Stat. Model Train.I

|Patches| |Features| IPatchesI
IPrediction

[ Pred. Bind. Site|

Validation

Figure |

Method pipeline overview. Overview of the method pipeline. The input data are protein 3D conformations in PDB format.
The surface of the proteins are computed and some properties are extracted. In the case of training proteins, the binding sites
are identified. The surface are divided into patches which are associated with properties, and, in the case of training proteins,
with the indices of the overlap with the binding site. The statistical model is trained and is used to give overlap scores to
patches of application proteins. These scores are used to predict the locations of a potential binding sites.
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Surface

There are different ways to represent a molecular surface
(Figure 2) among which the Van der Waals surface, the
Solvent Accessible Surface (SAS) and the Solvent Excluded
Surface (SES) [30].

With the Van der Waals Surface Model, the electron clouds
around atoms are approximated by rigid spheres of differ-
ent radii, which are called the Van der Waals radii of the
atoms. With the SAS Model, the inner surface of the vol-
ume is filled by the possible positions of the center of a
ball representing a molecule of solvent (e.g., water). The
SES Model is comparable but considering the exterior sur-
face of the ball. In this work, we used the SES Model,
which is approximated by a 3D mesh. A mesh is a collec-
tion of points, edges and faces defining surfaces in a 3D
environment. As no conformation changes are taken into
account in our method, proteins are considered to be rigid
objects. It allows to work with surface points without con-
sidering what occurs inside the protein.

Binding site

A residue is considered to lie in the binding site if more
than 1 A of its SES area is hidden after a complex forma-
tion [31]. As the proteins of the training data set originate

,"I’Drobe\‘-

Figure 2

Molecular surface representations. Different ways to
represent a molecular surface. The Van der Waals Surface
(VdWV: dots) is the exterior boundary of the union of Van der
Waals spheres. The Solvent Accessible Surface (SAS: dashes)
is the result of the VdW Surface dilatation by a structuring
element, or a probe, representing a solvent molecule, typi-
cally water. The Solvent Excluded Surface (SES: solid line) is
the results of the SAS erosion by the same probe.
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from PDB files containing proteins complexes, the loca-
tions of their binding sites are already known.

Properties

Properties of different types are affected to mesh points.
These properties can be classified into three groups: geo-
metric properties, composition and conservation score. In
order to make the method more uniform, all properties
are considered to be surface points properties. So, each
point of the SES is related to the closest atom center and
inherits its properties.

Geometric properties
Two geometric properties are considered: the local curva-
ture and the travel depth.

The mean curvature is negative for hollows, positive for
bumps and zero for saddle points and planes. It is approx-
imated as follows: first, the mesh is smoothed by a Lapla-
cian operator and the displacement vector between each
point position and the new position is evaluated. Then,
the dot product between the point normal vector and the
displacement vector is calculated. The curvature estima-
tion is the normalized value of this product (Figure 3).

The travel depth of a surface point is defined as the short-
est distance that a solvent molecule should do to reach
this point from the convex hull of the SES. It is more glo-
bal than the curvature computation while keeping a good
surface resolution. It is computed with a surface-based
algorithm using octrees [32].

Composition
The composition is the proportion of each surface amino
acid composing a surface patch. For instance, if a fifth of

—> Normal Vector
--» Displacement Vector

e Original Mesh
Smoothed Mesh

Figure 3

Curvature estimation. Scheme of the curvature estima-
tion computation. The original mesh (black disks and links) is
smoothed by a Laplacian operator to give a smoothed mesh
(gray circles and links). The displacement vectors between
both meshes are depicted with thick dotted arrows. The dot
products between these vectors and the normal vectors of
the original mesh (thin arrows) are calculated. The signs of
the results are shown next to the original mesh vertices.
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the points in a patch corresponds to a leucine and the rest
to a proline, the composition of the patch is Leu: 0.2, Pro:
0.8, other amino acids: 0. Other physico-chemical proper-
ties are redundant with the composition and are not sig-
nificant for the statistical model.

Conservation score

The conservation score is a property in relation with the
structure conservation across the evolution process. Key
amino acid positions are often under strong evolutionary
constraints. They are important for maintaining the 3D
structure of a protein and/or its functions. Thus, the bio-
logical importance of a residue is often correlated with its
level of evolutionary conservation within the protein fam-
ily. The web-based tool Consurf http://consurf.tau.ac.il/
was used to calculate the evolutionary conservation score
of each residue [33].

Patches

Once the mesh is created and properties are affected to
each point, patches are constructed. The construction is
very simple. Patches are geodesic circles centered on each
surface amino acid. The area of these circles is constant
and proportional to the area of the whole SES. They are
wider than the amino acid SES areas so that an important
overlap exists between patches. The size of the patches is
set empirically to one tenth of the whole SES and in this
case, each surface point belongs to about fifteen patches.
The mean of the properties are computed for each
patches. Every patch in the training pipeline is also associ-
ated with an overlap index, the Positive Predicting Value
(PPV), reflecting its similarity with the true binding site:

S(PNI)

PPV = S(P)

’

where S is the area of the SES, P is the analyzed patch and
I is the true binding site. To give an intuitive vision of this
measure, PPV is equal to one when the patch is com-
pletely included in the binding site. In the training part,
the true binding site is also considered as an additional
patch.

Statistical tools
The objective of the statistical model is to assign a score to
patches of a protein of unknown binding site location.

During the training part, the input data of the statistical
model are the patches associated to their PPV and the
properties extracted in the previous steps. The objective of
the training is to find a relationship between the extracted
patches properties (predictor variables), and the patches
PPV (response variable). The relationship is used after-
wards in the application part to allocate a score to the
patches resulting from the segmentation of a target pro-
tein.

http://www.biomedcentral.com/1471-2105/10/276

In this section, different statistical tools are presented.
They can be separated into two categories: the classifiers,
which are more commonly used to treat this kind of prob-
lems, and the regression tools. The output of a classifier is
the probability of each patch to represent the real binding
site. The output of a regression model is a predicted PPV
for each patch. The statistical model output, whether it be
a probability or a predicted PPV, is denominated the score
of the patch. The score has to be highly correlated with the
genuine PPV to ensure the success of the method.

Multiple linear regression (Lin. Reg.)

Multiple Linear Regression [34] is a statistical technique
that fits the relationship between the response variable
and the predictor variables, usually, by minimizing the
sum of the squared deviations. The best multiple linear
model can be found by using a stepwise selection of the
predictor variables.

Partial least square regression (PLSR)

Partial Least Square Regression [35] is an extension of the
multiple linear regression. Using multiple linear regres-
sion with a high number of predictor factors leads to over-
fitting: the model fits the sampled data closely but fails to
correctly predict new data responses. In a partial least
square regression, a few latent factors are extracted and
replace the original predictor factors for the response fit-
ting. Partial least square is useful to find a good predictive
model without necessarily understanding the existing
relationship between variables.

Principal component regression (PCR)

Principal Component Regression [36] uses principal com-
ponent analysis to fit the relationship between the predic-
tor variables and the response variable. The first step is to
compute the principal components of the predictor varia-
bles. The second step is the regression on a subset of the
principal components.

Multilayer perceptron (MLP)

Multilayer Perceptron [37] is a machine learning tech-
nique using multiple layers of neurons. A neuron is a sim-
ple processing element, connected to the neurons of the
previous and of the following layers. The connections
between the neurons are characterized by weights which
are adjusted during the training step. Multilayer Percep-
trons can be used for regression as well as for supervised
classification task. In this work, it was used as a regression
tool.

Random forest for regression (RFR) and classification (RFC)

Random Forest [38] is a machine learning tool used for
classification and regression tasks. In both cases, a ran-
dom forest is a set of trees created by bootstrapping sam-
ples of the training data set. Random forests for regression
use a set of regression trees. In this case, the prediction is
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made by averaging the predictions of the different trees.
Random forests for classification use a set of classification
trees. In this case, the prediction is made by a majority
vote on the predictions of the different trees.

Regression trees and classification trees are both decision
trees. A decision tree is a technique used to predict a
response variable using a set of predictor variables. Regres-
sion trees are used for continuous response variables,
whereas classification trees are used for discrete response
variables. In both cases, it uses a series of "if then else" con-
ditions based on values of the predictors to predict the
response. During the training phase, the decision tree is
built through an iterative process of data splitting. This
iterative process continues until each node reaches a fixed
minimum size. For instance, if there are three predictor
variables, the data can be separated from the root accord-
ing to the value of the first variable. At each new node, the
data can then be separated according to the value of other
variables, and then, at children nodes, they can be sepa-
rated according to the first variable again, ... During the
prediction phase, a new data starts from the root and fol-
lows the branches corresponding to the value of its predic-
tor variables. The leaves determine the value of the
response variable.

Naive bayes classifier (NBC)

Naive Bayes Classifier [39] is a machine learning tool
using the bayes theorem to compute the probability of a
case to belong to a category. The NBC is based on a condi-
tional independence assumption. Given the value of the
response variable, the predictor variables have to be inde-
pendent. Despite the fact that this assumption is rarely
true in reality, naive Bayes classifier often performs better
than expected.

Support vector machine (SVM)

Support Vector Machine [40] is a machine learning tool
used for classification and regression. When used for
binary classification, the objective of the SVM is to map
the training data into a property space by the aid of a ker-
nel function, and to constructs an N-dimensional hyper-
plane that optimally separates the case according to the
category of their response variable.

Predicted binding site construction

After statistical analyses, the score assigned to each patch
is used to construct a score map on the protein SES. Each
point of the surface is associated to the geodesically clos-
est center of patch and get the score affected to this patch.
Next, the points of the mesh representing the SES are
added successively to the predicted binding site in
descending order of score. The growth of the predicted
binding site stops when either a predetermined size or a
score threshold is reached.

http://www.biomedcentral.com/1471-2105/10/276

Results and discussion

The two major consecutive estimation steps of our
method are the statistical prediction and the predicted
binding site construction. The predicted binding site con-
struction is divided in two steps: the score mapping on the
SES and the score map thresholding. Results comparing,
on one hand, the different statistical tools, and, on the
other, our method to other existing methods are pre-
sented in this section. The different statistical tools were
compared after the statistical prediction by calculating the
correlation coefficient between predictions and real PPVs.
Next, they were compared after the mapping step by ana-
lyzing the score distribution inside and outside the genu-
ine binding site. Finally, overlapping indices between the
predicted and the real binding site were computed. These
indices were used to compare the results obtained with
different statistical models, as well as to compare results of
our method with results of other existing methods.

Statistical prediction

The performance of our method strongly depends on the
ability of the statistical model to correctly classify a patch
or to predict the corresponding PPV. For both classifica-
tion and regression tools, the output is a number between
0 and 1 called the score of the patch.

Each classification and regression tool was evaluated
through leave-one-out cross-validation, which is an iter-
ated process. At each step, the data set, comprising the
patches and their properties, was divided into two sub-
sets: a test data set, which contained the patches of one
protein, and a training data set, which contained the
patches of all the other proteins. The statistical model was
trained on the training data set, and used to affect a score
to the patches of the test data set. The scores were finally
compared to the real PPV through the computation of the
Pearson Correlation Coefficient. The protein in the test
data set was different at each iteration until prediction and
correlation coefficient were obtained for the patches of
each protein in the complete data set.

After the leave-one-out cross-validation, each statistical
tool was associated to 180 correlation coefficients, each of
them corresponding to one protein. Distributions of these
correlation coefficients for regressions and classifications
are compared in the Box Plot shown in Figure 4. Using
regression to fit the relationship between the properties
and the PPV frequently led to better score correlations
than using classification. As the correlation coefficients
vary considerably from one protein to another for the
same statistical tool, the box plots are stretched and over-
lap a lot. Building a relative box plot allows to better visu-
alize which statistical tool generally gives the best results.
For this purpose, relative correlation coefficients were
computed for each protein separately, relatively to the
mean of the scores for all the statistical tools. A positive
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Correlation coefficients box plot. Box plot of the correlation coefficients for each statistical tool. Each correlation coeffi-
cient is computed between the scores of the patches of one protein and their real PPV. Each statistical tool is characterized by
180 correlation coefficients, corresponding to the 180 proteins used for the validation of our method. Coefficients for regres-
sions are shown in blue and coefficients for supervised classification are shown in yellow.
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Relative correlation coefficients box plot. Box plot of the relative correlation coefficients for each statistical tool. The
relative correlation coefficients are positive if the statistical tool gives better prediction than average. Coefficients for regres-
sions are shown in blue and coefficients for supervised classification are shown in yellow.
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relative coefficient means that the statistical tool better
works than the average. The distribution of these relative
coefficients is depicted in a box plot in Figure 5. The box
plot of the relative correlation coefficients shows that, for
one particular protein, regressions generally gave better
prediction than the average, whereas classification gener-
ally gave worse prediction than the average.

Binding site localization

After statistical prediction, a predicted binding site was
constructed in two steps, namely the score map construc-
tion and the thresholding on the score map. The score
map construction was validated by comparing the score
distribution inside and outside the genuine binding site,
using a histogram. The thresholding on the score map was
validated by analyzing the PPV and the sensitivity of the
resulting predicted binding site. The validation results for
the different statistical tools are compared in this section.

Score map histograms

For each statistical tool, the score distribution of the
points within the real binding site was compared with the
score distribution of the points within the rest of the pro-
tein surface. The score was weighted by the area of the tar-
geted zones. Ten bins histograms are presented in
Figure 6.

A histogram is given when the exact PPVs are taken as the
score, another one represents the expected values for a
random method, and each other one corresponds to a
specific statistical tool. Red hatched bars represent the
proportion of score for surface points belonging to the
binding site and green plain bars for points belonging to
the rest of the surface. An ideal histogram would show
100% of the observation in the first bin for the non-site
parts and 100% of the observations in the last bin for the
site parts. In the histograms corresponding to classifica-
tions (RFC, SVM, NBC), a lot of binding site parts have a
small score, what leads to a lot of false negative results. On
the other hand, in the histograms corresponding to regres-
sions (Lin. Reg., RFR, MLP, PLSR, PCR), as for the "Exact"
histogram, the repartition is more distinct between site
and non-site zones, what makes the prediction more accu-
rate.

Binding site prediction

The location of potential binding site is predicted by
applying a threshold on the score map. Then, the results
vary with the chosen threshold and can be adapted to
limit the false positive or false negative rates. The pre-
dicted binding site was compared with the real one using
two indices: the sensitivity (or Recall) and the Positive
Predicted Value (or Precision). They are defined as follow:

s(pPNr)

Sens ="/,
ens S(I)
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S(pPNI)

PPV = S(P)

’

where S is the area of the SES, P is the analyzed patch and
I is the true binding site. Our whole method was tested
using different statistical tools. A Precision-Recall graph
comparing results for all these tools appears in Figure 7.
Curves corresponding to regression tools generally are
above the one corresponding to classification tools, what
is consistent with the previous observations.

In this experiment, the size of the predicted binding site
was arbitrarily set to 1/10 of the whole surface of the pro-
tein, i.e., points with the highest score were added to the
predicted binding site until it attained 1/10 of the total
surface. Results were compared to the expected indices
obtained via random selection of the predicted binding
site. As in this application, the area of the binding site and
the area of the predicted binding site are unchanged for
one protein, the expected values of both indices are esti-
mated as follows:

s(P

St _S(P)
I

R

_(stenny)_E(s(enny) ()

E(Sens)—E[ S(1) ]_ S(1) = S
S(1

stenn))_e(sten) S5 )

S(P) )_ s(P) — s(P) St

E(PPV)= E[ ,
where S; is the whole surface area. S(I) and S(P) are con-
sidered to be constant. So, in these formulas, the only var-
iable is the overlap between P and I. The expected
proportion of P inside I is the same as anywhere else on
the surface. Then, E (S(P n I)) is this proportion weighted
by S(I). The reasoning is the same for the proportion of I
inside P. To quantify the success rate of our method with
each statistical tool, the percentage of proteins of the data
set with a higher index than expected (via random selec-
tion) was calculated (Table 1). As for other tests, the
results are better for regressions than for classifications. In
84% of the cases, the MLP gave a better result than the
expected value, whereas the best classification tool (NBC)
gave a result of 78%.

The tool giving the best results was the MLP with a mean
sensitivity and PPV of 0.34 and 0.54, respectively. A mol-
ecule with a predicted binding site representing approxi-
mately these mean values is depicted in Figure 8.

Comparison with other methods
Finally, our method was compared to other methods for
which applications are available on the web: Cons-PPISP
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Figure 6

Score map histograms. Histograms of the score repartition inside the real binding site (red hatched bars) and on the rest of
the molecular surface (green bars). The ideal histogram would be a single green bar on the far left side and a single red hatched
bar on the far right side. The "Exact" histogram (lower center) is obtained by considering the real patches PPV as the score.
The resulting error comes from the patches approximation only. The "No Meth." histogram (lower right) represents the
expected histogram obtained if no binding site prediction method is used. Other histograms are for the different statistical
tools.
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Figure 7
Precision-recall curves for different statistical tools.
Precision-Recall Curves comparing the results obtained with
different statistical models. The y-axis represents the mean
sensitivity (or the precision) over the 180 proteins and the x-
axis represents the mean PPV (or Recall). Curves corre-
sponding to regression tools are depicted with thin black
lines and curves corresponding to classification tools are
depicted with thick gray lines.

[17], PINUP [20] and Sharp? [19]. These three methods
return a score for each residue. These scores were mapped
on the protein surfaces and the binding site localizations
were predicted as it was done for the scores resulting from
the different statistical models. The tests were performed
on the second dataset (See Supplementary Materials 2). A
Precision-Recall graph comparing results for all these
methods appears in Figure 9. Performances of our method
using MLP are higher than those of Sharp? method and
comparable to those of the PINUP and Cons-PPISP meth-
ods. The percentage of proteins of the data set with a

Table I: Success rate for different statistical tools.

Statistical Tool Success Rate

Exact 100
Lin. Reg. 81.67
PLSR 82.78
PCR 76.67
RFR 77.78
MLP 83.89
SVM 75.00
NBC 77.78
RFC 69.44

Percentage of proteins in the whole data set resulting on a PPV higher
than the expected value for each tool.

http://www.biomedcentral.com/1471-2105/10/276

Il True Negative
False Negative
N False Positive

I True Positive

Figure 8

Predicted binding site example. Three views of protein
SES with non labeled zones (red), zones belonging to the real
binding site and not to the predicted one (yellow), zones
belonging to the predicted binding site and not to the real
one (light blue), and well predicted binding site zones
(medium blue). To sum up, the predicted binding site is the
union of the light blue and the medium blue zone, and the
real binding site is the union of the yellow and the medium
blue zones. Here, the predicted binding site has a sensitivity
= 0.44 and a PPV = 0.54, which represent approximately the
mean results using the MLP.

higher index than expected (via random selection) was
also calculated (Table 2). For both our method using MLP
and the PINUP method, the result was better than
expected in 71% of the cases. These results are a bit worse
than for the other dataset, probably because the training
dataset was made of proteins from bounded structures.

Conclusion

In this paper, we present a patch based binding site predic-
tion method based on either classification or regression
tools. This was motivated by the fact that patches based
method presented in the literature generally use classifica-
tion tools. In this case a binary classifier is trained to dis-
criminate patches totally superposed with the real binding
site from patches lacking joined surface with it. Using
regression instead of classification allows to include
patches partially overlapping the genuine binding site
during the training step. The variable to be estimated by
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Table 2: Success rate for different methods.

Method Success Rate
MLP 71.43
Cons-PPISP 69.70
PINUP 7143
Sharp? 62.86

Percentage of proteins in the whole data set resulting on a PPV higher
than the expected value for each method.
the regression is the overlap between the real binding site
and the patches constructed on the protein surface.

Using leave-one-out cross-validation, we showed that
regression tools have better predictive performance than
classification ones. As the patches constructed during the
application step partially overlap the genuine binding
site, the predictions for these patches generally are more
correlated with their PPV when regression is used. Among
regression tools, the Multilayer Perceptron is the most effi-
cient. In 84% of cases, with dataset 1 (See Supplementary
Materials), the method using an MLP for regression,
allowed a better prediction than the expected value via
random selection. Our method used with MLP was also
compared with three methods usable through a web
server. Our method performed better than Sharp?, which
is also a patches based method, and performed equiva-
lently to the two other methods.

To sum up, regression tools appeared to be more efficient
than classification tools for a new patches based method
comparable with existing binding site prediction meth-
ods. When possible, using regression instead of classifica-
tion for other predictors will probably improve the
results, not only when patches are used, but every time the
output is a continuous variable.

The method presented in this paper is also flexible.
Indeed, the final predicted binding site is obtained by
applying a threshold on the surface score map derived
form the prediction of the regression or the classification
tools. So, the size of the final predicted binding site is
adaptable to the approximate false positive and negative
rates required for the final application. Therefore, the out-
put of our method is a single predicted binding site
instead of a list of top ranked patches [18,23] or residues

[9].

In future works, our method will be applied on real cases
and combined with other bioinformatics tools. For
instance, the combination of our method with dynamic

http://www.biomedcentral.com/1471-2105/10/276
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Figure 9

Precision-recall curves for different methods. Preci-

sion-Recall Curves comparing the results obtained with dif-

ferent models. The y-axis represents the mean sensitivity (or

the precision) over the 180 proteins and the x-axis repre-

sents the mean PPV (or Recall). The MLP curve (line with

crosses) is obtained using our method with a Multilayer Per-

ceptron.

molecular simulation will be used to study the impact of
residue mutation on the location of the binding site.
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Additional material

Additional file 1

Dataset1. Dataset1.pdf contains the list of the 180 proteins pdb codes and
names of the first dataset. It is the dataset used by Bradford et al. [18]. In
this work, it was used for the statistical models training and for the com-
parison between the different statistical tools. This dataset is composed of
proteins in the bounded conformation and had already been filtered at
20% sequence identity.

Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-10-276-S1.pdf]
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Additional file 2

Dataset2. Dataset2.pdf describes the second dataset. It consists of 35 pro-
teins in the enzyme/inhibitor category of Docking Benchmark 2.0 [29],
after filtering at 35% identity. The genuine binding site was identified
using the bounded complex but the tests were performed on the unbounded
structures. The first column of the file contains the pdb codes of the
bounded complexed structures. The second and the third column contain
the pdb codes and the names of the unbounded structures of the enzymes
and inhibitors respectively.

Click here for file
|http://www.biomedcentral.com/content/supplementary/1471-
2105-10-276-82.pdf]
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